Geosci. Model Dev., 7, 2152479 2014
www.geosci-model-dev.net/7/2157/2014/
doi:10.5194/gmd-7-2157-2014

© Author(s) 2014. CC Attribution 3.0 License.

The coupled atmosphere—chemistry—ocean model SOCOL-MPIOM

S. Muthers!2, J. G. Anet®”, A. Stenké?, C. C. Raible!2, E. Rozanov#, S. Bronnimann?>, T. Peter®, F. X. Arfeuille 25",
A. 1. Shapiro?, J. BeeP, F. Steinhilber®, Y. Brugnara?®, and W. SchmutZ

IClimate and Environmental Physics, University of Bern, Bern, Switzerland

20eschger Centre for Climate Change Research, University of Bern, Bern, Switzerland

3Institute for Atmospheric and Climate Science, ETH, Zurich, Switzerland

4Physikalisch-Meteorologisches Observatorium Davos and World Radiation Center (PMOD/WRC), Davos, Switzerland
SInstitute of Geography, University of Bern, Bern, Switzerland

6Swiss Federal Institute of Aquatic Science and Technology, Diibendorf, Switzerland

“now at: Swiss Federal Laboratories for Materials Science and Technology (Empa), Diibendorf, Switzerland

Correspondence td. Muthers (muthers@climate.unibe.ch)

Received: 19 March 2014 — Published in Geosci. Model Dev. Discuss.: 6 May 2014
Revised: 14 August 2014 — Accepted: 26 August 2014 — Published: 25 September 2014

Abstract. The newly developed atmosphere—ocean—global mean surface air temperature increase in compari-
chemistry—climate model SOCOL-MPIOM is presented by son to observational data sets. Sensitivity simulations show
demonstrating the influence of chemistry—climate interac-that this overestimation can be attributed to a combination
tions on the climate state and the variability. Therefore, weof factors: the solar forcing reconstruction, the simulated
compare pre-industrial control simulations with (CHEM) ozone changes, and incomplete aerosol effects and land use
and without (NOCHEM) interactive chemistry. In general, changes.

the influence of the chemistry on the mean state and the
variability is small and mainly restricted to the stratosphere
and mesosphere. The atmospheric dynamics mainly diffe&
in polar regions, with slightly stronger polar vortices in the

austral and boreal winter, respectively. The strengtheningp recent years, the stratosphere has received increasing at-
of thg vortex is related to larger stratosphenc. temperaturgention due to its importance for our understanding and
gradients, which are attributed to a parameterisation of the,roper simulation of climate variability and climate change
absorption of ozone and oxygen in different wavelength(Bamv\,in et al, 2007 Gerber et al.2012). While most of
intervals, which is considered in the version with interac- ihe cMIP3 models include only a poorly resolved strato-
tiye chemistry only. A second reason for thg temperaturésphere Cordero and Forste2006), 14 of 39 general cir-
differences between CHEM and NOCHEM is related t0 ¢ jation models (GCMs) participating in CMIPS include a
diurnal variations in the ozone concentrations in the h'gher“high-top” atmosphere, with a fully resolved stratosphere
atmosphere, which are missing in NOCHEM. Furthermore, 510 et al, 2013. The importance of a well resolved strato-
stratospheric water vapour concentrations substantlallysphere is highlighted in several studi&illett et al, 2002

differ between the two experiments, but their effect on Sigmond et a].2004 Scaife et al. 2011 Hardiman et al.
temperature is small. In both setups, the simulated intensit;QOla_ Moreover, some of the recent changes in the surface
and variability of the northern polar vortex is inside the ¢jimate can only be reproduced when stratospheric chemistry
range of present-day observations. and changes in the chemical composition of the stratosphere

Additionally, the performance of SOCOL-MPIOM under g.e considered in GCMsSllett and Thompson2003 Son
changing external forcings is assessed for the period 1600g; g 201Q Thompson et a)2011).

2000 using an ensemble of simulations. In the industrial pe-
riod from 1850 onward SOCOL-MPIOM overestimates the
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2158 S. Muthers et al.: SOCOL-MPIOM

Coupled climate models have been shown to be an im{Song and Robinsqr2004 Gerber et a].2012), but the un-
portant tool for understanding processes and feedbacks belerlying coupling mechanisms of stratosphere—troposphere
tween the different components of the climate system, e.ginteractions are still debated@liompson et al2006 Gerber
between the ocean and the atmosphere. To consider inteet al, 2012.
actions between the atmospheric chemistry and the physical The winter climate at high latitudes is also closely re-
component of the atmosphere, atmospheric chemistry modkated to modes of variability — the barotropic Northern An-
ules needs to be implemented in GCMs. nual Mode (NAM) in the Northern Hemisphere (NH) and

Most of the coupled chemistry—climate model (CCM) sim- the barotropic Southern Annual Mode (SAM) in the South-
ulations so far were performed with prescribed sea surfacern Hemisphere (SH). In the stratosphere, the NAM/SAM
temperatures (SSTs; e.Byring et al, 2009 or simplified  can be expressed by the variability of the polar vortices.
mixed-layer ocean models (e §tenke et a).20133. How- The surface equivalent of the NAM is the Arctic Oscilla-
ever, in both approaches the climate system is not able to sintion (AO). For the North Atlantic and European region the
ulate the full response to, e.g. a strong external forcing likeAO is closely related to the North Atlantic Oscillation (NAO)
volcanic eruptions, since interactions between atmospheréHurrell, 1995 Wanner et al.2001;, Pinto and Raiblg2012).

and ocean are not considerddrthner et al, 1999. More- The dynamical imprint of the tropospheric annular modes is
over, global sea surface temperature (SST) data sets are ondy north—south shift in the position of the maximum winds
available back to the late 19th century. or jets in the troposphere. Stratosphere—troposphere coupling

The purpose of this study is to present the atmosphere-events connect these stratospheric and tropospheric modes
ocean—chemistry—climate model (AOCCM) SOCOL- of variability, hence a stronger polar vortex co-varies with
MPIOM. The atmospheric component of the model coversa positive phase of the AO and a weaker vortex with a neg-
the atmosphere from the surface to the mesosphere anative phase of the AOBaldwin and Dunkerton2001). Via
includes the interaction between the physical and thethe jet streams and their influence on tropospheric dynam-
chemical components of the climate system. A particularics, the AO causally relates to, and thus is partially predictive
focus of this study is on the influence of the stratosphere anaf, weather patterns, with a negative AO index tending to be
the atmospheric chemistry on the tropospheric and surfaceepresentative of high pressure in the polar region, weaker
climate. zonal winds, and greater movement of cold polar air into the

The stratosphere interacts with the troposphere and playsid-latitudes Kolstad et al.2010.
an important role for the climate in the troposphere, at This paper is structured as follows. In Seztthe model
the surface, and for the oceanic circulation (eBgldwin SOCOL-MPIOM s introduced and an overview of the exper-
and Dunkerton 1999 Graversen and ChristianseR003 iments used in this study is given. In Sekthe performance
Thompson et a).2005 Reichler et al.2012. The dynam-  and characteristic of the AOCCM are described using results
ics in the stratosphere furthermore, interacts with a largefrom a pre-industrial control simulation. The effect of atmo-
number of chemical processes — most importantly the ozonspheric chemistry on the climate is assessed by comparing it
chemistry Haigh, 1994 Shindell et al, 1999 2001, Gillett to a simulation without interactive chemistry. Furthermore,
and Thompson2003 Son et al. 2010 Thompson et al.  we describe an ensemble of transient simulations for the pe-
2012, Purich and Son2012 Varma et al. 2012. The in- riod 1600—2000 to assess the behaviour of SOCOL-MPIOM
teractions between the dynamics in the stratosphere and trasnder changing external forcings (Se4}. Finally, the re-
posphere are most prominent in the northern and southsults are discussed and summarised.
ern high latitudes during wintertime<¢derg 1994). With
the beginning of the polar night stratospheric temperatures
start to decrease rapidly and the increasing equator—pole Model and experimental design
temperature gradient forces a strong and persistent zonal
circulation. This polar vortex isolates the polar air masses2.1 Model
and prevents the advection of warmer air towards the po-
lar latitudes. Wind anomalies in the polar vortices influ- The model consists of the chemistry—climate model SOCOL
ence the circulation in the tropospheBa(dwin et al, 1994 (SOlar Climate Ozone Links) coupled to the ocean—sea-ice
Baldwin and Dunkerton2001, Thompson et al.2005, model MPIOM by the OASIS3 coupler. The CCM SOCOL
a phenomenon named stratosphere—troposphere coupling. @&rsion 3 Stenke et a).2013h is based on the middle at-
particular relevance are unusually weak stratospheric zonainosphere model MA-ECHAMS5 version 5.4.0Rdeckner
winds associated with a breakdown of the vortex (e.g. suddeet al, 2003 and a modified version of the chemistry model
stratospheric warmings). These disturbances are triggered byIEZON (Model for Evaluation of 0ZONe trend€:gorova
anomalously high wave activity propagating upward from et al, 2003.
the troposphereRplvani and Waugh2004. Several pro- MA-ECHAMS. The middle atmosphere version of
cesses were proposed to be involved in this wave propagaeCHAMS is a spectral GCM based on the primitive equa-
tion and to influence the stratosphere—troposphere couplingions with temperature, vorticity, divergence, the surface
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pressure, humidity and cloud water as prognostic variableshe six SW bands to the TSI, however, is fixed. SOCOL di-
(Roeckner et al.2003 2006 Manzini et al, 2006. In the rectly uses spectral solar irradiance (SSI) as input, and, there-
vertical dimension a hybrid sigma-pressure coordinate sysfore, allows for a change in the spectral composition. As
tem is used. the absorption by oxygen and ozone in the Lyman-alpha,
The short-wave (SW) radiation code originates from Schumann—Runge, Hartley and Higgins bands is only par-
the European Centre of Medium-Range Weather Forecastsally included in MA-ECHAMDb, missing heating rates are
(ECMWF) model IFS Fouquart and Bonnegl980. The so-  parameterised using an approach similaiEtgorova et al.
lar spectrum is split into six wavelength intervals, including (2004.
three bands in the UV and visible ranges (185-250, 250— The time step for the dynamical processes and physical pa-
440, 440-690 nm) and three bands in the near-IR range (690rameterisations in the model is 15 min with a spectral trunca-
1190, 1190-2380, 2380—-4000 nngjagnazzo et gl2007). tion of T31. However, to reduce the computational demand,
This SW scheme considers Rayleigh scattering, scatterindull radiative transfer calculations are called — simultaneously
and absorption by aerosols and clouds, and the absorptiowith the chemistry routines — every 2 hours. Over the 2-hour
of solar irradiance by water vapour, ozone (both varying ininterval the heating rates are estimated based on the 2-hourly
space and time) as well as gM,0, CHs and Q. The latter  radiative transfer calculations and the solar angle that is cal-
are considered as uniformly mixed gases in MA-ECHAMD5, culated at every time step.
but CH; and NbO can optionally also vary in time and space  SOCOL considers the climatic effects of stratospheric sul-

(asis done in SOCOL). fate aerosols. For heterogeneous reactions on sulfate aerosols
The long-wave (LW) radiation scheme follows the rapid surface area densities (SAD) need to be prescribed. The
radiative transfer model (RRTM)Mlawer et al, 1997, aerosol optical properties include extinction coefficients, the

which calculates radiation fluxes and heating rates over 1&symmetry factor and single scattering albedo for each wave-
LW bands covering 10—3000 cth. In the computation ab- length interval. Both, optical properties and SAD are pre-
sorption by water vapour, GQozone, NO, CHy, CFC-11,  scribed, e.g. using the output of a microphysical model. In
CFC-12, CFC-22, aerosols, as well as clouds are consideredhe troposphere, only the radiative aerosol effect is taken into

With the vertical resolution used in this study (39 levels up account. Here, 10 different aerosol types are considered, in-
to 0.01 hPa), the model does not produce a Quasi-Bienniatluding carbon aerosols, dust particles, sea salt and sulfate
Oscillation (QBO) by itself. Therefore, a QBO nudging is aerosols.
applied by a linear relaxation of the zonal winds in the equa- Precipitation of energetic particles into the atmosphere is
torial stratosphereGiorgetta et al.1999. The model assim-  simulated by different parameterisations for galactic cosmic
ilates the QBO input data between°20to 20¢° S in the hori-  rays (GCRSs), low energetic electrons (LEE) and solar en-
zontal and from 90 hPa up to 3 hPa in the vertical. ECHAMS ergetic proton (SEP) event€4listo et al. 2011 Rozanov
also includes a river run-off schemidggemann and Dueme- et al, 2012. The routines are designed in a way that from
nil, 1998 Hagemann and Duemenil-Gat@803 and simpli-  the known ionisation rate distributions, a certain amount of
fied glacier calving, in the way that snow falling on ice sheetsN (GCR, SPE, LEE), NO (GCR, SPE, LEE) and OH (GCR,
is instantaneously transferred to the next ocean grid cell.  SPE) is produced.

SOCOL.An in-depth description of the model and the  The interactive coupling between chemistry and dynam-
parameterisations used in the chemical module is given irics can be deactivated, which disables chemistry—climate in-
Stenke et al(20138. In the following we only refer to the teractions in the model (SOCOL-MPIOMochen). In this
most important facts that are needed to understand the chacase prescribed 3-D 0zone concentrations are used for the ra-
acteristic of the coupled model SOCOL-MPIOM. SOCOL diative transfer calculations. The ozone fields can originate,
consists of the MEZON and MA-ECHAMS5 coupled by the e.g. from a model simulation with interactive chemistry. By
3-D temperature field and the radiative effect of the differentforcing the model with an ozone field provided on the model
greenhouse gases 48, Oz, CH4, N2O and CFCs). In the grid, artefacts related to the vertical interpolation from pres-
chemical module, 41 chemical species can react together viaure to model levels can be avoided. In contrast to many other
140 gas-phase reactions, 46 photolysis reactions, and 16 hataodels, SOCOL without interactive chemistry does not use
erogeneous reactions. The latter appear either in or on agueonally averaged ozone concentrations, as this has be shown
ous sulfuric acid aerosols as well as on three types of poto negatively bias simulated stratospheric climate, and also
lar stratospheric clouds, i.e. on supercooled ternary solutiotropospheric dynamicsNaugh et al. 2009. Zonally aver-
droplets, water ice, or nitric acid trihydrate. The transport of aged ozone concentrations also might influence the propaga-
the chemical species is calculated by the advection schemgon of planetary wavesGQabriel et al. 2007). In the setup
of MA-ECHAMS. without interactive chemistry SOCOL is nearly identical to

For SOCOL, the SW radiation code of MA-ECHAMS5 has MA-ECHAMS5, except for the consideration of spectral so-
been modified in several aspects. In MA-ECHAMS varia- lar irradiance in the SW scheme mentioned above. The addi-
tions in the solar forcing are considered by variations in to-tional heating by absorption in the Lyman-alpha, Schumann—
tal solar irradiance (TSI). The ratio of the irradiance within Runge, Hartley and Higgins bands is by default deactivated.
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MPIOM. The oceanic component consists of the oceany) MM DM sensitivity study
model MPIOM Marsland 2003 Jungclaus et al.2006), 40 £F
which includes a sea-ice component. It uses an Arakawa C — s E% E%
grid with the North Pole shifted to Greenland and the South = 10 29
Pole centred over Antarctica. Shifting the poles towards land kRS

surfaces avoids numerical singularities at the North Pole and . °7]
allows a higher resolution in the deep water formation re—§§ -2

04 <
gions in the North Atlantic. The grid has a nominal resolution 2 ~ 4 02 3
of 3°, that varies between 22 and 350 km. In the vertical the J g
e ) . . . , A A Ll 0 2
grid is divided into 40 levels with decreasing resolution from . T !
the surface to the bottom. The time step of the calculations inb) 6% 1700 1800 1900 2000

the ocean model is 144 min in this setup. T 186
Atmosphere—ocean couplirgoth components, the atmo- = ., _

sphere and the ocean, are coupled every 24 h using the OA-% 175

SIS3 couplerBudich et al, 201Q Valcke 2013. At the be-

ginning of each model day the coupler exchanges momen- 1600 1700

tum, heat, freshwater fluxes, as well as information on the

SSTs, sea-ice extent, and snow cover on sea ice between tfrégure 1. (a)Overview of the major external forcings applied in the

atmosphere and the ocean. No flux correction is needed iffansient simulations. Top: time series of the radiative forcing from
the coupling process major greenhouse gases &@Hy, N>O and CFCs (calculated as in

Ramaswamy et gl2001); for CFCs the sum of CFC-11 and CFC-
2.2 Experiments 22 is shown as representative forcing; values are expressed as de-

viations of the radiative forcing from the 1990 value. Middle: total
To assess the influence of the interactive chemistry on thé,olar ?rradiance 9alcu|ated from the spectral solar irradiance recon-
climate state a 1400 year long pre-industrial (AD 1600) struction ofSha!mro et a_l(201]_) (upper envelope of the uncertainty
control simulation with interactive chemistry (CHEM) is rgnge). Bot'tom. vo_Ic_anlc forcing as global annual mean aer'osol op-

. . tical depth in the visible bandiffeuille et al, 2014); three periods

Compareql_ to a S'mUI_at'on under_ the Se_‘me S_Et of b(_)undére highlighted — MM: late Maunder Minimum (1645-1715); DM:
ary conditions, but without chemistry—climate interactions pajton Minimum (1800-1820); and the period used in the sensitiv-
(NOCHEM). Furthermore, an ensemble of transient simu-jty simulations (1840-2000, Seect.2). (b) Time series of the SSI
lations, i.e. with varying boundary conditions, covering the reconstruction$hapiro et al.2011) for the UV2 (250-400 nm) and
period AD 1600-2000 is performed. An overview of the ex- visible (440-690 nm) spectral band (solid line) and in ECHAM5
periments is given in Tablg. when the same TSl is applied (dashed line).

A A D
S 0O
oo o,
VIS [W/m?]

1800 1900 2000

2.2.1 Control simulations

For the control experiment, SOCOL is run in a horizontal SS! values for the year AD 1600 are based on the spec-

resolution of T31 (approx..35° x 3.75°) and with 39 ver- tral solar reconstruction dhapiro et al(2011). The irradi-
tical levels, resolving the atmosphere up to 0.01hPa (ap@nce values for the six SW bands differ from the ratios used

prox. 80km). The ocean component is branched from thd ECHAMS (Fig. 1b). In the UV region & 440 nm), con-

year AD 1600 of a transient millennium simulation with S|derab£y_less energy is prescribed in SOCOL (differences
the ECHAM5-MPIOM Qungclaus et 312010. The atmo- ~ 8Wm™=in UV2). In the visible band (440-690 nm) the en-
spheric and chemistry components are initialised by present€f9Y input is higher in SOCOL than in ECHAMS. Differ-

day conditions, which adjust to the pre-industrial climate €1C€S in this spectral interval are of the order of 16 Wm
state within one to two decades. Between 690-1190 nm and 2380-4000 nm, the energy input

- : - 2 =2
In the control simulation all forcings are held constant IS @gain larger in ECHAMSL5.5W nr = and+4.5 W n*,

at AD 1600 conditions (C@ 276.4ppm, Chi: 692.7 ppb respectively), whereas for the interval 1190-2380 nm larger

. s : . y X . 2

N,O: 269.0 ppb), except for volcanic aerosols, where the un-SS! values are prescribed in SOCOEI5SW ™).

perturbed year 1599 is chosen. For the land-surface bound- With these differences in the spectral composition the

ary condition we use the forcing from the ECHAMS pack- new SOCOL—MPIQM experiences a positive surface a|_rtem—

age, representing present-day valuéagemann2002. The ~ Perature (SAT) drift when a TSI of 1367 WTh (as in

QBO is nudged towards an idealised formulation based ofF CHAMS-MPIOM) is assumed. A tuning of the model

Brénnimann et al(2007) to avoid an unrealistic dominance S therefore required and the TSI as tuning parameter
of a westerly or easterly QBO phase. chosen. To estimate the optimal TSI value, a number of

200 year experiments with constant TSI reductions from O,
-2, -4, ...,—18W 2 relative to the reference value of
1367 W n12 are performed. All experiment are forced by
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Table 1. Overview of the experiments used in this study. “Chemistry” indicates the usage of the interactive chemistry module. “Type”
denotes whether the experiment is performed as an experiment with invariant boundary conditions (invar.) or as transient simulation with
time-varying boundary conditions (trans).

Length/period Chemistry Solar amplitude  Type Forcings

CHEM 1400 years yes const. invar. const. AD 1600

NOCHEM 222 years no const. invar.  const. AD 1600

1%yrCG, 80 years yes const. invar. const. AD 1600, except fop CO
1%yrCO,_nc 80 years no const. invar. const. AD 1600, except fop CO
4xCOy 150 years yes const. invar.  const. AD 1600, except fop CO
4xCOy_nc 150 years no const. invar. const. AD 1600, except fos CO
EH5_1%yrCQ 80 years no const. invar. const. AD 800, except for,CO
EH5_4xCOy 150 years no const. invar.  const. AD 800, except fopbCO
TR1 1600-2000 yes medium trans. all

TR2 1600-2000 yes medium trans. all

SOLAR 1840-2000 no medium trans.  const. AD 1840, except for solar
GHG 1840-2000 no const. trans.  const. AD 1840, except for GHG
AERO 1840-2000 no const. trans. const. AD 1840, except for aerosols
OZONE 1840-2000 no const. trans.  const AD 1840, except for ozone
FULL 1840-2000 no medium trans. all

constant AD 1600 boundary conditions and started from thea second control simulation for 1990 conditions, as it is usu-
same initial state. The simulations with the smallest globalally recommended for model evaluation studies.

mean SAT drift is continued for another 1200 years and used

as control simulation, with a solar constant of 1355W2m  2.2.2 Climate sensitivity experiments

This value is meant to represent 1600 conditions. With the ) i
solar reconstruction oBhapiro et al(2011), which is used ~ TWO types of experiments are used to analyse the climate
in the transient simulations (see below), this corresponds t@ensitivity of SOCOL-MPIOM to increasing GCroncen-

a TSI of 1358.7 W m2 for the year 1990. Therefore, the new trations (Tablel). The transient climate response (TCR) is
TSI value for SOCOL-MPIOM agrees reasonably well with estl_mated using an experiment with 19%¥1CO; increase
the most recent TSI estimate of 13820.5W m~2byKopp ~ until @ CQ; doubling is reachedfubasch et al200]). The

and Lear(2011). TCR is then defined by the global mean SAT change in the

To assess the influence of chemistry—climate interactiong0Yr period around the year of the g@oubling in compar-
on the climate state and its variability, a second controliSON 0 & control simulation. Furthermore, we estimate the
experiment with SOCOL—-MPIONMhochemis performed equilibrium response of the model following the approach
(NOCHEM). This simulation is branched off 1178 years af- Py Gregory et al.(2009. In this case, the coupled model
ter the start of the interactive simulation. The length of S forced by an instantaneous quadrupling of the@on-
this experiment is 222 years. Both simulations are drivencentrations and the equilibrium climate sensitivity (ECS) is
by the same external forcings and boundary conditions, ex€Stimated based on_aillnear rglatlonsmp between the top-of-
cept for the parameterisations, which are not consideredn€-atmosphere radle}tlve fngmbaIance and the global mean
in NOCHEM. CH; and N:O are considered as uniformly SAT change after a simulation length of 150 years. _
mixed gases with the same global average concentrations as BOth experiments are performed with and without in-
in CHEM. Furthermore, for the radiative calculations ozone teractive chemistry, with initial conditions from CHEM
values need to be prescribed in NOCHEM. Here, a 3-D daily(model year 1178) and representing a pre-industrial climate
mean ozone climatology calculated over the simulation yearstate. The experiments without interactive chemistry use a
1178 to 1399 (length 222 years) of CHEM is used. ozone climatology from CHEM, similar to the NOCHEM

The control simulations are needed to (a) assess a poterfimulation. For the abrupt quadrupling of ¢@ 30-year
tial underlying temperature drift due to the coupling of the &mosphere-only simulation with climatological SSTs and
model components, (b) as initial conditions for the transientS€2-ice cover are used as independent estimate of the ad-
simulations, and (c) to characterise the climatic impact of thgusted radiative forcing. This experiment is performed with
interactively coupled chemistry. Due to the high computa-nteractive chemistry only. o .
tional demand of the chemistry computations and the long Furthermore, we conduct both types of sensitivity experi-

adjustment time of the ocean it was not possible to performMents with ECHAMS.4/MPIOM at T31 with 19 vertical lev-
els and a nominal 3resolution of the ocean. These exper-

iments are initialised from a control run used to initialise

www.geosci-model-dev.net/7/2157/2014/ Geosci. Model Dev., 7, 279779 2014
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the millennium simulations adungclaus et al2010. This  was extended back in time to cover the full period 1600-
simulation represents perpetual AD 800 conditions. There-22000, assuming an idealised QBO cycle.

fore, the CQ concentration slightly differs, with 278 ppm The cosmic ray intensity is reconstructed based on the so-
at the beginning of the ECHAM5-MPIOM experiments and lar modulation potentialSteinhilber et a].2008. Available

276.4 ppm for the SOCOL-MPIOM runs. observations for solar proton events (SPEs) are used for the
periods 1963—-2008ackman et al2009. Before 1963 SPEs
2.2.3 Transient simulations are randomised using a return-period based analysis of the

last 45 years, and weighted with the Ap index, an index of
Two transient simulations with SOCOL-MPIOM for the pe- the geomagnetic activity. The NQOnflux, finally, is recon-
riod AD 1600-2000 are started from initial conditions of the structed based on the Ap and the Aa indices, which are them-
CHEM control simulation. In the following we refer to the selves reconstructed using sunspot numbBesifngaertner
transient experiments as TR1 and TR2. The two experimentst al, 2009. Palaeo-magnetic data sets (C. Finlay, personal
are initialised from the CHEM simulation (model year 450 communication, 2010) are applied to the model to take into
and 500). account the evolution of the geomagnetic field.

An overview of the external forcings is given in Figy. In the analysis all transient simulations are detrended by
Greenhouse gas (GHG) forcings (&H,; and NO) are  subtracting the underlying positive trend estimated from the
taken from the PMIP3 databadetlieridge et a).1996 1998 control simulation.

Ferretti et al, 2005 MacFarling-Meure et al.2006. The
concentration of the ozone-depleting substances (ODSs) aré2.4  Sensitivity simulations

taken from the CMIP5 database and before 1850 only natu- o ) )
rally produced ODSs are prescribed. The solar forcing f0|_The contributions from different external forcings to the SAT

lows the SSI reconstruction hapiro et al(2011), which increase from 1850 to 2000 are assessed by a set of sensitiv-
is shown as total solar irradiance (TSI) in Figin compar- 1Y €xperiments with SOCOL-MPIOMochen(Tablel). In
ison to many other state-of-the-art solar reconstructions, thighese simulations specific forcings are either held constant at

reconstruction is characterised by a larger amplitude (Compre-industrial levels or prescribed in a transient way. All sim-
pare Schmidt et al. 2012, with a TSI difference between ulations are initialised from year 1840 of the transient simu-

Maunder Minimum (MM, 1645-1715) and present day of 1ation TR1. _
6+ 3W m2. Since this large amplitude is currently contro- ~ USing SOCOL-MPIOMnochemallows us to use fixed

versially discussed, we selected a solar forcing that reprepzone concentrations at pre-industrial levels or to prescribe

sents the upper boundary of the uncertainty of the SSI recont_he ozone field from our transient simulations, such that the

struction. Note that compared to other recent estimates a Tgpdiative effect of the simulated ozone changes can be as-
difference of 3W m2 between MM and present day is still sessed. The following sensitivity runs are performed:

larger than in all other recent reconstructions. For example,
in Steinhilber et al(2009 the TSI difference between MM
and present day is only®-+ 0.4 W m~2. Other solar-related
forcings, like photolysis rates or the input for the additional _— GHG: For this experiment only the major GHGs (§0
heating by oxygen or ozone absorption, are based on the SSI  CH,, and NO) are time varying (see Figa), except

— SOLAR: In this experiment only the solar-related forc-
ing changes.

data set. for CFCs.

The applied stratospheric aerosol data set (Ejgs de-
scribed inArfeuille et al. (2014. Tropospheric aerosols are ~ — AERO: Only stratospheric and tropospheric aerosols
based on CAM3.5 simulations with a bulk aerosol model change.

driven by fixed SSTs and the 1850-2000 CMIP5 emissions ) .

(S. Bauer, personal communication, 2011). Before 1850, For those_expenments ozone c_c_mcentratlons are held con-
the aerosol concentrations are scaled by the world populaStant at pre-industrial levels. Additionally,

tion except for 10 % of the presumed 1990 biomass burning
aerosols, which are considered natural.

The emissions of CO and NCare based on the CMIP5
data sets, which are available from 1850 onward. Before
1850 the anthropogenic fraction is linearly scaled with the
world population. Biomass burning emissions are assumedto — FULL: All major external forcings (solar, GHGs,
be constant over time. Emissions from shipping are linearly aerosols, ozone) are included in this simulation.
projected back to 1800; before 1800 they are set to zero.

The land surface data are kept at present-day values as For each forcing a single experiment is performed. The
in the control simulationlagemann2002. For the QBO  forcing from CFCs is not considered in the sensitivity exper-
nudging, the reconstruction froBrénnimann et al(2007) iments.

— OZONE: In this experiment ozone is used as the only
time-varying forcing. The ozone concentrations are ex-
tracted from TR1, but the concentrations in the second
transient experiment are similar.
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Figure 2. (a) Time series of the global mean surface air temperature (SAT) as annual mean values (black) and 31-year low-pass filtered
values (red) for the simulation with interactive chemistry (CHEW).Linear temperature trends in K/100 yr for the last 500 years in CHEM
(indicated by black lines iffa)). Regions with significant trends are stippléd. d) Time series of the global mean 2 m air temperature as
annual mean values (black) and 31-year low-pass filtered values (red) for the simulation with (CHEM) and without (NOCHEM) interactive
chemistry over the common 222-year period.

2.3 Observational data sets contains 56 ensemble members, to consider uncertainties in
the boundary conditions. The reanalysis covers the period

. . . . 1871-2010.
To evaluate the simulated climate different observational data

sets are used throughout this study. Stratospheric tempera-
tures and dynamics of the control simulation are compared  Pre-industrial model climatology and imprint
to the two reanalysis products of the European Centre for  of atmospheric chemistry
Medium-Range Weather Forecasts (ECMWF), ERA4QA-(
pala et al.2005 and ERA Interim Dee et al.2011). ERA40 In this section, the mean climate state and the most impor-
covers the period 1957-2002, while for ERA Interim the tant variability patterns in the pre-industrial (AD 1600) con-
years 1979-2013 are considered. trol simulation of SOCOL-MPIOM as well as the impact of
The simulated SAT increase since the second half of thechemistry—climate interactions are analysed.
19th century is compared to two global SAT data sets and The evolution of the global mean SAT in CHEM is shown
a reanalysis product. The Goddard Institute for Space Studin Fig. 2. With 14.45°C the simulated global mean SAT
ies Surface Temperature analysis (GISTEMP) contains a spder CHEM is higher than the observed pre-industrial mean
tial land and ocean surface temperature analysis for the pg:1850-1890) of 137+ 0.2°C (Brohan et al. 2006§. How-
riod 1880—2013HKlansen et al.2010. The data set is solely ever, the value is similar to a comparable model run with
based on instrumental records from meteorological stationsECHAM5-MPIOM (Fig. 4 inMauritsen et al.2012). De-
ships, buoys, and other. The data from land stations are coispite the tuning approach described above, there is still
rected for urban heat island effects using satellite observaa continuous positive drift of 0.037 K/100yr, averaged over
tions. SSTs are based on the NOAA data set ERS3ilith the last 500 model years. The temperature trend in the
et al, 2008. The second data set is from the Climatic Re- SH (0.038 K/100 years) is slightly larger than in the NH
search Unit at the Hadley Centre of the UK Met Office (Had- (0.036 K/100 years), and more pronounced over land than
CRUTA4). Itis also based on instrumental temperature recordsver the ocean. The largest SAT increase is found in polar
and covers the period 1850-20B¢han et al.2006. Had- regions, especially in the Barents and Weddell seas, caused
CRUT4 makes use of the SST data set HadSST3 for thdoy an amplifying sea-ice feedback. The surface warming
conditions over ocean&énnedy et al.2011). Additionally, also influences the ocean. A positive temperature trend is
we use the 20th century reanalysis (20GERympo et al. present at all levels down to the deep ocean, reaching, e.g.
2011). By assimilating only sea level pressure, SST and sea0.05 K/100 years at a depth of 3500 m.
ice information (HadISSTRayner et al.2003 as boundary The global mean SAT in CHEM and NOCHEM is very
conditions, 20CR generates a physically consistent, 3-D picsimilar, besides some variations related to the model’s inter-
ture of the atmosphere with high temporal resolution. 20CRnal variability (Fig.2c and d), indicating that the interactive
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Figure 3. Variability in the annual mean zonally averaged ozone mixing ratios in CH@MStandard deviation (in ppmvjb) Variabil-
ity expressed as standard deviation normalised by the long-term mean (given as percentages). Contours show the long term-mean ozon
concentrations.

chemistry does not significantly affect the mean climate. Fur-SOCOL may weaken feedbacks between ozone and circula-
thermore, the SAT drift over the common 222-year period istion changes.
no longer significant. However, the oceanic temperatures are In the zonal mean perspective the largest variability is
still not in equilibrium. found in the tropics at the altitude of the ozone maximum
The ongoing temperature drift indicates that the model(Fig. 3a). Secondary maxima occur in the lower stratosphere
has not yet reached equilibrium. The top-of-the-atmospherén both polar regions. The normalised variability (F&h)
(TOA) radiation balance is still characterised by a positiveis more pronounced in the polar stratosphere of both hemi-
imbalance of 1.6 W m?, averaged over the last 100 years of spheres compared to the tropics. The variability in the tro-
the simulations. However, most climate models do not ex-posphere and mesosphere is in general very small and only
actly conserve energyMauritsen et al.2012. Tests with  reflected in the normalised anomalies. These variability max-
SOCOL coupled to a mixed layer ocean model reveal a TOAIma are found in the lower stratosphere, in particular in the
imbalance of 1.45W m? — a further slight adjustment of the tropics and polar latitudes, as well as in the polar meso-
temperatures is therefore likely. sphere. Overall the interannual variability for particular sea-
In the following the differences in the mean climate and its sons is larger than for the annual mean. In the NH polar
variability between CHEM and NOCHEM for different vari- stratosphere, the year-to-year variability during the winter
ables and components of the climate system are presented.season (DJF) exceeds 10 %. The variability of total column
ozone reflects the pattern found for the zonal averages (not
shown). The northern and southern polar regions are charac-
terised by the highest interannual variability, with the north
being more variable than the south. In the Arctic, variability
is particularly pronounced during boreal winter and spring.

: . _ . . Over Antarctica, largest variances are found mainly during
A detailed evaluation of the chemistry in SOCOL3 is given the break-up of the polar vortex in spring.

by Stenke et al(2013h. Here, we focus only on the sim-

ulated variability in stratospheric ozone concentrations and3.1.2 Temperatures

their possible influence on climate. While CHEM considers

ozone fluctuations on all timescales, the climatological mearThe seasonal zonal mean differences in the temperature be-

ozone field applied in NOCHEM does not account for any tween CHEM and NOCHEM are presented in Hg. The

variability on timescales shorter than 1 day and longer tharargest temperature differences are found in the mesosphere,

1year. where CHEM is more than 3 K warmer. These differences are
The time series of global mean ozone mixing ratios at dif- most pronounced in the summer season of the corresponding

ferent pressure levels reveal that variability takes place orhemisphere. In the upper and middle stratosphere the tem-

many time-scales, from day-to-day up to the decadal scaleperatures are significantly higher in the mid-latitudes (30 to

A pronounced and significant 2.3-year periodicity is found, 50°) in both hemispheres, and significantly lower in polar re-

related to the QBO. Note that the applied QBO nudging ingions (Student's test, p < 0.05). The positive differences

3.1 Stratospheric changes with interactive chemistry

3.1.1 Ozone variability
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Figure 4. Zonal and seasonal mean anomalies between CHEM and NOCHEM, i.e. CHEM minus NOCHHH) femperatures,

(b) the zonal wind component ar(d) the variance ratio of the zonal mean wind component between CHEM and NOCHEMaiiie.
ance(CHEM)/variance(NOCHEMAtmospheric levels above (top) and below (bottom) 100 hPa are displayed separately to improve read-
ability in the lower atmosphere. Contours: seasonal means in CHEM with corfgdrem 230K to 300K by 10K andb) —50m s to

50ms 1 by 10m s 2. In (c) the seasonal variance in CHEM is shown, in contours fronf 81 to 140 nf s—2 by 25 nf s~2 for levels

above 100 hPa and 0%s2 to 15n? s~2 by 3P s~ 2 for levels below 100 hPa. Stippling: significant differences between the ensembles.
In the case of the seasonal mean comparfaph) a Student’s test is used. The variance comparison is based ¢htast. Test results with

p < 0.05 are stippled. Differences are calculated over the common 222-year period.

are below 0.6K and do not show a clear seasonal varia- The warmer upper stratosphere/mesosphere in CHEM re-
tion. The negative differences in the lower stratosphere aresults from a combination of different processes. The ad-
most pronounced and significant during winter and springditional heating due to absorption in the Lyman-alpha,
and reach up te-1.5K. Schumann—-Runge, Hartley and Higgins bands, which is not
included in NOCHEM, is responsible for a pronounced heat-
ing of the higher atmosphere, especially during summer (not
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shown). Annual average temperatures in CHEM are up to 7 KTable 2. Climatological indices for the winter (DJF) zonal mean
higher, and the effect is visible at all latitudes in the meso-zonal wind at 50 hPa in different latitudes, similardscoll et al.
sphere and upper stratosphere. Therefore, an additional coof2012. Climatological indices for CHEM and NOCHEM are cal-

ing effect in the mesosphere is needed to create the pattelWlated over the common 222-year period. Reanalysis values are
shown in Fig4 based on ERA Interim for the period 1979-20I%:¢ et al.201])

This cooling effect is caused by interactions between the"’mCI ERA 40 for the years 1957_2002.’“'0&""‘ et "."l' 2003.‘ val- )

. 2 ues given denote the average zonal wind speed in the given latitude
ozone chemistry a.n(.j the SW radiation .SCheme' In the mesor_ange at 50 hPa in nTs; the standard deviation is given in paren-
sphere ozone exhibits a pronounced diurnal cyBlagseur 1 oces
and Solomon2005, which is not considered in the daily
mean ozone climatology prescribed in NOCHEM. During 30°S-30N 55-65 N
daytime ozone is destroyed by UV radiation. In the night the
photo.lytlc ozone Qestructlon is missing and ozone concentra- NOCHEM _2.4(35) 22,5 (7.8)
tions increase. Differences between night and day can reach ERA Interim  —3.7 (5.1) 19.0 (8.6)
up to 15 % in SOCOL. Consequently, the highest model lev- ERA 40 —38(5.1) 19.1(8.1)
els in CHEM are colder during daytime, but this cooling
cannot be compensated at night. The diurnal cycle of the
0zone concentrations in the mesosphere has a cooling effect
of around 5K, which is largest at 36l and 30 S. could also explain the colder conditions in CHEM in the SH

An additional difference between CHEM and NOCHEM and NH polar stratosphere, preventing meridional transport
affects water vapour concentrations in the upper atmospheref warmer air into the vortex centre. Temperature and zonal
(not shown). In the NOCHEM configuration transport from wind changes are more pronounced in the SH. In the sum-
the troposphere is the only source of water vapour in themer hemisphere, the changed temperature gradient forces
strato- and mesosphere, while CHEM additionally consid-a strengthening of the easterly circulation at mesospheric lev-
ers chemical water vapour production by the oxidation ofels.

CHg4. In CHEM the summer hemisphere at altitudes above A comparison between model results and observations for
40 km is up to 37 % moister than in NOCHEM. The higher the zonal wind component at 50 hPa in the boreal winter sea-
water vapour mixing ratios lead to a cooling of the higher at-son is given in Table. Similar to Driscoll et al. (2012,
mosphere between 68 and 60 N. In the annual mean the we average over the tropical latitudes {33-30 N) and the
maximum anomalies are around 1Kaycock et al.(2017) northern mid-latitudes (55-6M™). The reanalysis products
reported a maximum cooling in the lower stratosphere aftelERA40 and ERA Interim, covering the period 1957-2002
a uniform increase of stratospheric water vapour; howeverand 1979-2013, respectively, are used for the comparison.
the cooling effect in SOCOL-MPIOM is strongest in the up-  In tropical latitudes the modelled average wind condi-
per stratosphere and mesosphere. This is probably becausiens and the standard deviation are lower compared to
the water vapour difference between CHEM and NOCHEM ERA Interim. However, SOCOL-MPIOM agrees much bet-
is not uniform and the largest differences are found in theter with ERA Interim than the CMIP5 models evaluated by
higher stratosphere. Further tests related to the impact obriscoll et al. (2012, which can be attributed to the QBO
GCR, LEE and SEP events show that these parameterisatiomaidging implemented in the model. No significant differ-
do not substantially affect atmospheric temperatures. ence is found between CHEM and NOCHEM for the trop-

The lower and middle polar stratospheres are characics. The northern polar night jet is slightly, but significantly
terised by negative temperature differences during winterstronger (0.6 mst) in CHEM than in NOCHEM. The vari-
and spring. This cooling is accompanied by enhanced waability of the daily mean zonal wind component does not
ter vapour mixing ratios in the lower polar stratosphere indiffer significantly between CHEM and NOCHEM. Com-
CHEM, which could explain the regional cold anomalies. pared to ERA Interim, SOCOL-MPIOM simulates stronger
However, with the current experimental setup, we cannot rulezonal winds with a slightly lower standard deviation. Still,
out the possibility of a dynamical origin of the cold anoma- the agreement is better than for most CMIP5 models eval-
lies, related to the changes in the polar vortex intensities exuated byDriscoll et al. (2012. This agreement is partic-

CHEM —2.4(36) 23.1(7.7)

plained below. ularly notable, since earlier studies suggested that the un-
derestimation of stratosphere—troposphere coupling events
3.1.3 Dynamics after tropical volcanic eruptions may be related to a too

strong and too stable northern polar vortex in many GCMs
The differences in the zonal mean zonal wind reflect the(Stenchikov et a).2006 Driscoll et al, 2012). Although the
changes in the meridional temperature gradients (#y. different climate states, pre-industrial control vs. late 20th
Both polar vortices are significantly strengthened duringcentury, might bias the comparison there is confidence that
winter and spring in the case of the simulation with SOCOL-MPIOM simulates wind conditions in the tropical
chemistry—climate feedbacks. This vortex intensificationand northern high latitudes reasonably well. Furthermore, the
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Table 3. Average number of SSWs per winter (NDJFM) following related to the overall stronger vortex. A significant increase
the definition ofCharlton and Polvan{2007). SSWs for CHEM in the variability in the northern polar vortex is found for the
and NOCHEM are calculated over the common 222-year periodhoreal spring season. In the SH, the variability in the winter
For comparison the reanalysis products ERA 40 (1957-2002) angyolar vortex is slightly (albeit significantly) higher in winter,
ERA Interim (1979-2013) are used. but reduced in the following spring season.

In summary, the largest differences between the simula-
tion with and without interactive chemistry are only indi-

Nov Dec Jan Feb Mar Y

CHEM 0.12 0.07 0.07 0.14 0.23 0.59 rectly related to the chemistry. With interactive chemistry
NOCHEM 0.10 0.07 0.10 0.19 0.21 0.67 the absorption of oxygen and ozone in different wavelength
ERA40 002 009 024 016 013 0.64 bands leads to enhanced heating rates in the upper atmo-

ERAlnterim 000 0.12 0.18 026 021 0.76 sphere. This warming is compensated by interactions be-
tween the diurnal cycle of mesospheric ozone and the SW
radiation scheme. Furthermore, stratospheric water vapour
concentrations are considerably lower, since an important

comparison between CHEM and NOCHEM reveals an influ-source of water vapour (GHbxidation) is not considered in

ence of interactive ozone chemistry on the mean intensity othe NOCHEM model version. These differences affect the

the northern winter polar vortex. temperature distribution, the wind field and the polar vor-
The stability of the northern polar vortex is closely re- tices. However, the overall differences in the stratospheric

lated to sudden stratospheric warming events (SSWs). Thelimate are small.

total number of SSWs per winter in CHEM and NOCHEM

is similar to ERA 40 and ERA Interim with the SSW defini- 3.2 Tropospheric and surface changes

tion of Charlton and Polvar(R007) (Table3). The difference

between ERA 40 and ERA Interim is due to the different In the troposphere, the only significant temperature differ-

periods; in the common period 1979-2002 the difference isence is found during the austral spring season in southern

negligible. With interactive chemistry fewer SSWs are simu- high latitudes below 250 hPa (Fida). This warming is re-

lated, which might be related to the stronger polar vortex inlated to differences in the cloud cover between CHEM and

CHEM. However, the differences between the data sets ar®lOCHEM. During austral winter and spring significantly

in no case statistically significant (statistical test following more clouds are formed polewards of°@® and between

Charlton et al.2007). Note that the more realistic simula- 250 and 100 hPa in CHEM, with differences up to 20% in

tion of SSWs is a major improvement to earlier versions of the vertically integrated total cloud cover. These clouds are

SOCOL fischer et al.2008 and is attributed to a better a consequence of the higher stratospheric water vapour con-

representation of the stratospheric temperatures in the poeentrations due to the oxidation of GHand lead to a trap-

lar regions in winter and springstenke et a).2013h. The ping of outgoing long-wave radiation and a warming of the

SSW frequency is also very similar to MAECHAMEarl-  air column below. The enhanced cloud occurrence and the
ton et al, 2007). A caveat, however, is associated with the related temperature anomalies peak in August. The tropo-
different reference periods used in the comparison. spheric temperature anomaly is therefore still weak and not

Neglecting any interannual ozone variations in the sim-significant during austral winter, but has a clear and signifi-
ulation NOCHEM might affect different atmospheric quan- cant impact on the temperatures in austral spring.
tities and reduce their variability on interannual timescales. Similar differences are found in the NH during boreal win-
Changes in the interannual variability of the zonal mean tem-ter. However, here the effect is weaker than in the SH, since
peratures and zonal winds are described in the followingthe cooling of the polar stratosphere is smaller and fewer
Therefore, the ratio of the two variances, bﬁ%ﬁ is clouds are formed.
calculated. A ratio of 1 corresponds to no change, and val- Differences in the tropospheric zonal mean wind reveal
ues< 1 (> 1) to a reduction (increase) of the variance due a more heterogeneous pattern. In the SH, the reduced merid-
to interactive chemistry. The highest variability in the zonal ional temperature gradient in spring causes a shift of the
wind is found in the tropical stratosphere for all seasons (conwesterlies to the equator, with a significant reduction in the
tours in Fig.4c), due to the QBO. Secondary maxima of the south and (insignificant) increases in the north. However,
variability are found in the NH during DJF and MAM, re- during austral summer and autumn the westerly circulation
lated to the winter polar vortex. In the SH the variability of is stronger in the south (sign. in MAM). In the NH, a sig-
the polar vortex is lower, i.e. the vortex is more stable in thenificant weakening of the westerlies at high latitudes is also
winter months. Still, a second maximum is found for aus- found for MAM together with a strengthening in summer.
tral spring in the vortex region. In the NH, the variability in At the surface the differences between CHEM and
the winter vortex is enhanced around the vortex edge and reNOCHEM are smaller and only a few significant changes
duced in the centre of the vortex in SOCOL with interactive are found (Fig5). In the Barents Sea, higher temperatures in
chemistry. The slightly lower variability in the centre may be CHEM are present during the entire year and related to less
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Figure 5. Differences in the seasonal mean SAT (left) and sea level pressure (right) between CHEM and NOCHEM. Seasons are displayed
from top to bottom (DJFa, e MAM: b, f; JJA:c, g; SON:d, h). Grey contours in the sea level pressure panels display the seasonal average
field in CHEM. The significance of the anomalies is indicated by stippling fer0.05 (Student’s test).

sea ice (Fig5h). The variability in the sea-ice cover in the significant changes are found for the SLP field in the SH,
Barents Sea is in general very large. The sea level pressumxcept for austral spring, which is related to the temperature
or wind patterns reveal no consistent changes that may heldifferences between CHEM and NOCHEM.
to explain the sea-ice differences. Temperature differences Besides changes in the mean climate, the missing inter-
between CHEM and NOCHEM in this region are therefore annual variability in the ozone concentration may also influ-
probably related to internal processes in the ocean that modence the variability at the surface. However, the surface tem-
ulate the inflow of warm Atlantic water into the Barents Sea peratures do not show a systematic and significant change in
basin and, consequently, the sea-ice cover and the surfadbe variability for any season (not shown). The variance ra-
temperatures. tio between CHEM and NOCHEM of the SLP field is shown
In the SH high latitudes, the higher temperatures in CHEMin Fig. 6 and reveals some significant differences in regions
during austral spring are related to the cloud cover differ-with overall low variability and no differences in the regions
ences as explained above. In the Southern Ocean, betweer the classical centres of actions. For the ocean no signifi-
Australia and Antarctica a cooling is present during the en-cant differences between CHEM and NOCHEM are found,

tire year. besides the above-mentioned sea-ice cover differences in the
In the North Atlantic sea level pressure (SLP) significantly Barents Sea (hot shown).
increases in CHEM compared to NOCHEM (F4). In the In summary, the influence of the interactive chemistry

North Pacific a significant reduction of the SLP is found for in the troposphere is regionally and seasonally limited.
MAM and a significant increase for the SON season. NoThe largest difference between CHEM and NOCHEM, the
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Figure 6. Variance ratio (i.evariance(CHEM)/variance(NOCHEMJor the seasonal mean sea level pressure @jJF, (b) MAM, (c)
JJA, and(d) SON. Stippling: significant differences between the ensembles based Brtest. Test results withy < 0.05 are stippled.
Contours: seasonal variance in CHEM. Differences are calculated over the common 222-year period.

change in winter and spring climate over Antarctica, is re- TCR ECS

lated to the differences in stratospheric water vapour concen-_

trations between the two experiments. Significant and conX, | &/ SOCOLMPIOM

sistent influences of the chemistry on the variability are rare.g O (e M . .

i . T i ECHAM5-MPIOM e o o

3.3 Climate sensitivity of SOCOL-MPIOM S 4 . o, O°
o ® o

The transient climate response (TCR), which is estimated in§ 3 - ‘

experiments with continuous 1 % per year £i@crease un- g ° ¢ ‘,‘, °

til a doubling is reached after 70 years, is very similar in all & o % o ® ° .

models. SOCOL-MPIOM, SOCOL-MPIOMochemand ~ 5 2= "¢ g .

ECHAM5-MPIOM have a TCR of 1.8K (Tabld). These ..',' ‘oo o

estimates show good agreement with the TCR values of the 1- ° °°

CMIP5 models (Fig7).

Larger differences are found for the equilibrium cli- Figure 7. Comparison of the transient climate response (TCR, left)
mate sensitivity (ECS). In the abruptx4 CO, experi- and the equilibrium climate sensitivity (ECS, right) for a doubling
ments the regression approach ®yegory et al(2004) re- of CO, for the CMIP5 (grey dotsFlato et al, 2013 to SOCOIT—
veals an equilibrium global mean SAT responger of ~ MPIOM, SOCOL-MPIOM nochemand ECHAMS5-MPIOM (cir-
75K, 8.0K and 10.8K for SOCOL-MPIOM, SOCOL— ©/®%)-

MPIOM_nochemand ECHAM5-MPIOM, respectively. By

AT /2 the corresponding ECSis 3.8, 4.0 and 5.4 K. The ECS

of SOCOL-MPIOM is considerably lower than the estimate ECHAM5—-MPIOM. The stabilising LW feedback is also
for ECHAM5-MPIOM. A similar ECS estimate (10.8 K SAT smaller in ECHAM5—MPIOM. The comparison of SOCOL-
increase in 4« CO, experiment, which was continued untii MPIOM and ECHAM5-MPIOM may also be biased by the
equilibrium) was reported bli et al. (2012. differences in the vertical resolution of the atmosphere. The

A feedback analysisindrews et al.2012 reveals larger ECHAMS5-MPIOM simulations were performed with 19 ver-
contribution of the SW component to the overall feedback intical levels (up to 10 hPa), while SOCOL-MPIOM was run
ECHAM5-MPIOM (Table4), which is related to a stronger with 39 levels (up to 0.01 hPa).
reduction of sea ice, in particular in the NH, and a stronger Moreover, the ECS is significantly lower(—7 %) with
cloud cover reduction. The differences in the amount ofinteractive chemistry. A similar effect of the atmospheric
sea-ice loss may partially be related to differences in thechemistry has been reported jetmuller et al.(2014).
initial state of the experiments, with more NH sea ice in With the ECHAM/MESSy Atmospheric Chemistry (EMAC)
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Table 4. Forcing, feedbacks and ECS (equilibrium climate sensitivity) estimated from absu@@ simulations and TCR (transient
climate sensitivity) derived from experiments with continuous 1 %5@02 increase until doubling. Feedbacks are estimated as described
in Andrews et al(2012. CRE: Cloud radiative effect.

Radiative forcing (W rm?2) Climate feedback parametery (W m—2/K 1)

Model Fixed-SST Regression Net LW clearsky SWclearsky NetCRE ECS TCR
SOCOL-MPIOM 7.23 6.70 —-0.89 -1.68 0.52 0.27 376 184
SOCOL-MPIOM_nochem - 6.65 -0.83 -1.57 0.51 0.23 401 182
ECHAM5-MPIOM - 6.81 —-0.63 -1.49 0.65 0.21 541 1.82
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abrupt 4x CO, simulation the pattern of ozone anomalies
is very similar toDietmiller et al.(2014, but the anoma-
lies are overall much weaker and do not exceed 5%. Theg
changes in the stratospheric water vapour mixing ratios dueg
to enhanced transport from the troposphere, however, arg m om

larger in our simulations and the differences between the 1600 1700 1800 1800 2000
simulation with and without interactive chemistry are more

pronounced. Another contribution to the higher ECS with- i _ _ h babili low/red shadi
out interactive chemistry might come from the prescribed 'nes.) In comparison to the probability range (yellow/red shading)
. s . of different NH temperature reconstructiorkafisen et gl2007).

920”9 concentrations. W',th Increasing ter_nperatures the a The NH mean pre-industrial temperature anomaly irf\taan et al.

titude of the tropopause rises and ozone is shifted from th,0q reconstruction and in HadCRUTA4 is also shown. Reconstruc-

lower stratosphere to the uppermost levels in the troposphergions and simulations are given as anomalies to the pre-industrial

where the radiative effect causes a pronounced warming oferiod 1600-1850. This allows for a direct comparison of the vari-

the upper tropospheréiéinemann2009 Dietmiiller et al, ability in the pre-industrial period despite the strong temperature

2014. trend from 1850 on. HadCRUT4 values are displayed relative to the
value for the year 1850. All time series are decadally smoothed with
a cubic-smoothing spline. Grey bars indicate the Maunder Min-

4 Transient climate simulations imum (MM, 1645-1715) and the Dalton Minimum (DM, 1800—
1820).

In this section we present results from an ensemble of )

transient climate simulations performed with the AOCCM

SOCOL-MPIOM for the period 1600-2000. While the pre- 4 1 Temperature trends after 1850

industrial period is only briefly described, the focus is on the

simulated SAT development in the industrial period (1850-gjnce the middle of the 19th century a larger number of

2000). instrument-based weather observations are available that al-

In comparison to the probability range of a ngmber of low us to derive global mean SATBfohan et al. 2006

NH temperature proxiesl@nsen et al.2007, the simula-  Hansen et a).2010 or to apply them in data assimilation

tions show reasonable agreement during the pre—industria[grojects Compo et al.2011). For a climate model, the abil-

period (Fig.8). The imprint of the solar forcing, with the two ity to reproduce these observed temperature trends is cru-

grand solar minima Maunder Minimum (MM, 1645-1715) ja|. Therefore, the simulated temperature development since

and Dalton Minimum (DM, 1800-1820), is clearly visible, 1850 in the two transient simulations with SOCOL-MPIOM

but within the proxy-based uncertainty range. The spatialis compared to the observational data sets GISTEMP and

pattern of the temperature reduction for the MM and DM, 4adCRUTA4 as well as to the 20th century reanalysis (20CR).

however, reveals too pronounced temperature reductions for The simulated mean SAT increase since 1850 is much

many continental regions in comparison to the multi-proxy stronger in all transient simulations than in the observations

reconstruction oMann et al(2009, in particularinthe trop- - (Fig. 9a). From around 1900 onward temperatures increase

ics (not shown). more or less linearly with a slight acceleration after 1960.
In the observations, the temperature increase is less contin-
uous and divided into an early warming between 1910 and

L NH temp

Figure 8. NH mean SAT for the two transient simulations (coloured
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Figure 9. (a) Global mean, annually averaged SAT in the transient simulations and different observation-based data sets. All time series are
filtered by an 11-year low-pass filter. For 20CR the ensemble spread (ensemble standard deviation) is indicated by the shaded area. All dat:
sets are given as anomalies w.r.t. the period 1951-1®3®@verage global mean SAT change from 1890-1919 to 1970-1999 (highlighted

by the grey regions ia). TR1 and TR2 refer to the two transient simulations. Bars indicate the average temperature difference between the
two periods, grey boxes represent the 95 % confidence intervals.

1940 Bronnimann2009 and a late warming after 1960. These caveats should be considered when comparing trend
This step-wise temperature increase and in particular the sugstimates for the NH and SH polar regions.
pension of the warming in the middle of the century is not Inthe simulations the strong signal in the global mean SAT
visible in the simulations. is also apparent in the spatial pattern (Fi§.shows the av-
The pattern of the temperature changes might help to idenerage of TR1 and TR2). The warming is too strong in many
tify differences to the observed records. Furthermore, regionsegions, and spatially very uniform. In the northern polar re-
with pronounced temperature increase that may be assocgion, some signals of polar amplification can be found. How-
ated with positive feedbacks can be identified. Therefore, weever, the overestimated increase in the global average SAT is
compare the SAT difference between a 30-year period at theather related to a strong and uniform warming over the entire
beginning (1890-1919) and another at the end of the 20tlglobe than to an overestimated polar amplification.
century (1970-1999). The results are however not sensitive The spatially uniform warming may be related to a spe-
to the exact choice of the periods and a trend pattern analyeific forcing such as GHG or solar. The TCR of 1.8K sug-
sis also leads to similar results. A comparison of the patterrgests a moderate temperature increase due to the anthro-
of the SAT increase in the 20th century is given in Fig. pogenic GHG emissions in the 20th century. Furthermore,
In the observations significant positive temperature changesesults fromAnet et al.(2013 showed that the model re-
can be found over the entire globe, interrupted by regionssponse to the future GHG increase (RCP 4.5) is comparable
without any changes or significant temperature reductionsto the CMIP5 ensemble. In their experiments the tempera-
Over the oceans a warming is obvious almost everywhereture increase at the end of the 21th centur®6i 0.12 K) is
The largest temperature increases are found in the Southemuell in the range of the CMIP5 ensemble&* 0.5K, e.g.
Ocean at mid-latitudes, reaching around 1K. In general, dif-Knutti and Sedléek 2012. Therefore, other forcings may
ferences between the data sets are small over the ocean. Thientribute to the trend in the 20th century and amplify it.
is to some degree expected, since, e.g. 20CR used the same
SST data (HadSST) as HadCRUT4 as lower boundary condi4.2  Sensitivity to separated external forcings
tion. Over the continent, the pattern is spatially more hetero-
geneous, but regions with significant temperature increase§he role of different external forcings for the SAT trends
are found on all continents. In 20CR regions with tempera-since 1850 is investigated using a number of sensitivity sim-
ture reductions are more pronounced than in the other twailations where one forcing or a combination of forcings is
data sets — in particular, large differences are found in theapplied and the remaining forcings are held constant at pre-
NH and SH polar regions. For 20CR it is known that the Arc- industrial levels (Tabld).
tic temperature field suffers from a large, time-varying bias To quantify the contributions of the different forcings to
(Brénnimann et a).2012) and an incorrect sea-ice distribu- the SAT increase we use again the differences in the global
tion (Compo et al.2011). However, HadCRUT4 and GIS- mean SAT between the two 30-year periods defined above
TEMP are also affected by a very low spatial and temporal(1890-1919 and 1970-1999). In the full forcing experiment
coverage of instrument-based observations in these region#e global mean SAT increase agrees well with the increases
found in the two transient simulations (Figb). This gives
us confidence that the setup of the sensitivity experiments is
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Figure 10. SAT difference [K] between the two 30 yr periods 1890-1919 and 1970-1999 for different data sets and simulations. Top:
observational data sefa) GISSTEMP,(b) HadCRUT4,(c) 20CR. Middle and bottom: model experimefit§ transient simulations TR1

and TR2 — ensemble avera@® full forcing sensitivity run,(f) GHG only, (g) solar only,(h) aerosols only, an) ozone only. Stippling:
significant differences using a Student®est (p < 0.05) and taking auto-correlation into account followifigiers and von Storcki1995.

For (a) GISSTEMP andb) HadCRUT4 missing values are indicated by the cross pattern.

able to reproduce the temperature behaviour, when all maSH and over a large region covering Russia and East Asia.
jor forcings are considered. The major part of the temper-Furthermore, a significant positive influence is found for the
ature increase simulated by all forcings is explained by theNorth Atlantic. Finally, the simulation forced by transient
GHGs (72%). The increasing solar activity (8 %) and the ozone changes reveals a significant and pronounced positive
ozone trends (12 %) also contribute to the warming. The onlytemperature increase in the NH high latitudes, which peaks
negative signal{22 %) is related to stratospheric and tropo- over the Barents Sea. In the SH high latitudes, no comparable
spheric aerosols. All individual forcings (solar, ozone, GHG, signals are found. Overall, several regions of significant pos-
aerosols) add up to only 70 % of the full forcing experiment, itive temperature differences are associated with the ozone
but given the large uncertainties in the estimates this differ-changes.
ence is not significant. Note, however, that the temperature The simulated temperature difference based on the indi-
increase due to ozone and solar is only weakly significantlyvidual forcing is associated with different uncertainties. For
different from zero p = 0.09 andp = 0.07, respectively). the GHG experiment, the forcing during the industrial pe-
The spatial structure of the global mean SAT differencesriod is well known. The combined radiative forcing (RF)
for the sensitivity experiments is shown in Figg0. The from CO,, CHs and NO (Ramaswamy et gl.200)) is
warming in the full forcing experiment is globally very uni- 1.20 W m2 between 1989-1919 and 1970-1999. The simu-
form with some hints of polar amplifications in the northern lated response of SOCOL-MPI0OMochem(0.63 K) to this
high latitudes. This full forcing pattern is very similar to the RF agrees well with other model estimates (&lgehl et al,
changes of the GHG experiment, except for an overall large2004). The solar forcing features a clear positive trend in so-
trend. As in the global analysis, the temperature change adar activity in the 20th century (mainly in the first half of
sociated with GHGs dominates the full forcing trend almostthe century, compare Fid). Between the periods defined
everywhere. The other three forcings display a much largembove the TOA incoming SW flux increases by 0.28 W?m
spatial heterogeneity and temperature changes are comparg@lobal average assuming a global mean albedo of 0.3; strato-
bly small. The solar experiment, which, on global average,spheric adjustment was not accounted for). Some uncertain-
leads to a warming of approximately 0.07 K, has slightly sig- ties are associated with this estimate and other reconstruc-
nificant contributions, e.g. over northern America, Greenlandtions suggest lower TSI changes. For instance, in the histori-
and Europe. Over Europe and North America the contribu-cal CMIP5 simulations the corresponding forcing difference
tions from the solar forcing are clearly visible in the full forc- is only 0.09W nT? (Lean 200Q Wang et al. 2009. The
ing experiment. Further significant temperature increases areemperature increase due to the solar forcing can therefore
found in the tropical Atlantic and Indian Ocean. The strato- be expected to be larger than in the CMIP5 ensemble.
spheric and tropospheric aerosol lead to significant negative
temperature changes in the tropical continental areas of the
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Furthermore, ozone is associated with a significant posand upper stratosphere in the simulation with interactive
itive temperature change. Observations and model simulachemistry. This parameterisation is disabled in SOCOL-
tions suggest that tropospheric ozone in general increaseMPIOM_nochem but will be implemented in the next ver-
during the 20th centuryStevenson et gl2013, whereasre-  sion. Second, interactions between the diurnal variation
ductions of ozone by the emission of ozone depleting halo-in the mesospheric ozone concentrations and the radiation
gens occurred in the stratosphef&tdehelin et a).2001). scheme lead to a cooling, partly compensating the aforemen-
Both changes have different effects on the radiation balancetjoned warming. Furthermore, stratospheric water vapour
with 0.44-0.2 W m~2 for the tropospheric ozone changes and concentrations are higher with interactive chemistry due to
smaller negative contribution 6f0.05+0.1 W m~2fromthe  the additional water vapour produced by the oxidation of
stratospheric ozone depletioklyhre et al, 2013. A direct methane in the chemistry module. A future version of the
estimation of the RF associated with the simulated ozonemodel should therefore implement a parameterisation of this
changes is not possible in SOCOL-MPIOM. However, we process, e.g. similar to the approach in ECHAMSgimidt
can compare the simulated ozone changes to estimates froet al, 2013.
other chemistry—climate models. Global mean tropospheric The differences between a simulation with and without
column ozone (calculated followinghindell et al. 2009 chemistry—climate feedbacks can be reduced when an ad-
rise by 15 DU between 1989-1919 and 1970-1®f8ndell  justed ozone climatology is applied to the model without in-
et al. (2006 estimated an increase of around 10 DU and interactive chemistry. When the ozone climatology is averaged
the ozone data set used in CMIRGignni et al, 201]) the only over daytime conditions, the too high ozone mixing ra-
tropospheric column ozone change is of the order of 5DU .tios in the mesosphere can be avoided. Ozone data sets which
In a multi-model study with 17 different chemistry—climate are currently used in GCMs (e.gortuin and Kelder1998
models,Stevenson et a{2013 found an increase of 8.4DU Cionni et al, 2011), however, represent the monthly mean
between 1850 and 2000. Consequently, the effect on the tenrconditions. Therefore, we argue that the approach used in this
perature trends is larger, i.e. 0.11 K in this study ar@l08 K study is a fair comparison of simulations with and without
in the simulation with the GISS model IShindell et al, chemistry—climate feedbacks.

2006. However, the chemistry in the GISS model Il is lim-  Another issue concerns the different time steps used. The
ited to levels below 150 hPa and parts of the tropical upperdynamical equations are solved every 15 min, which includes
troposphere are not included. This may result in an underesthe transport of chemical species. The radiation schemes and
timation of the effect by 20 %, as discussed by the authorghe chemical module, which are computationally expensive,
(Shindell et al.2006. are solved every 2 h. Within a 2 h interval the (short-wave)

The only forcings associated with a negative tempera-radiative fluxes are linearly interpolated taking the zenith an-
ture trend during the 20th century are the stratospheric andle into account. Clearly, this might lead to some biases, in
tropospheric aerosols-0.20 K). Such forcing, however, is particular during sunrise and sunset, when large changes in
associated with larger uncertainti€Bolicher et al.2013. the reaction rates occur with the availability of UV radiation.
Meehl et al.(2004), who simulated the direct effect of sul-  With a TCR of 1.8K and an ECS of 3.8K, SOCOL-
fate aerosols only, estimated a similar reduction of the globaMPIOM is characterised by a moderate climate sensitivity.

mean SAT increase of the order of 0.2 K, whilélcox et al. The equilibrium response to a change in the,Gfoncen-
(2013 find a temperature reduction of about 0.5K using trations is further affected by a slight negative feedback of
a subset of CMIP5 models. the chemistry, which reduces the ECS by approx. 7 %. This

is in agreement with results fro@ietmuller et al.(2014),
although the contributions of ozone and stratospheric water
5 Discussion and conclusions vapour changes differs in our study.
In the industrial period, the GHG increase in combination
This paper presents the coupled atmosphere—chemistrywith a number of different natural and anthropogenic forc-
ocean model SOCOL-MPIOM. The model is described us-ings results in an overestimation of the temperature trends up
ing results from a number of simulations without changes into a factor of 2. Positive contributions to this overestimation
the external forcings (control simulations) and with transientare associated with the solar forcing, which may be overes-
external forcings for the period AD 1600—-2000. timated. In particular, the TSI increase during the first half
Without changing boundary conditions the influence of of the 20th century in the forcing &hapiro et al(2011]) is
chemistry—climate interactions on the mean climate state andot within the confidence interval of the TSI changes pre-
its variability is small and mainly confined to the strato- sented in the last IPCC repoitiyhre et al, 2013. An ad-
sphere and mesosphere. The largest differences in the tenditional positive signal comes from the simulated increase
peratures in the middle atmosphere are associated with se¥n the tropospheric ozone concentrations that also contribute
eral processes. First, the parameterisation of the absorge the global mean temperature trend. However, tropospheric
tion in the Lyman-alpha, Schumann—-Runge, Hartley andozone changes during the 20th century are also associated
Higgins bands is responsible for a warmer mesosphere
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