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Abstract. The 3DCLOUD algorithm for generating stochas- 1 Introduction
tic three-dimensional (3-D) cloud fields is described in this
paper. The generated outputs are 3-D optical depyHar Clouds have a significant effect on the Earth radiation bud-
stratocumulus and cumulus fields and 3-D ice water contenget. They reflect the solar radiation and reduce the warming
(IWC) for cirrus clouds. This model is designed to generateof the Earth (albedo effect). They also create a greenhouse
cloud fields that share some statistical properties observed iaffect by trapping the thermal radiation emitted from the
real clouds such as the inhomogeneity parametstandard  Earth’s surface, reducing the radiative cooling of the Earth
deviation normalized by the mean of the studied quantity),(Collins and Satoh, 2009). Cloud feedback has remained,
the Fourier spectral slogiclose to—5/3 between the small- however, the largest uncertainty in the study of climate sen-
est scale of the simulation to the outesy; (where the spec-  sitivity for almost 20 years (Bony et al., 2006). In almost
trum becomes flat). Firstly, 3DCLOUD assimilates meteo- all climate models, clouds are assumed plane- parallel with
rological profiles (humidity, pressure, temperature and windhomogeneous optical properties (PPH), and radiation codes
velocity). The cloud coverag€, defined by the user, can use a one-dimensional (1-D) scheme. Therefore, improving
also be assimilated, but only for stratocumulus and cumulugarameterisations of clouds in large-scale model, especially
regime. 3DCLOUD solves drastically simplified basic atmo- their interaction with radiation, is a challenge in order to re-
spheric equations, in order to simulate 3-D cloud structuregluce uncertainty in model projections of the future climate
of liquid or ice water content. Secondly, the Fourier filtering (lllingworth and Bony, 2009). Improved global characteri-
method is used to constrain the intensitymf8, Loyt and  zation of the three dimensional (3-D) spatial distribution of
the mean oft or IWC of these 3-D cloud structures. The clouds is, thus, necessary (Clothiaux et al., 2004).
3DCLOUD model was developed to run on a personal com- Moreover, satellite passive sensors, such as multi-spectral
puter under Matlab environment with the Matlab statisticsand multi-angular radiometers, and satellite active sensor,
toolbox. It is used to study 3-D interactions between cloudysuch as LIDAR and RADAR in the A-train mission, allow
atmosphere and radiation. the retrieval of cloud horizontal and vertical optical prop-
erties with an adequate spatial and temporal coverage. For
practical and computational cost purposes, interpretation of
such measurements generally also assumes 1-D radiative al-
gorithm and PPH cloud. This assumption can be far from
being realistic and leads to biases on the retrieved proper-
ties from passive sensors (Barker and Liu, 1995; Véarnai and
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Marshak, 2002, 2007; Lafont and Guillemet, 2004; Cornet(optical depth, liquid water content or liquid water path for
et al., 2005, 2013) and active sensors (Battaglia and Tanelllow clouds and ice water content for high clouds) typically
2011). These biases depend at least, on the cloud coveragxhibits a spectral slope of around/3 (Davis et al., 1994,
and on the variability of cloud optical depth or water content. 1996, 1997, 1999; Cahalan et al., 1994; Benassi et al., 2004;
This variability is quantified by an inhomogeneity parame- Hogan and Kew, 2005; Hill et al., 2012; Fauchez et al., 2014)
ter, often defined as the standard deviation normalized by thérom small scale (a few metres) to the “integral scale” or the
mean of the studied quantity (Szczap et al., 2000; Carlin ebuter scale (few tenths of a kilometre to one-hundred kilo-
al., 2002; Oreopoulos and Cahalan, 2005; Sassen et al., 200metres), where the spectrum becomes flat (i.e. decorrelation
Hill et al., 2012). occurs). The disadvantage of such models arises from the fact

Determining the significance of the 3-D inhomogene- that effects of meteorological processes are not always con-
ity of clouds for climate and remote sensing applicationssidered and dominant scales of organization related to turbu-
requires the measurement and the simulation of the fullent eddy due, for example, to wind shear, convection, and
range of actual cloud structure. Apart from the computa-entrainment are not directly modelled. At the same time, it
tional time, accurate 3-D cloudy radiative transfer prob- should be noted that Cloudgen does consider the effect of
lem is not an issue, per se (Evans and Wiscombe, 2004)wind shear on cirrus cloud.
Monte Carlo transfer models can indeed accurately and effi- The aim of the 3DCLOUD algorithm is to reconcile these
ciently compute radiative properties for arbitrary cloud fields two approaches. In Sect. 2, we describe the 3DCLOUD gen-
(Battaglia and Mantovani, 2005; Pincus and Evans, 2009grator. In Sect. 3, 3DCLOUD outputs are compared to LES
Mayer, 2009; Cornet et al., 2010, 2013; Battaglia and Tanelli,outputs to check the validity of the chosen basic atmospheric
2011; Fauchez et al., 2013). The difficulty is to generateequations. In Sect. 4, stratocumulus, cumulus and cirrus ex-
cloud property fields that are statistically representative ofamples provided by 3DCLOUD are presented.
cloud fields in nature.

Cloud fields generated by dynamic cloud models, such as
the cloud resolving model (CRM) or the large-eddy simula-2 The 3DCloud generator

tion model (LES), are very attractive, as they contain the Sta_t%DCLOUD generates, in two distinct steps (see Fig. 1), a

of the art of physical processes (resolution of atmospheri -D optical depth field for stratocumulus and cumulus or a

equations, detailed microphysics, radiation, etc.). The goal OE—D ice water content field for cirrus clouds. These cloud

the LES approach is to simulate the three-dimensional atmofields were chosen as most of the papers dealing with scale
spheric turbulent flows. There are different scales of turbu- bap g

lent eddies; large eddies (from 100 to 1000 m and more) tha .
) . . depth for stratocumulus and cumulus and on ice water con-
are produced directly by the instability of the mean flow and : : ' : .
tent for cirrus. During the first step, meteorological vertical

small eddies (from a few centimetres to 100 m) as well as by ofiles (temperature, pressure, wind, humidity), defined by

the energy-cascade process from the larger eddies (Moenﬁﬁre user, are assimilated and basic atmospheric equations are
1984). LES seeks to capture accurately the larger eddies, X P q

while only modelling the smaller ones. Instead of reproduc—resowed' During the second step, cloud scale invariant prop-

. : erties are constrained in a Fourier framework. At the same
ing all the scales of turbulence flow, they can integrate a flow

. . : . 'time, a gamma distribution of local optical depth or 3-D ice
in which small scale details are removed from the solution. . o

N . . ater content (IWC) is mapped onto the liquid water content
The spatial filtered equations can, therefore, be integrate

with available resources (Bryan et al., 2003). Nevertheless ITW(.:)' or IWC.’ gene rated during th? first step. This gamma

. . . . distribution is iteratively computed in such a way that the

they are still very expensive to run in a 3-D domain. mean optical depth or IWC and the inhomogeneity param-
Stochastic models have the capability to simulate quickly P P 9 y P

realistic 2-D and 3-D cloud structures with just a few pa- eter satisfy the values imposed by the user. Details of these

rameters. Examples of these types of cloud models aret:Wo steps are presented below.

the bounded cascade model (Cahalan et al., 1994; Marshak | Step 1: the 3-D LWC/IWC generator

et al., 1998), the iterative amplitude adapted Fourier trans-

form (IAAFT) algorithm (Venema et al., 2006), the SITCOM The essential basic quantities to generate cloud fields are the
model (Di Guiseppe and Thompkins, 2003), the tree-drivencondensed water mixing rati@ = ¢| +gi whereg, is the lig-
mass accumulation process (tdMAP) model (Benassi et al.yid water mixing ratio and;; is the ice water mixing ratio,
2004), the model developed by Evans and Wiscombe (2004jhe wind velocity vectom, air pressurep, temperatureT,

for low liquid clouds (stratocumulus and cumulus) or by and vapour water mixing ratig,. Mixing ratios are the mass
Alexandrov et al. (2010) and the Cloudgen model (Hoganof vapour or condensed water per unit of dry air mass. We
and Kew, 2005) for high ice clouds (cirrus). These stochasticdescribe in this section the equations used to generate clouds
models are based on fractal or Fourier framework. The scalgyith the associated simplifications used.

invariant properties observed in real clouds can be controlled.

The power spectra of the logarithm of their optical properties

i[nvariant properties focus on liquid water path and optical
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User inputs User inputs
- Vertical meteorological - Bsp: Spectral slope
profiles (temperature, humidity, - Loyt outer scale
wind, pressure) - Mean optical depth (for stratocumulus and cumulus)
- Cloud coverage C - Mean IWC (for cirrus)
- Domain extension : L,=L,. L, -Inhomogeneity parameter of optical depth or IWC
- Voxels number : N,=Nj, Nz (for stratocumulus and cumulus or cirrus,respectively)
3DCloud
Outputs
Step 1 v
Step 2 3D optical

Navier—Stokesand
thermodynamic
equations resolution

3DLWC
(Stratocumulus
and cumulus)

depth
(stratocumulus
and cumulus)

Statistical adjustment
(Fourier transform >

(Boussinesq or and
approximation 3D IWC (cirrus) « amplitude or
and semilagrangian adaptation » )
scheme) 3D IWC

(cirrus)

Figure 1. General flow chart of the stratocumulus, cumulus and cirrus generator 3DCloud. Note that 3DCloud algorithm is divided in two
distinct steps.

2.1.1 The simplification of basic atmospheric equations much smaller than those resolved by LES and 3DCLOUD.
o . If we assume field variables can be separated in slowly vary-
The continuity and momentum equations of the atmosphereng mean field and rapidly varying turbulent component, and

can be written as follows (Houze, 1993): if we apply the Reynolds decomposition, we can rewrite the
d above equation set as
&= ®
d—'f‘:—;Vp—fk/\u—gk+F, { Vau=0 @)
du 1 ,*
wheret is time, p the air density,f the Coriolis parame- &= n VP +Bk+@,

ter, g the acceleration due to gravity arfd the accelera-
tion due to other forces (frictional acceleration for exam-
ple). D/dr =3 /31 +u -V is the Lagrangian derivative op-
erator following a parcel of aila/at is the Eulerian deriva-
tive operator andv is the three-dimensional gradient op-
erator.u = ui +vj + wk is the wind velocity vector with
horizontal components, v and vertical component pro-

where @ is the three dimensional convergence of the eddy
flux of moment (Houze, 1993, p. 42), the turbulent flux
(Holton, 2002, p. 119) or the sub-grid correlation term
(Pielke, 2002, p. 44). The Reynolds decomposition is not
used in LES. The atmospheric equations are derived by spa-
tial filtering, where a special function is applied. Thus, the fil-
jected in the Cartesian geometry system, whierg and k tering_operation act_s oh atmospheric quantities and separates
are the unit vectors in the, y andz directions. The conti- them in two categorlgs. the resolved one (large eddy) af‘d un-
nuity and momentum equations of the atmosphere under th\ﬁ?sol_ved one (supgrld scale). An unknown term remains in
anelastic and Boussinesqg approximation, assuming shallo € f||tereq equations of LES, often f:alled the ;ubgnd—s_cale
stress, which needs to be parameterized or estimated with the

motion, neglecting Coriolis parameter, neglecting frictional . . . .
forces, and neglecting the molecular viscosity can be Writ—help ofsub_grld-_scale modelling. This subgrid-scale stress for
LES equations is analogous to tiketerm for Reynolds de-

ten as follows (Holton, 2004, p. 117; Houze, 1993, p. 35;

. composition. In 3DCLOUD, thab term is voluntarily ne-
Emanuel, 1994, p. 11): L : :
p-11) glected. Indeed, the guiding idea of 3DCLOUD is to simu-
Vu=0 late, in the fastest way, 3-D fluctuations of LWC/IWC of a
e _ _ 1«4 BE (2) cloud showing turbulent properties (or invariant scale prop-
@ =P ’ ties)
er .
where B is the buoyancy acceleratiopp is the constant When water phase changes are only associated with con-

mean value of air density ang" is the pressure perturba- densation and evaporation (or sublimation), the first law of

tions. The above differential operators are valid only in the thermodynamics can be written (Houze, 1993) as follows:
limit whenéz, §x, 5y andsz approach 0 (Pielke, 2002, p. 41).

Nevertheless, turbulent motions (shear induced eddies, condo L dgy 4
vection eddies) have spatial and temporal variations at scalegy ~ c, 11 o’ )
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whereL = 2500kJ kgt andL = 2800 kJ kg ! are the usual
latent heat of vaporization of water and ice, respectively.
C, = 1.004kJkg 1K1 is the usual specific heat of dry air
at constant pressure,is the potential temperature affl =
(p/po) =T /4 is the Exner function whergo = 1000 hPa
and« = 0.286. In addition to the equation of motion and the
first law of thermodynamics, air parcels follow the water con-
tinuity equation:

dai
dr
whereS; are the sum of the sources and sinks for a partic-
ular category (among categories) of water indicated by

=S,i=1... (5)

, 1,

A flexible three-dimensional cloud generator (3DCLOUD)

2.1.2 Assimilation of meteorological profiles and
cloud coverage

In order to control the structure and nature of clouds and es-
pecially vertical position and extension, it is necessary to im-
pose a large-scale environment. Practically, forcing terms are
added to the 3DCLOUD equations to nudge the solutions to-
wards observations. Our state observations are the initial me-
teorological profiles (provided by the user for example) and
do not change during the simulation. The technique used is
based on the initialization integration method (Pielke, 2002).
Consequently, 3DCLOUD equations become

du __ . =
(vapour, solid, liquid water category for example). & Gu @) [u.'n_' @ lf(z)]
As the horizontal extension of the simulated cloud fields | @ = ©v (Z*)[v'”' (@) — U(Z)]
. . . dw __ oy 1 3p*
is around a few km, horizontal pressure is assumed to bgl G =& <% —‘Zc> ~ 20 97
constant. Therefore, the current version of 3DCLOUD does{ V.u =0 (8)
not have a large enough .doma.in to contain power ?n the C(*j_? = ﬁg + Gy (2)[6ini (z) — 6]
mesoscale. All these considerations lead to a dramatic sim{ ds, _ " Gy () [y () — av]
plification of the dynamic equations. The simplified equa- i _E § gv (&) (v 1) = v
o TS

tions of 3DCLOUD governing the formation of 3-D cloud
structures are

0.

Q

1 dp*

<%

% =g (55 — o) k— L2k

V-u=0

do L

?JITZC,]‘["3 (6)
d‘Iv:_

?t_

% =c

=

where the reference state is denoted by subsegriphd
the deviation from the reference state by an astetigks
0 (14 0.61gy) is the virtual potential temperature. For stra-
tocumulus and cumulus fieldsis estimated as follows:

& =min(gvs — qv,qc) At (7), where Ar is the simula-
tion time step andys (7T, p) is the saturation mixing ra-
tio derived from Thetens and Magnus formulgs (7, p) =

0.622P _ 4028T—-27315)
W)—T?épsaﬁ)’ Wherepsat— 6.107 exf{m] for

water, Psgt=6.107 x 10[ ] for ice. Computa-
tion of & at each simulation step is based on the work
of Asai (1965). For cirrus clouds, condensation, evapora

9.5(T—27315)
2655+(T—27315)

where for variablesX, X (z) is the mean ofX at heightz

and quantitiesG x (z) are adjusted during the simulation in
such a way thaX or X (z) do not diverge far from the ini-

tial conditions Xjni (z). In a general wayG is the inverse

of timescale but, because the contribution(bis artificial,

it must not be a dominant term in the governing equations
and should be scaled by the slowest physical adjustment pro-
cesses in the model (Cheng et al., 2001). This timescale was
first set to 1 h but this value was found to be too large and
must be adjusted as a function of altitude, especially at height
where large vertical gradients &f appear (e.g. at the top

of a stratocumulus cloud, for example). Therefore, we de-
veloped a very fast and simple numerical method to adjust
the values ofGx (z) during the simulation. At each level,

we compute the relative differencey (z) = %f(z)

100. Gy (z) is assumed to be proportional & (z) and is
estimated a& x (z) = min [Gmin + GmacGmingy o (7)), Gmax]

X, max
where Gmin = 35555+ and Gmax= 1. Values ofax max
were estimated during our numerous numerical experiments.

tion and ice crystals sedimentation processes are very confkqy stratocumulus and cumulusy may values for horizontal

plex and still not well understood (Karcher and Spichtinger

'wind, temperature and humidity are 20 %, 2% and 20 % re-

2009). In order to take into account super-saturation and subgpetively and for cirrusy y max values are 20 %, 10 % and

saturation regions in cirrus clouds in a very simple way, we
used the parameterisation of Starr and Cox (1985) to com

10 %, respectively.
~ The cloud coverag€ is defined as the fraction of the num-

pute the values of every 2.5min. Sedimentation processes per of cloudy pixels to the total number of pixels in the 2-D
are taken into account in Eq. (5.5) by adding ice fall speedyqrizontal plan. The value of is chosen with the assimi-

via) taken from Starr and Cox (1985):
15 6
vall = 109 10[max<IWC, 1x 10 )] 115, @)

where vy is in ms 1 and the ice water content IWC in
—3
gm—=°,

Geosci. Model Dev., 7, 17794801, 2014

lation of initial meteorological profiles. At each time step,
the initial profile of vapour mixing rati@,,, (z) is modified
between cloud base and top heighCit> 50 % or between
ground and cloud top height i€ <50% until C agrees
with the desired value within few percents. The new “ini-
tial” profile of vapour mixing ratiaz,*"(z) is computed from

www.geosci-model-dev.net/7/1779/2014/
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the currently simulated (old) profile of vapour mixing ratio the vapour mixing ratiogy,, and also the three components
g2 (2) asqfeV(z) = ¢ (z)ﬂ:ﬁeﬁ!ﬁ () x 2 where  of wind velocity u, v and w. Two steps are needed in or-
z is height, andu;, nip andnpaseare the levels indexes (in  der to compute the value of (x, 7 + Ar) at a fixed position
z direction) corresponding to cloud top height and to cloudx and at times + Az. X (x, ) andu (x, t) are known values
base height (or ground), respectively. and Az is the time step. First, we compute the previous po-
This method gives satisfactory results for stratocumulussition p (X, t — At) = x —u (x,t) At of X attimer — Az. In
and cumulus cloud fields (see Sect. 4.1.2), but not for cir-2 second step, we compute the valueXafp, r) at the po-
rus fields. This is because condensation/evaporation and dysition p and at the time by an interpolation scheme. This
namic processes are different for stratocumulus/cumulus anthterpolated valu& (p, ¢) is the desired valug (x, 7 + Ar).
cirrus regimes. Indeed, for liquid and warm stratocumu- The main advantage of this approach is that the time step
lus/cumulus regime, liquid super or sub-saturation regiongs not restricted by the Courant-Friedrichs—Lewy stability
are not allowed in 3DCLOUD. Therefore, the distinction be- limit, but by the less restrictive condition that parcels do
tween cloudy and free cloud voxels is sharp. Moreover, agiot overtake each other during the time step (Riddaway,
stratocumulus/cumulus fields are often driven by convection2001). Therefore, at each iteration, the maximum value
processes in a well-mixed planetary boundary layer, verticaPf time step Atmax can be roughly estimated aSfmax=
correlation occurs between cloudy voxels (free cloud vox-1/(max|Au/Ax|+max|Av/Ay|+max|Aw/Az|). The
els) and updrafts (downdraughts). Thus, the fractional cloudccuracy of this approach depends on the accuracy of the
coverage is easily controlled by adjusting the vertical profileinterpolation scheme. Due to CPU time, we chose a lin-
of vapour mixing ratio during the simulation. By contrast, €ar interpolation, which, unfortunately, provides numeri-
in ice cirrus regimes, (large) ice crystals can survive even ifcal dissipations. However, this drawback is overcome using
ice relative humidity is less than 100%. Ice super or sub-the Fourier transform performed in the second step of the
saturation regions are often observed in cirrus and are takeRDCLOUD algorithm (see Sect. 2.2.2).
into account in the Starr and Cox parameterization used in As the Fourier transform is easy to implement, this method
3DCLOUD. Therefore, many cloudy voxels still exist in our was chosen to solve the equati®n « = 0. In the Fourier
cirrus simulations, even if the ice water content is very small.domain, the gradient operatdt is equivalent to the multi-
The distinction between cloudy and free cloud voxels is, thusplication byik, wherei = +/~1 andk is the wave number
very tenuous. Moreover, cirrus dynamics are often driven byvector. Thus, the following equatiai.i (k) = 0, wherei is
wind shear; small fractional cloud coverage can exist at thehe transform of wind velocity in the Fourier domain, has
top of the cirrus field due to convection or radiative cooling to be solved. This implies that the Fourier transform of the
coexisting with large fractional cloud coverage and can alsovelocity of a divergent free field is always perpendicular to
exist at the bottom of cirrus field due to wind shear. Finally, its wave numbers. Therefore, the quantigk® (k.a (k))k is
the total cloud coverage could be large. If we adjust the verrfemoved fromi. Keeping the real part of inverse transform
tical profile of vapour mixing ratio during the simulation in 0f # provides the new wind velocity with the desired free
the same way as for the stratocumulus/cumulus field, the totaflivergent property.
cloud coverage will be difficult to control. Further investiga- ~ Lateral periodic conditions and continuity conditions to
tions are thus needed to perfectly control the cloud coverag®ottom and top are applied. For wind velocity, free slip

of cirrus simulated by 3DCLOUD. boundary conditions are applied at the bottom and top of the
domain, which are assumed to be a solid wall (ive= 0).
2.1.3 Implementation of 3DCLOUD algorithm But, as the Fourier transform (which is needed to solve the

equationV - u = 0) requires periodic conditions, it provides
To implement the previously described equations, space igpurious oscillations during the simulations. In order to limit
divided in (Ny +2) x (Ny +2) x (N; +2) cells or voxels  this effect, extra levels with wind velocity set to zero are
whereN,, N, and N, are the voxel numbers in each direc- gdded under and above the model domain.
tion. A voxel is characterized by its spatial resolution with  The 3DCLOUD algorithm to simulate 3-D structures of

Ax = Ay # Az. Horizontal extensions ate, = Ly and can  |iquid water content (LWC) or IWC is, in summary:
be different from the vertical extensidn,. In order to take o o . _
into account the boundary conditions, one layer of voxel is 1. Definition of initial meteorological profilesini, vini,

added around the simulation domain. Oini, quy; from idealized cloud conceptual models or
A semi-Lagrangian scheme was chosen to solve the equa-  from the user. The vertical pressure profile is generally
tion: computed from the hydrostatic law, but can be provided
by the user.
dxX 09X
o o TwVX=0 ©) 2. Initial perturbationg:’ are added to wind velocity. u’

is free-divergent and turbulent with a spectral slope of

whereX is a scalar advected by the wind velocity X can —5/3 (see more explanations in Sect. 2.2.2).

be the potential temperatute the condensed watefx. or

www.geosci-model-dev.net/7/1779/2014/ Geosci. Model Dev., 7, 11884, 2014
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3. Assimilation of initial meteorological profiles (optional, the vertical resolution. Local quantity means that the quantity
see Eq. 9 and Sect. 2.1.2). is estimated inside a voxel. The optical depttr, y) for each

ixel is the sum of local optical depths along thaxis:
4. Constrain of divergent-free velocity (see Eq. 9). P P P gth

5. Computation of ice fall speedsy (only for cirrus cloud, ¢ (x,y) = Z (x,v,2). (11)
see Eq. 8). z=1
6. Advection ofu, v, w, 6, gy andgc by wind velocityu The mean optical depthis then defined as follows:
(see Eq. 10). N, N,
7. Modification of 6, ¢y and g due to evapora- T= NXN‘ X;ZT(X . Y)- 12)
Yi=ly

tion/condensation processes (see Eq. 7).

o ) ) In the same way, for ice cloud, the mean IWC is obtained
8. Modification of the vertical velocity due to buoyancy iih

(see Eq. 9). N Ny N
9. Modification ofg,, in order to assimilate cloud cover- IWC = NoNNF ZZZIWC(): ¥,2), (13)
ageC (optional, only for stratocumulus and cumulus, T x=ly=1z=

see Sect. 2.1.2). where N* is the number of layers between cloud top and

10. Return to (3) until maximum iteration number is cloud bottom.

reached. To describe the amplitude of the optical depth for 1-D and
_ 2-D overcast cloud, Szczap et al. (2000) defined the inhomo-
11. Computation of LWC or IWC. geneity parameter of optical depsh. For 3-D broken fields,

this parameter is defined according to

o [t700, )]
Hereafter, we present the second step of the 3DCLOUD alfr = W’
gorithm that is the methodology to adjust, according to user
requirements, the mean optical defttor the mean ice wa- Whereo [t™%(x, y)] and7>%(x, y) are the standard devia-
ter contentiWC) and the inhomogeneity parameter of the tion and the mean of the strictly positive optical depth.
optical depthp, (or the ice water contentwc) from the Due to the flexibility of the mathematical formulation of
LWC (or from the IWC) simulated at the step 1. The dis- the gamma distribution and to its ability to mimic the at-
tribution of ror IWC is assumed to follow a gamma distri- tributes of other positive-value distributions, such as log-
bution. Indeed, distribution of and IWC are usually well normal and exponential distributions, we choose to control
represented by a lognormal or gamma distribution (Cahalarfof IWC and p; or pwc by mapping theoretical gamma-
et al., 1994: Barker et al., 1996: Carlin et al., 2002; Hogandlstrlbuted properties onto the simulated properties. This
and lllingworth, 2003; Hogan and Kew, 2005). The scale in- Mapping technique is analog to the “amplitude adaptation”
variant cloud properties, controlled at each level, are charactechnique explained in Venema et al. (2006), where ampli-
terised by the spectral exponefitp close to—5/3 (slopeg tudes are adjusted based on their ranking. The gamma dis-
of the one dimension wave number Spectrum in |og_|og axeéribution isa tWO-parameter fam”y of continuous prObablhty
of the Fourier space). This spectral slope is computed fronflistribution. It has a shape parameteand scale parameter
the outer scalé oy (defined by the user) to the smaller scale &- The equation defining the probability density as a function

2.2 Step 2: statistical adjustment
(14)

(voxel horizontal size). of a gamma-distributed random variales as follows:
2.2.1 Control of the mean and of the inhomogeneity Y=fab) = pa e, (15)
parameter @)

whereTl () is the gamma function. We develop a simple it-
The relation between local optical depthx, y, z), liquid erative algorithm, where values efandb are adjusted until
water path (LWP) and density of watgr in each voxel is  mean and inhomogeneity parameters reach the required user

given by (Liou, 2002) values within few percents.
G y.2) = 3 LWP(x,y,2) with LWP (x, . 2) = 2.2.2 Control of invariant scale properties by
2p1 Reff adjustment of spectral exponent in Fourier space
pairqc (X, y,z) Az, (10)

The spectral slope valug;.p of the horizontally 2-D field
wherex, y, z are the spatial positions inside the simulation is adjusted according to the following methodology. As pro-
domain, LWRx, y, z) is the local liquid water path antiz is posed by Hogan and Kew (2005), we choose to manipulate
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the 2-D plan of Fourier amplitudes of local optical depth whereas€Es", (k) is defined as follows:
72-p (0or IWCy.p) with a 2-D Fourier transform performed pro-D)
. _ . . . E _ k k —pP1-D— .
at each height of_cloudy layer. Sl_Jppose a 2 _D |Sotr0_p|c f'eldEﬁi‘D k) = 2-D (k) Eop (k = kou). 21)
g (x, y) characterized by a Gaussian probability density func- E2.p (k) j(~pro-D
tion (PDF) and a 1-D power spectrum (k) with a spectral out

slopep1-p at all scales defined as follows: where X is the mean of variableX. If the degree of
— anisotropy off,_p is small, such as for stratocumulus and cu-
E1(k) = Exk~F*2, (16)  mulus, we useé} (k) and if not, such as for cirrus clouds,
EZ’o (k). Nonetheless, the user can also choose one of these

wherek is the wave number in any direction aii is the methods.

. _ —1 .
stectr;\(I)Oesne;gy tﬂenzlty I'at_d L Fo:iowmg H'ogan tgnd Finally, the new 2-D local optical depth (or the 2-D new ice
ew ( ), for the idealized case wheyér, y) is contin- water content’]'3") at the given cloud layer is computed by

gous_tat srrlql)l(Escileskand mftl)nlte !tr][ extent, its 2-D SpeCtralkeeping the real part of the inverse 2-D fast Fourier transform
ensity matrixes (k, ky) can be written as of the new quantity:

Ez (k) =k Btk P07, (A7) YIR(k) = p (k) explig.n (k) of VIR (k) =

E5' (k) exp(ipa-p (k)) . 22
wherek = /k2 + k2 and« a constant. In general, a 2-D cloud 20 (1) €Xp(ig2D (1)) (22)

layer of o.p (or IWCp.p)  is anisotropic and, in our case, ~ But as a result, the distribution af)3" is not the same
the optical depth (or IWC) is gamma-distributed. Therefore, Y2-0 at the given cloud layer, and the equality between
the 1-D power spectrurf; (k) seldom has the required spec- the estimated spectral slope.p of Y73 and the required
tral slopeBi.p. In this context, a numerical method has to be Valuegi.p is not always guaranteed. Therefore, we have to
developed to perform our objectives. redo an “amplitude adaptation”, as explained in Venema et
Let setY,.p be the 2-D Fourier transform df,.p, where  al. (2006), and iterate the process explained in this section
Y».p can berap (or IWC,.p) at a given cloudy layer. This by changing the value g#1.p in Egs. (21) or (22), until the
quantity, estimated with the help of a direct 2-D fast Fourier estimated valug.1.p reaches the required value within a few

transform algorithm can be written as follows: percent.
Y2.0 (k) = Eo.p (k) exp(i¢o-p (K)), (18) 2.23 Implementation

where Eop= |Y/2-\D| is the magnitude or Spectra| energy, We describe here the part of the 3DCLOUD algorithm that

establishes the cloud field mean optical deptiwC), the

[k2 4 k2 i -
¢2.0 (k) are the phase angles _ahd: ke +ky IS the abso inhomogeneity parameter, (or pywc) and the spectral ex-
lute wave number. The cloud field domain is defined to mea-ponentg,.p.

sureL, andL, and they have spatial resolutions &k and For stratocumulus and cumulus clouds, the algorithm is
Ay. The resulting wave number fdf.p ranges from-K, 10 the following.
+K with a resolution oAk, = 1/L,, whereK, = 1/2Ax.

Itis similar fork, direction. 1. Transformation of LWGx, y,z) to 735 (x, y,2) with
Our objective is to modify spectral enerdy p (k) in such Eq. (10). Effective radius can be set to 10 pum for ex-
a way that the 1-D spectral slope value.p estimated in ample.

one dimension fronYs.p for k > kout (kout = 1/Lout) satis-
fies the desired valug;.p required by the user. Practically,
u1-p is defined as follows:

2. Application of the algorithm explained in Sect. 2.2.2
in order to constraing;.p of each cloudy layer of
T35 (x,y,2). We obtaintg ; (x, y, 2).

p1o = (B +By) /2, (19) 3. Computation of optical depth v’ (x,y) from

Yo (x,y,2) (Eq. 11).
where gy and B, are the 1-D spectral slope values of Tap (.- 2) (Eq. 11)

Yo.pestimated in the andy directions respectively. 4. Transformation of’ (x, y) to t” (x, y) with the help of
In order to conserve the spatial repartitiortefp, we keep the algorithm explained in Sect. 2.2.1 in order to con-
¢2-p (k) phase angles unchanged for all value%.dfVe also straint andp, values.

keep unchanged,.p (k) for k < kout. FOr k > koyt, two 2-
D matrix E5 (k) andE3’ (k) can be computedE? (k) is
based on Eq. (18) and is defined as follows:

5. Transformation oft” (x, y) to t’” (x, y) with the algo-
rithm explained in Sect. 2.2.2 in order to configb

value.
k(=B1p—1) - W L .
5.0 (k) = ———E2.p (k = koup) (20) 6. Normallzatlop oft”’ (x, y) to the requiredr value, in
kAo order to obtairz p (x, y, 2).

out
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For cirrus clouds, the algorithm is as follows. performing an inverse 3-D Fourier transform on a matrix of
. . simulated Fourier coefficients with amplitude consistent with
1. Transformation of IWGx, y, z) to IWC'(x, y,2) With  gpserved 1-D spectra. Then random phases are generated for
the algorithm explained in Sect. 2.2.1 in order to con- ihe coefficient allowing multiple cloud realizations with the
strainlWC andpiwc values. same statistical properties. Horizontal slices from the domain
are manipulated in turn to simulate horizontal displacement
and to change the spectra with height. The final field is scaled
to produce the observed mean and fractional standard devi-
ation of ice water content. 3DCLOUD does not use a 3-D
3. Transformation of IWC (x,y,z) to IWCs.p(x, y,2) fractal field_, but a 3_—D IWC field simulated by the simplified
with the algorithm explained in Sect. 2.2.1 in order to atmospheric equation set. Therefore, cloud structures due to
constrainWc and pywc values. wind shear are physically obtained by taking into account the
advection (a nonlinear term in momentum equation) rather
2.3 Differences between 3DCLOUD, IAFFT method than by a linear horizontal displacement of phase. After-
and Cloudgen models wards, in the current version of 3DCLOUD, for each level,
2-D horizontal slices of this 3-D IWC are manipulated in 2-
Both IAAFT (Venema et al., 2006) and Cloudgen (Hogan D Fourier domain in such a way that the Fourier coefficient
and Kew, 2005) models are purely stochastic Fourier basedmplitude is consistent with the 2-D spectra of the simulated
approaches that are able to generate synthetic or surrogaté/C, with the constraint that the 1-D spectral slope is equal
cloud. On the contrary, 3DCLOUD solves, in a first step, ba-to —5/3 (this value can be change easily in future version
sic atmospheric equations, in order to generate an intermesf 3DCLOUD). At each level, the 2-D phase for the coeffi-
diate cloud field. In its second step, as for both IAAFT and cient is kept unchanged. Finally, the mean value of the 3-D
Cloudgen models, it uses Fourier tools (manipulation of en-IWC and the inhomogeneity parameter are adjusted. As ex-
ergy and phase in frequency space) and amplitude adaptatigslained by Hogan and Kew (2005), it is difficult with Cloud-
(manipulation of distributions) in order to generate the final gen to generated anisotropic cirrus structure such as roll-like
cloud field. IAAFT and Cloudgen are designed to simulate structure near cloud top. 3DCLOUD, using physically based
stratocumulus/cumulus fields for the first and cirrus fields forequations, allows simulating such kinds of anisotropy, as for
the second, when 3DCLOUD is able to simulate stratocumu-example, 3DCLOUD Kelvin—Helmholtz wave breaking (see
lus, cumulus and cirrus field within the same framework.  Fig. 14).
More specifically, the IAAFT method is designed to gen-
erate surrogate clouds having both the amplitude distribution )
and power of the original cloud (2-D LWC from 1-D Lwp 3 Comparison between 3DCLOUD and large-eddy
measurement, 3-D LWC from 2-D LWC fields or 3-D LWC simulation (LES) outputs

from 3-D fields generated by LES). It needs LES inputs O The objective of this section is to check that the basic at-

measurements. A§ explained n venema et al. (20.06.)’ Strar_nospheric equations used in 3DCLOUD (see Sect. 2.1.1)
tocumulus often display beautiful cell structures, similar to

Bénard convection, and LES clouds show such features. Bu‘”f‘re solved <_:0rrect|y._ W(? _COT“pare 3DCLOU_D and LES out-
uts found in the scientific literature for marine stratocumu-

their 3-D IAFFT surrogates show these much less and do noF . . T
; us, cumulus and cirrus regimes. Note that assimilation tech-
show fallstreak or a filamentous structure. Due to the spe-

cific manipulations of Fourier coefficients presented in the 'dues of meteorological profiles and of cloud coverage (see

paper, we show that 3DCLOUD is able to simulate the cellseCt' 2.1.2) are not used here, exceptin Sect. 3.4.

) . The test cases come from the output LES numerical
structure of stratocumulus (see Figs. 7c and 8), the f|Iamen];iles rovided by the Global Water and Enerav Experiment
tous structure of cirrus (see Fig. 13) and the cirrus fallstreak: b y gy EXp

. ) o ?GEWEX) Cloud System Studies (GCSS) Working Group

(see Figs. 14 and 15) relatively well. Moreover, the objective 4 .

of 3DCLOUD is not to provide many surrogate clouds with ;b(l\évf(r; olr)n ?ﬁs v\\f\é%rk+r;1gez)16;?eljgﬁ2ergvgse‘e2cj),aifltl)ér?gr;/\/rrr:gorid\-/Ve

the same amplitude distribution and power spectrum from ‘ : ’

an LES original cloud, but to provide 3-D LWC (or optical choose the DYCOMS.Z'RFM case (the first Re_search Flight

depth) with the required cloud coverage, th8/3 spectral of the second Dyn§m|cs and Chemistry (_)f Marine Stratocu-
mulus) for the marine stratocumulus regime (Stevens et al.,

slope (often observed in real clouds), the mean value of the2005) the BOMEX case (Barbados Oceanographic and Me-
gamma distribution of the optical depth and the inhomogene—teorol(’)gical Experiment) for the shallow cumulus regime
ity parameter, all these parameters being very pertinent for(Siebesma etal., 2003), and the ICMCP case (Idealized Cir-
radiative transfer. " '

Cloudgen is designed to simulate surrogate cirrus with the o> Model Comparison Project) for cirrus regimes (Starr,
. . o 000).
cirrus specific structural properties: fallstreak geometry ana2
shear-induced mixing. It first generates a 3-D fractal field by

2. Application of the algorithm explained in Sect. 2.2.2
in order to constraing;.p of each cloud layer of
IWC' (x, y,z). We obtain IWC (x, y, z).
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Figure 2. Time series ofa) the mean cloud top heighh) the mean cloud base heigfit) the cloud coverage, ard) the liquid water path.
The DYCOMZ2-RFO01 case is displayed.The solid lines indicate 3DCLOUD results. The dotted lines indicate a mean over all LES results. The
light shading around this mean delimits the maximum and minimum values within the master ensemble at any given time.

3.1 DYCOMS2-RF01 (GCSS-WG1) case to generate a lower cloud height than the mean results with a
higher liquid water path.

Figure 3 shows the mean profiles averaged over the fourth
hour of the long wave net flux, the liquid water potential tem-
perature, the total water mixing ratio, the liquid water mixing
. . ; . ratio, the horizontal velocity components, and the air density.
%ngwse{)sa(;gltti;uli)reet(\jN(isnbgglténr?]d%sr v;/:;Sr.e?nuwsegé\(%rtlch’l SVEI):CI_Even though the 3DCLOUD long wave net flux is smaller

compared to master ensemble, again 3DCLOUD results are
thus setN, =N, =96 and N, =240, L, =L, =3.5km . . . .
andZ. = 1200 m, so thatx = Ay ~ 365 m andAz = 5m. quite consistent with other results for all the variables.

Initial profiles of the liquid water potential temperatuie

and of the total water mixing ratig; are; = 2890K and 3.2 BOMEX (GCSS-WG1) case

gt =9.0gkgif z <z andf =2975+ (z —z)¥3K and

gt =15gkg™! if z>z. Other required forcings include Forthe BOMEX case (Siebesma et al., 2003), a 6 h simula-

geostrophic windsl{y = 7m s1and Vg=-55m s 1), di- tion on a horizontal grid of 64 by 64 points with 100 m spac-

vergence of the large-scale wind® & 3.75x 10 6s71), ing between grid node was required. Vertical spacing was re-

surface sensible heat flux (15 W) and surface latent heat quired to be 40 m. In 3DCLOUD, we set thivg = Ny, =64

flux (115 W nT2). The momentum surface fluxes where the and N, = 76 with L, = Ly,=6.4km andL, =2980m, so

total momentum is specified by setting=0.25ms ! and Ax = Ay =100m andAz ~ 39.2m. Initial profiles of the

the radiation schemes is based on a simple model of the ndiquid water potential temperatuégand the total water mix-

long wave radiative flux (see Eqgs. 3 and 4 in Stevens et al.ing ratiog; and the other requirement including geostrophic

2005). winds, divergence due to the subsidence, surface sensible
Figure 2 shows the evolution of the mean cloud top height,heat flux, surface latent heat flux, momentum surface fluxes,

the mean cloud base height, the cloud coverage and the ligmoisture large scale horizontal advection term and long

uid water path from the master ensemble and for 3DCLOUDwave radiative cooling (radiative effects due to the presence

during the 4 h simulations. Even though we can notice slightof clouds are neglected) are presented in Appendix B in

discrepancies between 3DCLOUD and master ensemble reSiebesma et al., 2003).

sults in the first 2h (“spin-up” period), 3DCLOUD results  Figure 4 shows the evolution of the cloud coverage

are quite consistent with master ensemble results, especiallgnd the liquid water path from the master ensemble and

at the end of the simulation. Nevertheless, 3DCLOUD tendsfor 3DCLOUD during the 6 h simulation. We can notice

We remember briefly the conditions of simulations and con-
figurations, explained in detail in Stevens et al. (2005). A
4 h simulation on a horizontal grid of 96 by 96 points with
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Figure 3. Mean profiles averaged over the fourth houf@fthe long wave net flux,b) the liquid water potential temperatui(g) the total
water mixing ratio,(d) the liquid water mixing ratio(e) the horizontal velocity components, a(f)l the air density. The DYCOM2-RF01

case is displayed. The solid lines indicate 3DCLOUD results. The dotted lines indicate a mean over all LES results. The light shading around

this mean delimits by the maximum and minimum values within the master ensemble at any given height.
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Figure 4. Time series ofa) the cloud coverage an) the liquid

Figure 5 shows mean profiles, averaged over the fifth hour
of the cloud coverage, potential temperature, water vapour
mixing ratio, liquid water mixing ratio, horizontal veloc-
ity components, and air density. The 3DCLOUD results are
again quite consistent with the master ensemble results. We
note, however, that the 3DCLOUD cloud coverage and lig-
uid water mixing ratio are smaller at all heights. We also see
small differences (less than 1 m'§ for the wind velocity be-
low 500 m, and for the potential temperature (less than 1K)
and water vapour mixing ratio (less than 1 gy for alti-
tudes 1800 m.

3.3 ICMCP (GCSS-WG2) case

For the cirrus case detailed in Starr et al. (2000), the base-
line simulations include night-time “warm” cirrus and “cold”
cirrus cases where cloud top initially occurs a#7°C

and —66°C, respectively. The cloud is generated in an ice

water path. The BOMEX case is displayed. The solid lines indicatesuper-saturated layer with a geometric thickness around 1 km
3DCLOUD results. The light shading delimits the maximum and (120 % in 0.5km layer) and with a neutral ice pseudo-

minimum values within the master ensemble at any given time.

adiabatic thermal stratification. Cloud formation is forced via
an imposed diabatic cooling over a 4 h time span followed by
a 2 h dissipation stage without cooling. All models simulate

the small value of the cloud coverage (less than 10%)agiative transfer, contrary to 3DCLOUD. In 3DCLOUD,
3DCLOUD results are quite consistent with the master en-,,o SetN, = N, = 60 andN., = 140 withL, = L, = 6.3km

semble results, even if the simulated 3DCLOUD liquid Water gndr, = 14 km, sothathx = Ay = 105m andAz ~ 100 m.

path (LWP) may be too low at the end of the simulation.

Geosci. Model Dev., 7, 17794801, 2014

Figure 6 shows the evolution of the ice water path (IWP)
from the master ensemble and for 3DCLOUD during the
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Figure 5. Mean profiles averaged over the fifth hour(af cloud coveragep) the potential temperaturé;) the water vapour mixing ratio,

(d) the liquid water mixing ratio(e) the horizontal velocity components, a(fii the air density. The BOMEX case is displayed. The solid

lines indicate 3ADCLOUD results. The light shading delimits the maximum and minimum values within the master ensemble at any given
height.

6 h simulation. In a general way, most of the tested modelsmodel (Pielke at al., 1992; Cotton et al., 2003). BRAMS sim-
and 3DCLOUD have similar behaviour: indeed, the IWP in- ulations were provided by G. Penide (Penide et al., 2010).
creases during the first 4 h simulation (cirrus formation dueThe BRAMS model is constructed around the full set of non-
to imposed cooling) and decreases after (cirrus dissipatiomydrostatic, compressible equations. The cloud microphysics
due to non-imposed cooling). The IWP range of the testedoarameterization is based on a two-moment scheme (Meyers
models is very large (factor of 10), but we can notice thatet al., 1997). Subgrid scale fluxes are modelled following
3DCLOUD behaviour is closer to bulk microphysics models Deardroff (1980). The base calculations are performed on a
behaviours, especially for “warm cirrus”. 100x 100x 100 point mesh with a step time of 0.3 s.

For “cold” cirrus, the 3DCLOUD IWP is smaller than Figure 7 shows the instantaneous cloud-field snapshots
most participating models during all the simulation duration. of the pseudo albedo (see definition in Sect. 4) at 4 hours
It is probably because 3DCLOUD does not account for thesimulated by (a) the UCLA-O model (picture taken from
radiative transfer, as opposed to the participating models. InStevens et al., 2005), (b) the BRAMS model, both config-
deed, neglecting cirrus top cooling due to radiative processesared following the DYCOMS2-RFO01 case (Stevens et al.,
restricts the formation of thin “cold” cirrus. This radiative di- 2005) and (c) from 3DCLOUD with assimilation of mete-
abatic effect is probably less important for the “warm?” cirrus orological profiles based on the DYCOMS-RFO01 case. Both
because the latent heat diabatic effect is larger. BRAMS and 3DCLOUD cases are drawn from simulations

where A, = A, =40m andA; =12 m. These three snap-
3.4 Comparison between 3DCLOUD and BRAMS for ~ shots of cloud fields are characterized by closed cellular
the DYCOM2-RFO01 case convection with large cloud cover, as argued in Yamaguchi

and Feingold (2012), who did simulation of DYCOMS-RFO1

In order to underscore differences between 3DCLOUD and-@S€ With the LES mode of the Advanced Research weather
LES for comparable scenes, we choose again the well docesearch and forcasting (WRF) model. Figure 7 also shows

umented DYCOMS2-RFO1 case. Snapshots can be foundn® Power spectra computed following theand y direc-
for example, in Stevens et al. (2005) and in Yamaguchi and'onS and then averaged, for BRAMS and 3DCLOUD opti-
Feingold (2012). We performed the 4 h simulations of the €@l depth fields. The 3SDCLOUD optical deplth spectral slope
DYCOMS2-RFOL case with 3DCLOUD and with the Brazil- 1S €105€ 10=5/3 in the [Lou:: 1/ (2Ax)]m~" wave num-

ian Regional Atmospheric Modelling System (BRAMS v4) ber range, as expected, because of the statistical adjustment
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Cold cirrus case with fallstreaks. In order to have a spatial representation of

o L L R L the clouds as seen from above, we choose to show the so-
called pseudo-albedo defined as follows:

_ (A-9r
a_2+(1—g)r’ (23)

|

IWP [g/m?]

where the asymmetry paramejeis set to 0.86 and is the
optical depth.

L | A rearil EFE PP I W N L
0 30 60 90 120 150 180 210 240 270 300 330 360

4.1 Stratocumulus and cumulus fields with
Warm cirrus case assimilation of meteorological profiles based on
DYCOMS2-RFO01 and BOMEX cases

We choose to simulate stratocumulus and cumulus LWC in
the context of DYCOMS2-RF01 and BOMEX cases. With
this aim, we assimilate temperature and humidity initial pro-
files for stratocumulus and cumulus given by Stevens et
al. (2005) and Siebesma et al. (2003), respectively. How-
T/ e ever, in order to mimic the sensible and latent heat, these
0 30 60 90 120 150 180 210 240 270 300 330 360 profiles have to be slightly modified. At sea surfage=(0),

Times [min] for stratocumulus (DYCOMS2-RF01 case), the liquid poten-

: . . i : _ tial temperature and total mixing ratio are set to 290K and
Figure 6. Time series of vertically integrated ice water path (IWP) 10gkal. respectivel (instead of 289K and 9 q re-
from different cirrus models, which participated in the Idealized gKg, P y

Cirrus Model Comparison Project and from the 3DCLOUD model spectively). Fpr cumulus (BOMEX case), the liquid poterlpal
(thick blue lines). The upper panel is for the cold cirrus case and thd®@Mperature is set to 299.7 K instead of 298.7 K. In addition,
bottom one is for the warm cirrus case. Cyan line represents modwind profiles assimilated by 3DCLOUD are those computed
els with bin microphysics, red line models with bulk microphysics, by the master ensemble at the end of simulation.

green line single column models, and thin black lines models with

heritage in the study of deep convection or boundary layer clouds4.1.1 Effects of numerical spatial resolution

This figure is made from the one taken from Starr et al. (2000) and

Yang et al. (2012). The effects of the numerical spatial resolution on 3DCLOUD

simulations are presented herein. Figure 8 shows pseudo-
albedo and cross sections of the vertical velocity and cloud
performed in the second step of the 3DCLOUD algorithm. water at the end of the simulation for the stratocumulus case
By contrast, the BRAMS optical depth spectral slope is closebased on the DYCOMS2-RFO1 experiment. It also shows
to —5/3 only in the[2x 1073:5x 103~ 1/(5Ax)]m~1  the mean profiles of potential temperature, liquid water mix-
wave number range. Depending on their degree of sophisticang ratio, horizontal velocity components, and vapour wa-
tion, LES do not always guarantee cloud invariant scale propter mixing ratio for different numerical spatial resolutions
erties at the larger wave numbers. Indeed, Bryan et al. (2003\x = Ay =200 m, 100 m, 50 m and 25 m. Horizontal exten-
have shown, that for the finite-difference model, the verticalsionsL, = L, are set to 10 km and vertical resolutievz to
wind velocity spectral slope is steeper thab/3 for scales 24 m for all simulations. Figure 9 is the same as Fig. 8, but
shorter than Ax. Table 1 shows the computation perfor- for the cumulus case with assimilation of meteorological pro-
mance of 3DCLOUD and BRAMS. For this specific case, files based on the BOMEX case. The vertical resoluttan
3DCLOUD simulation is 30 times faster than BRAMS sim- is set to 38.5m in this last case.
ulation. It is obvious that change in the horizontal mesh leads to
a more pleasant and detailed flow visualization but there is
no significant impact on the mean statistics of the simu-
4 Examples of 3DCLOUD possibilities lated temperature vertical profile, water vapour mixing ra-
tio and wind velocity. The water mixing ratio simulated by
In this section, we present cloud fields generated by3DCLOUD for the DYCOMS2-RFO1 case is very close to
3DCLOUD with the assimilation of idealized meteorologi- the mean profile averaged over the fourth hour and provided
cal profiles and fractional cloud coverage defined by the userby the master ensemble, even if the vertical resolution used
We also show the effect of the outer scélg,; and the in- in this section is onlyAz = 38.5m compared t&\z =5m in
homogeneity parameter of optical deptjon the generated Sect. 3.1. For the BOMEX case, the water mixing ratio sim-
optical depth field. We also give an example of cirrus cloudsulated by 3DCLOUD changes as a function of the numerical

IWP [g/m?]

10° I.l..l‘.l | | | I R |
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Figure 7. The instantaneous cloud-field snapshots of the pseudo albedo at 4 hours simul@githé&yJCLA-0 model (picture taken from
Stevens et al., 2005{b) the BRAMS model, both configured following the DYCOMS2-RF01 case (Stevens et al., 200%¢)anoim
3DCLOUD with assimilation of meteorological profiles based on the DYCOMS-RFO01 case. The UCLA-O field is drawn from simulation
where Ny = Ny =192 andAyx = Ay =20m. Both BRAMS and 3DCLOUD are drawn from simulations whate= N, = N, = 100,

Ax = Ay =40m andA; = 12m. Note that the 3DCLOUD field is obtained at the second step of the algorithm, with the inhomogeneity
parametep, = 0.3, mean optical depth = 10 andLqyt = 2 km. (d) is the optical depth power spectra computed followingtteend they
directions and then averaged, for BRAMS (points) and 3DCLOUD (circles). A theoretical power spectrum with spectrakslopg3 is

added (black line).

spatial resolution. This behaviour is quite understandable aa constant vertical resolutiora¢g = 385m), for cumulus
results drawn on Figs. 8 and 9 are snapshots at the end afoud fields simulated by 3DCLOUD after assimilation of
the 3DCLOUD simulation and not average results over 1 hthe BOMEX case meteorological profiles. The main differ-
as done on Figs. 3 and 5. Moreover, BOMEX meteorologicalence between these simulations and the BOMEX case sim-
conditions cause time dependent cumulus fields, contrary talation is the smaller horizontal extensidn = L, =5km
DYCOMS2 meteorological conditions that cause more sta-instead of 10 km in order to access high numerical spatial
tionary stratocumulus fields. resolutionAx =8.3m (N, = Ny, =600, Nz =70). Cumu-

In addition, it is expected for the BOMEX case, that cloud lus clouds appear 10 to 20 min after the beginning of the
spacing converges at high spatial resolution. In order to in-simulation. After 1 h of simulationDmeanis relatively con-
vestigate it, we defined an estimator of the cloud spacingstant with time, meaning that 3DCLOUD has converged. The
called the mean distand®@mean To computeDmean the 3- mean distance averaged over the last half-hour of the 2 h sim-
D LWC is vertically projected on the 2-D — y plan in or-  ulation Dmean is also presented in Fig. 10 as a function of
der to obtain the 2-D binary image of the cloud coveragethe numerical spatial resolutiofix. Dmeanis relatively con-
with free cloud areas set to 0 and cloudy areas set to 1. Theatant for a spatial resolutiofnx smaller than 20 m, showing
we compute the mean distance between the cloud cell fothat BOMEX cloud spacing converges for spatial resolution
the x and y directions to obtainDmean Figure 10 shows close toAx = 10 m, a value smaller thatsx = 25 m used in
time series ofDmean for different horizontal spatial reso- Fig. 9d.
lution (Ax = Ay =192, 100, 50, 25, 12.5 and 8.3 m) with
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Table 1.Time step, process time for one time step and process time for 2 h-simulation with 3SDCLOUD model, as a function of the numerical
resolution. DYCOMS2-RF01 and BOMEX cases are presented. A comparison between 3DCLOUD and BRAMS LES computation time
for a specific DYCOMS2-RFO01 case is added. 3DCLOUD (Matlab code) runs on a personal computer with Intel Xeon E5520 (2.26 GHz)
and BRAMS (Fortran code) runs on a PowerEdge R720 with Intel Xeon E5-2670 (2.60 GHz), both of them having a single-processor
configuration.

Study case Point mesh Horizontal Time step[s]  Process time Process
Nx x Ny x N, numerical [s] time for 2h-
resolution simulation
Ax [m] [s]
DYCOMS2- 50x50x 50 200 10 0.4 290
RFO1 100x 100x 50 100 7 1.3 1340
200x 200x 50 50 5 5 7200
400x 400x 50 25 3 18 43200
BOMEX 50x 50x 70 200 30 0.7 170
100x 100x 70 100 25 25 720
200x 200x 70 50 20 10 3600
400x 400x 70 25 14 40 20600
DYCOMS2-  100x 100x 100 40 13 2.7 1500
RFO1 100x 100x 100 40 0.3 2 48600
3DCLOUD
BRAMS
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Figure 8. (a), (b), (c) and(d) pseudo albedo an@), (f), (g), and(h) cross sections of the vertical velocity (shaded) and the cloud water
(contoured), at the end of simulation, for the stratocumulus simulated by 3DCLOUD with assimilation of meteorological profiles based
on the DYCOMS2-RFO01 case. Different numerical spatial resolutions are presented withAy: (a) and(e) Ax =200 m, (b) and(f)

Ax =100 m,(c)and(g) Ax = 50 m andd) and(h) Ax = 25m.(i), (j), (k) and(l) mean profiles of the potential temperature, the liquid water
mixing ratio, the horizontal velocity components, and the vapour water mixing ratio. The solid lines indicate meteorological profiles based
on DYCOMS2-RFO01 case and assimilated by 3DCLOUD. Points, dotted lines, dashed lines and dash-dot lines indicate 3DCLOUD results
at the end of simulation for the different numerical spatial resolutian= 200 m,Ax = 100 m,Ax = 50 m andAx = 25m, respectively.

Number of iterations is 700.
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Figure 9. Same as Fig. 8, for cumulus cloud simulated by 3DCLOUD with assimilation of meteorological profiles based on the BOMEX
case. We let 3DCLOUD iterating until 2 h-simulation is done.

Table 1 shows the time step, process time for one time step They show that 3DCLOUD is able to assimilate correctly
and process time for 2 h-simulation with 3DCLOUD model, fractional cloud coverage of stratocumulus for very differ-
as a function of the numerical resolution. DYCOMS2-RFO01 ent values ofC, even though the extreme example with
and BOMEX cases are presented. The process time for 2h€ =20 % is a fair weather cumulus field rather than a stra-
simulation is indicated because 3DCLOUD algorithm con- tocumulus. For each value @f assimilated, it is interesting
vergence is achieved after 2h (or less) of simulation forto note that cloud base and cloud top heights are still lo-
stratocumulus, cumulus and cirrus regimes (see Fig. 10 foralised around 600 m and 800 m, respectively. Temperature
cumulus case). For both cases, the smaller the spatial resertical profiles are almost unchanged. The water mixing ra-
olution, the smaller the step time and the larger the pro-tio vertical profiles decrease with the assimilatégalue.
cess time. A comparison between 3DCLOUD and BRAMS
LES computation time for a specific DYCOMS2-RFO1 case 4.1.3 Effect of the outer scaleLoy: and inhomogeneity
is added (see Sect. 3.4). For this specific case, 3DCLOUD parameter p, on the optical depth field
simulation is 30 times faster than BRAMS simulation. Note
that 3DCLOUD (Matlab code) runs on a personal computerwe saw that 3DCLOUD can, at the end of step 1, simu-
with Intel Xeon E5520 (2.26 GHz) and BRAMS (Fortran |ate stratocumulus and cumulus fields with enough coherent
code) runs on a PowerEdge R720 with Intel Xeon E5-2670statistics profiles. However, optical depth (for stratocumulus
(2.60 GHz), both of them having a single-processor configu-and cumulus) or IWC (for cirrus) generated during step 1
ration. of 3DCLOUD does not show scale invariant properties ob-
served in real cloud and often characterised by the spectral
exponentss.p close to—5/3. As described in Sect. 2.2, it
N . . is the main task of the step 2 of 3DCLOUD, in addition to
tlfmis:gtsjitsiggmcl)? tIL]chI;?(.)ul dl c&g\?e:ggeszgqs?m?;t%%:&égbf% W'ththg adjustment of the mean and standard deviation of optical
C —80% C —50% andC — 20%. Horizontal extensiohs thickness or IWC. We focus on the .DYCOMSZ-RF01_case
Ly andL 1are set to 10 km and vertical resolutian is set at the spa'ual resolution.x =50m (Fig. 8.0)' The EﬁeCtN?
tox24 m Y rqdlusReff is setto 10 um to compute optical depth f_r(_)m !lq-

' uid water content. The mean optical depth of this initial field
is set to 10 and we change the inhomogeneity parameter
and the outer scaléy; to 0.2 and 1km, respectively, for

4.1.2 Assimilation of the fractional cloud coveragel
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Figure 10. Time series of the mean distance between cloud areas for different horizontal numerical spatial resolutions (coloured lines) with
a constant vertical numerical spatial resolutidwy = 385 m) and mean distance averaged over the last-half hour of a 2h simulation as

a function of numerical spatial resolution (black line with circles). The cumulus cloud is simulated by 3DCLOUD with assimilation of
meteorological profiles based on the BOMEX case. Horizontal extensiors, atel, = 5km and vertical extension is; = 2700 m.

case 1to 0.7 and 1km for case 2 and to 0.7 and 10 km fofFor case 2 and 3, optical depth distributions are very close,
case 3. Figure 12 shows pseudo-albedo, mean power speeven if the outer scales are different. Thus, changind.the

tra, probability density function of optical depth fields, mean value does not affect significantly the shape of optical depth
vertical profiles of the horizontally averaged optical depth for distribution. In Fig. 12g, we can see that the horizontal mean
the three cases and a volume rendering of optical depth.  optical depth profiles are quasi identical for all cases.

First, we notice that the pseudo-albedo of the initial opti- These results show undeniably the flexibility of the
cal depth field (see Fig. 12a) is smoother than the pseudo3DCLOUD algorithm. Indeed, in step 2, 3DCLOUD is able,
albedo of case 1, 2, and 3. Between cases 1 and 2, wby mapping a theoretical gamma-distributed optical depth
clearly see an increase in heterogeneity as case 1 is a quasinto the optical depth field simulated at stepl, to adjust,
homogenous stratocumulus with a small valueopt= 0.2 quasi-independently, the optical depth mean value, the inho-
and case 2 is more inhomogeneous with a larger value omogenenity parameter value of optical depth and the spectral
p- =0.7. Between cases 2 and 3, we can see the effect o$lope value of optical depth f¢f./ Loyt : 1/2Ax] m~t wave
the outer scale. In accordance with smooth variations, theaumber range.
spectral slope of the initial optical depth is close t3
for the [1073:1072] m~ wave number range (Fig. 12e). 4.2 Cirrus fields examples
Cases 1, 2 and 3 present the proper spectral slope value
of —5/3. For cases 1 and 2, this slope is obtained forg 2.1  Cirrus fields with assimilation of idealized
the [10-2: 10-2] m~! wave number range, which is coher- meteorological profiles
ent with the imposed value of outer scdlg,;= 1 km. For
case 3'L0U}1= 105”" Y the spectral slope should b8/3  |hcluding some modifications presented in Sect. 2.1.1,
on thq 10~ $10° Jm~* wave number range. However, we 3pc|oUD s also able to generate cirrus cloud. We briefly
note tha; this .;pectgal slope value is achieved only for thenresent in this section an example of ice water content (IWC)
[5>107%: 10~*] m™* wave number range, because we keepo cirrys with fallstreaks. For cirrus, we chose to generate

the phase angles unchanged in the 3SDCLOUD algorithm. ¢ field instead of optical depth field as for stratocumulus
In Fig. 12f, we represent the optical depth distributions. 5 cymulus.

The initial optical depth distribution does not follow & com- Figyre 13 shows idealized vertical profiles of potential

mon distribution, whereas the optical _depth distribution fortemperature, relative humidity, and horizontal velocity com-
cases 1 and 2 are log-normal. Indeed, in the 3DCLOUD algop,onents assimilated by 3DCLOUD as well as the ice water
rithm, a gamma distribution for the optical depth is |mposed.path (IWP) simulated at step 1 by 3DCLOUD. It also shows
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Figure 11. Same as Fig. 8cAx = 50 m), for different assimilated values of the cloud coverdggand(e) C = 99 %, (b) and(f) C = 80%,
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Figure 12. (a)Pseudo albedo estimated from optical depth (initial field) simulated in the step 1 by 3DCLOUD for the DYCOMS2-RFO01 case
(see Fig. 8c)(b), (c) and(d) pseudo albedo adjusted in the step 2 of 3DCLOUD for different values of the inhomogeneity paransatdr

of the outer scalé oyt. () mean power spectra of optical depth alangndy directions. The power spectra are scaled for better visualization.

(f) probability density function of optical deptfg) mean vertical profiles of horizontally averaged optical depth(@haolume rendering

of optical depth for the case 3; andLoyt are 0.2 and 1 km for case 1, 0.7 and 1 km for case 2 and 0.7 and 10 km for case 3, respectively.
Solid lines, dotted lines, dashed lines and dash-dot lines indicate initial field, case 1, case 2 and case 3 fields, respectively.
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Figure 13.Idealized vertical profiles assimilated (dashed lines) and simulated (solid lines) by 3DCLOUD during sty thefpotential
temperature and relative humidity and(bj the horizontal velocity components and the ice water content (IMéE)ce water path (IWP)
simulated by 3DCloud in step {d) IWP simulated by 3DCloud in step &) mean power spectra of IWC alongandy directions after the
step 1 and the step &) IWC probability density functions after step 1 and steggd.IWC volume rendering after step 2pyc is setto 1
and Loyt is set to 1 km. Number of iterations is 1000.

the IWP simulated by 3DCLOUD during step 2, the initial  In Fig. 13, we note that IWP obtained after step 1 is
and corrected mean power spectra, the initial and correctedmoother than IWP obtained after step 2, and that the initial
probability density functions and the IWC volume render- IWC spectral slope value after step 1 is much smaller (around
ing. Horizontal extensiond., = L, and vertical extension —5.5) than the corrected IWC spectral slope after step 2
L. are setto 10km and 12.5 km, respectively. Horizontal res{around —1.6) in the[1073: 2 x 10-2]m~! wave number
olutionsAx = Ay and vertical resolutiorhz are setto 24m  range. For wave number smaller thayiljleut= 103m1,
and 83.3m, respectiveliWC is set to the value obtained at the power spectra are constant. The corrected IWC probabil-
the end of step 1 (0.54 mgm). The inhomogeneity param- ity distribution is exponential-like distribution after step 2.
eterpwc is setto 1.0 and the outer scdlgy to 1 km. This is due to the larger value @fiwc = 1.0 used in this
Initial meteorological profiles assimilated by 3DCLOUD example, compared tp, = 0.7 used for stratocumulus in
have been constructed in such a way that thin cirrus is genSect. 4.1.3.
erated between 9.5 km and 10.5 km with fallstreaks. Vertical
profiles of potential temperature, and especially their verti-4.2.2 Cirrus field and wind shear
cal gradients under and above the cirrus are based on those
proposed by Liu et al. (2003). In order to generate instabili-We investigate briefly the aspect of cloud organization due to
ties due to radiative cooling (not simulated by 3DCLOUD), wind shear with 3DCLOUD model and with other stochas-
we imposed a null vertical gradient of the potential temper-tic models. We focus on the work of Marsham and Dob-
ature near the cirrus top height. We imposed a mean relativgie (2005) and of Hogan and Kew (2005). These two stud-
humidity with respect to ice (RHI) of 104 % between 9.5km ies are very pertinent together. Indeed, based on RADAR
and 10.5km. Just above the cloud, RHI is set to 50 % therretrievals of IWC from the Chilbolton 94 GHz RADAR on
20 % near 12 km in altitude. Under the cirrus, RHI decrease®7 December 1999, which shows a strongly sheared ice cloud
with height to 85% near 8 km. To generate fallstreaks, we(named hereafter RC99 case), Marsham and Dobbie (2005)
imposed larger wind shear inside the cirrus than under thénvestigated shear effects by simulating the RC99 case with
cirrus. the UK Met office LES. In contrast, Hogan and Kew (2005)
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Figure 14.2-D vertical slice of 3DCLOUD ice water content (IWC amhrough a 3-D simulation at an angle parallel to the wWimdRC99a
case(b) RC99 case an(t) RC99b case. Fields are obtained from simulations whgre= Ny, = 200 andN, = 66 andA, = Ay, =250 m
andA; =120 m. Horizontal extensions afg. = L, = 50km and vertical extension is; = 8 km between 4km and 12 km. Note that the
3DCLOUD fields are smooth because obtained at the first step of the algorithm.

used their Cloudgen model, a 3-D stochastic cloud model betheir source in the convective layer by the shear. The shear
ing able to simulate the structural properties of ice clouds.homogenizes the fallstreaks. Figure 14b clearly shows that
To configure 3DCLOUD in order to simulate the RC99 case,3DCLOUD simulations at the first step of the algorithm
we assimilate meteorological profiles (potential temperaturehomogenize the fallstreaks a lot, certainly too much com-
horizontal wind velocity) based on those drawn in Fig. 2 pared to the RADAR retrievals of IWC from the Chilbolton
in Marsham and Dobbie (2005). We run also the RC99a94 GHz RADAR on 27 December 1999 (see Fig. 1 in Hogan
case with no wind (and therefore no wind shear), and theand Kew, 2005). Figure 14c shows the RC99b case where
RC99b case where the potential temperature profile (drawrBDCLOUD model is able to simulate Kelvin—Helmholtz
in Fig. 15 in Marsham and Dobbie, 2005) reduces atmo-wave breaking, a dynamic aspect difficult to simulate with
spheric stability in order to give more extensive Kelvin— purely stochastic models.
Helmholtz wave braking. All our simulations are done with  Figure 15a and b are the same as Fig. 14b but 3DCLOUD
Ny=N,=200 andN, =66 and A, =A, =250m and fields are obtained at the second step of the algorithm, with
A;=120m. Horizontal extensions ark, = L, =50km 1-D spectral slope close te5/3 from the outer scaléqy; =
and vertical extension i, = 8 km between 4 km and 12km. 15km to the numerical scaladx =250 m. In Fig. 15a, the
Note that 3DCLOUD, Marsham and Dobbie (2005) and mean value of 3-D IWAWC = 0.07 gn73 and inhomo-
Hogan and Kew (2005) numerical resolution &arg= A, = geneity parametepywc = 0.4 for cloudy voxels are those
250 m,A, = 100m andA, ~ 780 m, respectively. Note also computed from the 3-D IWC field obtained at step one of the
that 3DCLOUD, Marsham and Dobbie (2005) and Hogan3DCLOUD algorithm. In Fig. 15b, inhomogeneity parame-
and Kew (2005) horizontal extensions drg= L, = 50 km, ter pwe is a function of height. Its values are roughly esti-
L, =50kmandL, = L, =200km. mated from the Fig. 2c in Hogan and Kew (2005). Compared
Figure 14 shows a 2-D vertical slice of 3DCLOUD IWC to Hogan and Kew (2005) simulations, 3DCLOUD snhap-
at an angle parallel to the wind of the RC99a case, the RC9%hots show more details in the convective layer above 7 km
case and the RC99b case. Note that the 3DCLOUD fieldsas it simulates relatively well the convective cloud structures
are smooth because they are obtained at the first step of thbanks to imposed numerical spatial resolution. By contrast
algorithm. These three snapshots are very similar to thoséo Fig. 15a, Hogan and Kew (2005) simulations show more
presented in Marsham and Dobbie (2005), allowing us todetails in the layer under 7 km, where the shear-induce mix-
confirm that our basic atmospheric equations are correctlying is important. In order to obtain such details in the layer
solved. In Fig. 14a, we can see small structures (few km) atinder 7 km with 3DCLOUD, we have to constrain it with an-
above 7 km, due to radiative cooling at the cloud top and la-cillary data: those provided by the RADAR retrievals of IWC
tent heat release in the updraughts. Below, we can observend shown on Fig. 2c in Hogan and Kew (2005). Indeed, if
fallstreaks advected (or not if there is no wind) relative to we force, in the second step of 3DCLOUD algorithm, the
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Figure 15. Same as Fig. 14b but after the second step of the algorithm, where 1-D spectral slope is €l6g& fitmm outer scald.qyt =

15 km to the numerical scalex = 250 m.(a) mean of 3-D IWC idWC = 0.07 gni3 and inhomogeneity parametagyc = 0.4 for cloudy
voxels. (b) same aga) but with inhomogeneity parametejyc, function of height and derived from the 27 December 1999 RADAR
measurements between 10:00 and 12:00 UTC crudely estimated from the Fig. 2c in Hogan and Kew (2005).
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of In(IWC) for cloudy voxels computed from two 3DCLOUD fields obtained at the second step of the algorithm. The solid lines indicate
simulation where inhomogeneity parametepjgc = 0.4 and the dotted lines indicate simulation where the paramgggs, function of

height, is derived from the 27 December 1999 RADAR measurements between 10:00 and 12:00 UTC and crudely estimated from the Fig. 2¢
in Hogan and Kew (2005).

vertical inhomogeneity parameter to match the one estimatedetrievals for the second case. For both cloud fields, the cloud
crudely from the RADAR retrievals, we obtain Fig. 15b. De- coverage is equal to 1 between 5km and 10 km. RADAR re-
tails in the layer under 7 km of this snapshot are quite similartrievals of IWC shows that the cloud coverage is equal to 1
to those obtained by Hogan and Kew (2005). only between 5.5km and 7 km, and decreases to 0 at 10 km.

Finally, Fig. 16, which is similar to Fig. 2 in Hogan and However, as discussed in Sect. 2.1.2, the current version of
Kew (2005), shows vertical profiles of the cloud fraction, 3DCLOUD is not able to readily simulate fractional cloud
the mean of logarithm of IWC for the cloudy voxels and the coverage in the cirrus regime. For both cloud fields, verti-
standard deviation of logarithm of IWC for cloudy voxels cal profiles of the mean IWC are quite similar and consistent
computed from two 3DCLOUD fields obtained at the sec- with those retrieved from RADAR. The inhomogeneity pa-
ond step of the algorithm for RC99 case. As for Fig. 15, rameter vertical profile simulated by the current version of
inhomogeneity parameter jgwc = 0.4 for the first cloud  3DCLOUD is too small, leading to a smoothing of the layer
field and depends on height and it is derived from RADAR
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under 7 km that can be improved if the vertical profile of the Code availability
inhomogeneity parameter is known.
The source code of the 3DCLOUD algorithm is avail-
) able online athttp://wwwobs.univ-bpclermont.fr/atmos/fr/
5 Conclusions restricted
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developed to simulate with a personal computer and un-

der Matlab environment, synthetic but realistic stratocumu- .

lus, cumulus and cirrus cloud fields. Simplified dynamic and/AcknowledgementsThis ~ work ~has  been  supported

thermodynamic laws allow the generation of realistic lig- Y e Programme  National ~de Telédétection Spa-
. . . . tiale (PNTS, http://www.insu.cnrs.fr/actions-sur-projets/

uid or ice water content from meteorological profiles. The

hasti ith the Fourier f K all pnts-programme-national-de-teledetection-spgtialegrant  no
stochastic process with the Fourier framework allow Us t0pyT5.5012.08 and by the Office National d’Etudes et de

provide ice water content or optical depth sharing similar gecherches Aérospatiales (the French aerospace laboratory,
statistical properties to those observed in real clouds such aSNERA). The authors thank Wolfram Wobrock and Valery
the inhomogeneity parameter (set by the user) and the invarishcherbakov for the numerous fruitful discussions on physics and
ant scale properties characterised by a spectral slope close tomospheric dynamics. We also thank the two reviewers whose
—5/3 from the smaller scale (set by spatial resolution of grid remarks largely improved the quality of this article.

computation) to the outer scale (set by the user). In order to

simulate cloud structures, 3DCLOUD solves simplified basicEdited by: R. Neale

atmospheric equations and assimilates the cloud coverage s=t
by the user (only for the stratocumulus and cumulus regimes
and meteorological profiles (pressure, humidity, wind veloc-
ity) defined by the user.

The 3DCLOUD outputs were compared to LES ones for
three classical test cases. We chose the case of DYCOMS:
RFO01, the case of BOMEX, and the case of ICMCP. For
these cases, results show that 3DCLOUD outputs are rela-
tively consistent with LES outputs, and confirm that the cho-
sen basic atmospheric equations of 3DCLOUD are solved?eferences
correctly. We also show that, under the condition that the user
g'frhunc]t;sr:sble to assimilate them and generate realistic cloud S_ci., 67 2125_.2151, ddjO.1175/201OJA33364.2010:

R . . Asai, T.: A numerical study of the air-mass transformation over the

3DCLOUD isavery interesting research tool to better un- Japan Sea in winter, J. Met. Soc. Japan, 43, 1-15, 1965,
derstand 3-D interactions between cloudy atmosphere and agaker, H. W. and Liu, D. M.: Inferring optical depth of broken
mospheric radiation, which is of primary importance in or-  clouds from Landsat data, J. Climate, 8, 2620—2630, 1995.
der to make progress in the direct radiative problem (globalBarker, H. W., Wiellicki B. A., and Parker, L.: A parameterization
climate models context) and in the inverse radiative prob- for computing grid-averaged solar fluxes for inhomogeneous ma-
lem (remote sensing context, development of the next gen- rine boundary layer clouds. Part II: validation using satellite data,
eration of atmospheric sensors). For example, 3DCLOUD J. Atmos. Sci., 53, 2304-2316, 1996.
was used to quantify the impact of stratocumulus heteroBattaglia, A. and Mantovani, S.: Forward Monte Carlo computa-
geneities on polarized radiation measurements performed by tions of fully polarized microwave radiation in non isotropic me-

.~ dia, J. Quant. Spectrosc. Rad. Transf., 95, 285-308, 2005.
POLDER/PARASOL (Cornet et al., 2013) as well as the in Battaglia, A. and Tanelli, S. DOMUS: DOppler MUltiple-

fluence of cirrus heterogeneities on brightness temperature , . .

measured by IIRICALIPSO (Fauchez etal.,, 2013, 2014).  geg g0pp oo I 18NS GeosclRem. Sens., 49, 442
We still have to develop a stochastic process to generate 3enassi, A., Szczap F., Davis, A. B., Masbou, M., Cornet, C., and

D field of cloud effective radius. In a longer term, investiga-  Bleuyard, P.: Thermal radiative fluxes through inhomogeneous

tions will focus on the generation of 3-D mixed phase cloud cloud fields: A sensitivity study using a new stochastic cloud gen-

and eventually on the simulation of 3-D rain rate. Another erator, Atmos. Res., 72, 291-315, 2004.

task will be to provide a FORTRAN code of 3DCLOUD, as- Bony, S. R., Colman, R., and Kattsov, V. M.: How well do we un-

sumed to be faster than the current Matlab code. derstand and evaluate climate change feedback processes?, J. Cli-
mate, 19, 3445-3482, 2006.

Bryan, G. H., Wyngaard, J. C., and Fritsch, J. M.: Resolution re-
quirements for the simulation of deep moist convection, Mon.
Weather Rev., 131, 2394-2416, 2003.

The publication of this article is
financed by CNRS-INSU.

www.geosci-model-dev.net/7/1779/2014/ Geosci. Model Dev., 7, 11884, 2014


http://wwwobs.univ-bpclermont.fr/atmos/fr/restricted
http://wwwobs.univ-bpclermont.fr/atmos/fr/restricted
http://www.insu.cnrs.fr/actions-sur-projets/pnts-programme-national-de-teledetection-spatiale
http://www.insu.cnrs.fr/actions-sur-projets/pnts-programme-national-de-teledetection-spatiale
http://dx.doi.org/10.1175/2010JAS3364.1

1800 F. Szczap et al.: A flexible three-dimensional cloud generator (3DCLOUD)

Cahalan, R. F.: Bounded cascade clouds: albedo and effective thickdi Giuseppe, F. and Tompkins, A. M.: Effect of spatial organisation
ness, Nonlin. Processes Geophys., 1, 156-167,@6194/npg- on solar radiative transfer in three dimensional idealised stratocu-
1-156-19941994. mulus cloud fields, J. Atmos. Sci., 60, 1774-1794, 2003.

Cahalan, R. F., Ridgway, W., Wiscombe, W. J., Bell, T. L., and Emanuel, K. A.: Atmospheric Convection, Oxford university press,
Snider, J. B.: The albedo of fractal stratocumulus clouds, J. At- 1994.
mos. Sci., 51, 24342455, 1994. Evans, K. F. and Wiscombe, W. J.: An algorithm for generating

Carlin, B., Fu Q., Lohmann U., Mace G. G., Sassen K., and Com- stochastic cloud fields from radar profile statistics, Atmos. Res.,
stock, J. M.: High cloud horizontal inhomogeneity and solar 72, 263-289, 2004.
albedo bias, J. Climate, 15, 2321-2339, 2002. Fauchez, T., Cornet, C., Szczap, F., and Dubuisson, P.: Assessment

Cheng, W. Y. Y., Wu, T., and Cotton, W. R.: Large-eddy simulations  of cloud heterogeneities effects on brightness temperatures sim-
of the 26 November 1991 FIRE Il cirrus case, J. Atmos. Sci., 58, ulated with a 3-D Monte-Carlo code in the thermal infrared, AIP
1017-1034, 2001. Conf. Proc. Vol. 1531, 75-78, d4i0.1063/1.4804712013.

Clothiaux, E. E., Barker, H. W., and Korolev, A. V.: Observing Fauchez, T., Cornet, C., Szczap, F., Dubuisson, P., and Rosambert,
clouds and their optical properties, in: 3-D Radiative Transfer in  T.: Impact of cirrus clouds heterogeneities on top-of-atmosphere
Cloudy Atmospheres, edited by: Marshak, A. and Davis, A. B., thermal infrared radiation, Atmos. Chem. Phys., 14, 5599-5615,
Springer, 93-152, 2004 doi:10.5194/acp-14-5599-2012014.

Collins, W. D. and Satoh, M.: Simulating global clouds, past, Hill, P. G., Hogan R. J., Manners, J., and Petch, J. C.: Parametrising
present, and future, in: Clouds in the Perturbed Climate System, the horizontal inhomogeneity of ice water content using Cloud-
edited by: Heintzenberg, J. and Charlson R. J., MIT press, 469— Sat observations, Q. J. R. Meteorol. Soc., 138, 1784-1793, 2012.
486, 2009. Hogan R. J. and lllingworth A. J. : Parameterizing ice cloud inho-

Cotton, W. R., Pielke, R. A., Walko, R. L., Liston, G. E., Tremback, mogeneity and the overlap of inhomogeneities using cloud radar
C. J., Jiang, H., McAnelly, R. L., Harrington, J. Y., Nicholls, M. data, J. Atmos. Sci., 60, 756—767, 2003.

E., Carrio, G. G., and McFadden, J. P.. RAMS 2001: CurrentHogan, R. J. and Kew, S. F.: A 3-D stochastic cloud model for inves-
status and future directions, Meteorol. Atmos. Phys., 82, 5-29, tigating the radiative properties of inhomogeneous cirrus clouds,
2001. Q. J. R. Meteorol. Soc., 131, 2585-2608, 2005.

Cornet, C., Buriez, J.-C., Riedi, J., Isaka, H., and Guillemet, Holton, J. R.: An Introduction to Dynamic Meteorology, Fourth edi-
B.: Case study of inhomogeneous cloud parameter re- tion, Elsevier academic press, 2004.
trieval from MODIS data, Geophys. Res. Lett.,, 32, L13807, Houze Jr., R. A.: Cloud Dynamics, Academic press, San Diego,
doi:10.1029/2005GL022792005. 1993.

Cornet, C., Labonnote, L.-C., and Szczap, F.: Three-dimensionalllingworth, A. and Bony, S. R.: Observational strategies at meso-
polarized Monte Carlo atmospheric radiative transfer model and large scales to reduce critical uncertainties in future cloud
(3DMCPOL): 3-D effects on polarized visible reflectances of a  changes, in : Clouds in the Perturbed Climate System, edited by:
cirrus cloud, J. Quant. Spectr. Radiative Transfer, 111, 174-186, Heintzenberg, J. and Charlson, R. J., MIT press, 511-530, 2009.
doi:10.1016/j.jgsrt.2009.06.013010. Kércher, B. and Spichtinger, P.: Cloud-controling factors of cirrus,

Cornet, C., Szczap, F., Labonnote, L.-C., Fauchez, T., Parol, F., in: Clouds in the Perturbed Climate System, edited by: Heintzen-
Thieuleux, F., Riedi, J., Dubuisson, P., and Ferlay, N.: Evaluation berg, J. and Charlson R. J., MIT press, 235-268, 2009.
of cloud heterogeneity effects on total and polarized visible ra-Lafont, D. and Guillemet, B.: Subpixel fractional cloud cover and
diances as measured by POLDER/PARASOL and consequences inhomogeneity effects on microwave beam-filling error, Atmos.
for retrieved cloud properties, AIP Conf. Proc., 1531, 99-102, Res., 72, 149-168, ddi0.1016/j.atmosres.2004.03.02B04.
doi:10.1063/1.4804712013. Liou, K. N.: An introduction to atmospheric radiation, Academic

Davis, A. B., Marshak, A., Cahalan, R. F., and Wiscombe, W. J.:  press, 2002.

Multifractal characterizations of non-stationarity and intermit- Liu, H.-C., Wang, P. K., and Schlesinger, R. E.: A numerical study
tency in geophysical fields, observed, retrieved or simulated, J. of cirrus clouds. Part II: effects of ambient temperature, stability,
Geophys. Res., 54, 241-260, 1994. radiation, ice microphysics, and microdynamics on cirrus evolu-

Davis, A. B., Marshak, A., Wiscombe, W. J., and Cahalan, R. F.: tion, J. Atmos. Sci., 60, 1097-1119, 2003.

Scale invariance of liquid water distribution in marine stratocu- Marshak, A., Davis, A., Wiscombe, W. J. , Ridgway, W., and Caha-
mulus: Part I. Spectral properties and stationarity issues, J. At- lan, R.: Biases in shortwave column absorption in the presence
mos. Sci., 53, 1538-1558, 1996. of fractal clouds, J. Climate, 11, 431-446, 1998.

Davis, A. B., Marshak, A., Cahalan, R. F., and Wiscombe, W. J.: Marsham J. H. and Dobbie, S.: The effects of wind shear on cirrus:
The Landsat scale break in Stratocumulus as a three-dimensional a large-eddy model and radar case-study, Q. J. Roy. Meteor. Soc.,
radiative transfer effect: implication for cloud remote sensing, J. 131, 2937-2955, 2005.

Atmos. Sci. 54, 241-259, 1997. Mayer, B.: Radiative transfer in the cloudy atmosphere, European

Davis, A. B., Marshak, A., Gerber, H., and Wiscombe, W. J.: Hori-  Physical Journal Conferences, 1, 75-99, 2009.
zontal structure of marine boundary layer clouds from centimeterMeyers, M. P., Walko, R. L., Harrington, J. Y., and Cotton, W. R.:
to kilometer scales. J. Geophys. Res., 104, 6123-6144, 1999. New RAMS cloud microphysics parameterization, Part Il. The

Deardorff, J. W.: Stratocumulus-capped mixed layers derived from two-moment scheme, J. Atmos. Res., 45, 3-39, 1997.

a three-dimensional model, Bound.-Lay. Meteorol., 18, 495-527 ,Moeng, C. H.: A large-eddy-simulation model fort he study of plan-
1980. etary boundery-layer turbulence, J. Atmos. Sci., 41, 2052-2062,
1984.

Geosci. Model Dev., 7, 17794801, 2014 www.geosci-model-dev.net/7/1779/2014/


http://dx.doi.org/10.5194/npg-1-156-1994
http://dx.doi.org/10.5194/npg-1-156-1994
http://dx.doi.org/10.1029/2005GL022791
http://dx.doi.org/10.1016/j.jqsrt.2009.06.013
http://dx.doi.org/10.1063/1.4804717
http://dx.doi.org/10.1063/1.4804711
http://dx.doi.org/10.5194/acp-14-5599-2014
http://dx.doi.org/10.1016/j.atmosres.2004.03.013

F. Szczap et al.: A flexible three-dimensional cloud generator (3DCLOUD) 1801

Oreopoulos, L. and Cahalan, R. F.: Cloud inhomogeneity fromStarr, D. O. C., Benedetti, A., Boehm, M., Brown, P. R. A,,
MODIS, J. Climate, 18, 5110-5124, 2005. Gierens, K. M., Girard, E., Giraud, V., Jakob, C., Jensen,

Penide, G., Giraud, V., Bouniol, D., Dubuisson, P., Duroure, C., E., Khvorostyanov, V. I., Koehler, M., Lare, A., Lin, R.-F.,
Protat, A., and Cautenet, S.: Numerical simulation of the 7 to Maruyama, K., Montero, M., Tao, W.-K., Wang, Y., and Wilson,
9 September 2006 AMMA mesoscale convective system: Eval- D.: Comparison of cirrus cloud models: a project of the GEWEX
uation of the dynamics and cloud microphysics using synthetic Cloud System Study (GCSS) working group on cirrus cloud sys-
observations. AMMA special issue, Q. J. Roy. Meteor. Soc., 136, tem. Proceedings of the 13th International Conference on Cloud
304-322, doit0.1002/qj.5582010. and Precipitation (ICCP), Reno, NV, USA, 14-18 August 2000.

Pincus, R. and Evans, K. F.: Computational cost and accuracy irStevens, B., H-Moeng, C., Ackerman A. S., Bretherton,C. S.,
calculating three-dimensional radiative transfer: Results for new Chlond, A., de Roode, S., Edwards, J., Golaz, J. C., Jiang, H.,

implementations of Monte Carlo and SHDOM, J. Atmos. Sci.,
66, 3131-3146, 2009.

Pielke, R. A.: Mesoscale Meteorological Modeling, Academic
press, 2002.

Khairoutdinov, M., Kirkpatrick, M. P., Lewellen, D. C., Lock, A.
L., Mdller, F., Stevens, D. E., Whelan, E., and Zhu, P.: Evaluation
of large-eddy simulations via observations of nocturnal marine
stratocumulus, Mon. Weather Rev., 133, 1443-1462, 2005.

Pielke, R. A., Cotton, W. R., Walko, R. L., Tremback, C. J., Lyons, Szczap, F., Isaka, H., Saute, M., Guillemet, B., and loltukhovski,

W. A, Grasso, L. D., Nieholls, M. E., Moran, M. D., Wesley,

D. A, Lee, T. J., and Copeland, J. H.: A comprehensive meteo-

rological modelling system-RAMS, Meteorol. Atmos. Phys., 49,
69-91, 1992.

Riddaway, R. W.: Numerical methods, available
www.ecmwf.int/newsevents/training/rcourse_notes/
NUMERICAL_METHODS/NUMERICAL_METHODS/

A.:. Effective radiative properties of bounded cascade non-
absorbing clouds: Definition of the equivalent homogeneous
cloud approximation, J. Geophys. Res., 105, 20617-20634,
doi:10.1029/2000JD900148000.

at: Varnai, T. and Marshak, A.: Observations of three-dimensional ra-

diative effects that influence MODIS cloud optical thickness re-
trievals, J. Atmos. Sci., 59, 1607-1618, 2002.

Numerical_methods6.htnflast access: 10 January 2014), 2001. Vérnai, T. and Marshak, A.: View angle dependence of cloud optical
Sassen, K., Wang L., Starr, D. O. C., Comstock, J. M., and Quante, thickness retrieved by MODIS, J. Geophys. Res., 112, D06203,

M.: A midlatitude cirrus cloud climatology from the facility for

doi:10.1029/2005JD006912007.

atmospheric remote sensing. Part V: Cloud structural properties\Venema, V., Meyer, S., Garcia, S. G., Kniffka, A., Simmer, C.,

J. Atmos. Sci., 64, 2483-2501, 2007.

Siebesma, A. P., Bretherton, C. S., Brown, A., Chlond, A., Cuxart,

J., Duynkerke, P. G., Jiang, H., Khairoutdinov, M., Lewellen, D.,

Crewell, S., Loéhnert, U., Trautmann, T., and Macke A.: Surro-
gate cloud fields generated with the Iterative Amplitude Adapted
Fourier Transform algorithm, Tellus A, 58A, 104-120, 2006.

H.-Moeng, C., Sanchez, E., Stevens, B., and Stevens, D. E.: Avamaguchi, T. and Feingold, G.: Technical note: Large-eddy

Large-Eddy Simulation intercomparison study of shallow cumu-

lus convection, J. Atmos. Sci., 60, 1201-1219, 2003.
Starr, D. O. C. and Cox, S. K.: Cirrus Clouds. Part I: A cirrus cloud
model, J. Atmos. Sci., 42, 2663—-2681, 1985.

www.geosci-model-dev.net/7/1779/2014/

simulation of cloudy boundary layer with the Advanced Re-
search WRF model, J. Adv. Model. Earth Syst., 4, M09003,
doi:10.1029/2012MS000162012.

Yang, H., Dobbie, S., Mace, G. G., Ross, A., and Quante,

M.: GEWEX Cloud System Study (GCSS) cirrus cloud

working group: development of an observation-based case
study for model evaluation, Geosci. Model Dev., 5, 829-843,
doi:10.5194/gmd-5-829-2012012.

Geosci. Model Dev., 7, 11884, 2014


http://dx.doi.org/10.1002/qj.558
www.ecmwf.int/newsevents/training/ rcourse_notes/NUMERICAL_METHODS/NUMERICAL_METHODS/Numerical_methods6.html
www.ecmwf.int/newsevents/training/ rcourse_notes/NUMERICAL_METHODS/NUMERICAL_METHODS/Numerical_methods6.html
www.ecmwf.int/newsevents/training/ rcourse_notes/NUMERICAL_METHODS/NUMERICAL_METHODS/Numerical_methods6.html
http://dx.doi.org/10.1029/2000JD900146
http://dx.doi.org/10.1029/2005JD006912
http://dx.doi.org/10.1029/2012MS000164
http://dx.doi.org/10.5194/gmd-5-829-2012

