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Abstract. Large-eddy simulations are performed using the1l Introduction

Advanced Regional Prediction System (ARPS) code at hor-

izontal grid resolutions as fine as 300 m to assess the influ-

ence of detailed and updated surface databases on the moljtimerical modeling of unsteady three-dimensional turbu-
eling of local atmospheric circulation systems of urban ar-lentatmospheric flow is a natural approach to describe mean
eas with complex terrain. Applications to air pollution and Properties of various physical processes that are not often
wind energy are sought. These databases are comprised gfptured by field measurements collected at a few scattered
3arc-sec topographic data from the Shuttle Radar Topograpoints in space. One of the most robust, versatile and modu-
phy Mission, 10 arc-sec vegetation-type data from the EuroJar mesoscale models designed to resolve atmospheric flows
pean Space Agency (ESA) GlobCover project, and 30 arc-seth many scales is the Advanced Regional Prediction System
leaf area index and fraction of absorbed photosyntheticall{/ARPS; Xue et al., 1995, 2000, 2001). Its numerical code
active radiation data from the ESA GlobCarbon project. sim-has been developed and disseminated freely in the scientific
ulations are carried out for the metropolitan area of Rio decommunity to allow changes and developments in its subrou-
Janeiro using six one-way nested-grid domains that allow thdines. The ARPS code solves a set of partial differential equa-
choice of distinct parametric models and vertical resolutionstions (PDEs) written for the three-dimensional, compressible
associated to each grid. ARPS is initialized using the Globafime-dependent atmospheric flow, under dry, moist and non-
Forecasting System with O:Sesolution data from the Na- hydrostatic conditions. ARPS is a typical mesoscale model
tional Center of Environmental Prediction, which is also usedthat can be run at fine space and time resolutions in order
every 3 h as lateral boundary condition. Topographic shading{? be able to represent highly complex terrain based on the
is turned on and two soil layers are used to compute the soi igh-resolution surface databases that are available nowa-
temperature and moisture budgets in all runs. Results for twélays. ARPS incorporates heterogeneous land-surface con-
simulated runs covering three periods of time are comparedlitions and time-dependent synoptic boundary forcing, but
to surface and upper-air observational data to explore the dehey are typically limited by outdated coarse resolution. As
pendence of the simulations on initial and boundary condi-other current mesoscale models — such as Weather Research
tions, grid resolution, topographic and land-use database@nd Forecasting (WRF; Skamarock et al., 2001, 2005),
Our comparisons show overall good agreement between sinFifth-Generation National Center for Atmospheric Research
ulated and observational data, mainly for the potential tem{(NCAR)/Penn State Mesoscale Model (MM5; Grell et al.,
perature and the wind speed fields, and clearly indicate that993; Dudhia et al., 2005), Regional Atmospheric Model-
the use of high-resolution databases improves significantlynd System (RAMS; Walko et al., 1995), Meso-Eta Model

our ability to predict the local atmospheric circulation. (Black, 1994), Mesoscale Non-Hydrostatic Model (Meso-
NH; Lafore et al., 1998), and Aire Limitee Adaptation Dy-

namique Developement International (ALADIN; Bubnova
et al., 1993; Radndti et al., 1995; Horanyi et al., 1996) —
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ARPS allows significant refinement of the numerical grid to due to the high computational cost. Revell et al. (1996) and
the point where LES (large eddy simulation) can be usedGrgras and Sandvik (1999) used numerical grids with reso-
since some turbulent parametric models developed for LESutions of 250 m to perform LES simulations, but the wind
are available in the code. We chose the LES-ARPS model afeld was not reproduced accurately in the regions studied.
our main tool because it is based on a 1.5 order of magniThe authors considered that the main source of inaccuracy
tude turbulent kinetic energy (1.5-TKE) scheme and the Mo-was the absence of high-resolution surface data. However,
eng and Wyngaard (1989) turbulence model and because &hong and Fast (2003) were successful in capturing the gen-
has been thoroughly tested (Chow, 2004; Chow et al., 2006¢ral characteristics of the surface fluxes present in the Salt
and used as a reference for the assessment of state-of-the-aske valley, in the state of Utah, using three of the mesoscale
mesoscale models such as WRF (Gasperoni, 2013). Amonmodels cited above: RAMS, MM5, and the Meso-Eta Model.
all turbulence parameterization schemes available in ARPSAIl models were initialized using synoptic data and used hor-
the 1.5-TKE scheme and the Moeng and Wyngaard (1989)zontal grid resolutions of 560 and 850 m, which are close to
turbulence model is the best for this type of simulation. the topographic database resolution of the models. Even so,
ARPS was formulated to be run in either a RANS (Reynolds-the simulations were not able to capture the local circulation
Averaged Navier—Stokes) or a LES code that solves the threeand the surface fluxes. In order to improve the results, Zhong
dimensional, compressible, nonhydrostatic, filtered Navier-and Fast suggested changes in the vertical mixing terms, in
Stokes equations. The relevant settings for our applicatiorthe radiation model and in the parameterizations adopted for
requires the use of ARPS in the LES mode because the lengtthe surface fluxes. Chen et al. (2004) also used ARPS to sim-
scale is based on the grid spacing, as explained by Chow etlate the atmospheric flow in the Salt Lake valley. The results
al. (2006), and the difference between RANS and LES inwere more satisfactory because they increased the numerical
this case is in the definition of the length scale (Michioka domain size and the horizontal resolution to 250 m. Sensi-
and Chow, 2008). For the LES mode, the length scale emtivity tests were performed by Chow et al. (2006) running
ployed in the eddy viscosity equation is based on the gridARPS in LES mode to simulate the flow in the Riviera Val-
size, whereas the length scale for the RANS mode is basebby, situated in the Swiss Alps, using five one-way nested
on a PBL (planetary boundary layer) depth or distance fromgrids at horizontal resolutions of 9 km, 3km, 1 km, 350 m,
the ground. The differences between RANS and LES becomand 150 m. Chow et al. (2006) concluded that, although sen-
small when similar space and time resolutions are used in nusitive to the soil temperature and moisture initialization, their
merical modeling. This is also one of the four concepts ratechumerical results were in good agreement with the field data
by Pope (2000) that characterize the LES model, indicatingrecorded during the 1999 campaign of the Mesoscale Alpine
that the physical and numerical modeling must be deliber-Programme (MAP Riviera Project; Rotach et al., 2004). In
ately combined. Additionally, we prefer the LES procedure simulations of the type discussed here, which are charac-
for our study because it is clear which physical features arderized by short spin-ups, the initialization of soil moisture
resolvable and which must be modeled. and skin temperature may become one of the main issues
Several numerical studies available in the literature haveof the modeling, since it may require offline models to pro-
adopted significant refinement of the grid in mesoscale simvide proper initial conditions. Chow et al. (2006) tried many
ulations. As an example, we may cite the simulations car-different approaches to solve this problem, but the statistical
ried out by Grell et al. (2000), who used MM5 to compute indices were still lower than expected.
the atmospheric flow in some regions of the Swiss Alps with In the numerical studies performed by Hanna and
horizontal resolutions of up to 1 km. It is worth noting that Yang (2001), who used four different mesoscale models in
previous works, such as Lu and Turco (1995), point out thattheir simulations, the discrepancies that appeared in the cal-
the increase in the spatial resolution of the grid can generculation of the wind direction and speed were attributed to
ate more detailed and reliable solutions. In fact, most studieshe misrepresentation of the turbulent fluxes, mainly due to
show that high-resolution numerical grids tend to improvethe land-use database and the subgrid-scale parameteriza-
the quality of numerically simulated data when comparedtion adopted. However, Zangl et al. (2004) and Gohm et
to observed data (Revell et al., 1996; Gagrand Sandvik, al. (2004) simulated foehn winds using MM5 with two-way
1999; Grell et al., 2000; Chow et al., 2006). However, in re- nested grids and found nonnegligible differences between
gions of steep and extensive slopes, the topography may b&mulated and observed data even using a horizontal reso-
poorly represented because the ramps that form the slopdation of 267 m for the innermost grid. Based on that they
on the surface may become irregular as the grid resolutiortoncluded that the topographic data require a high resolution
is increased. In this case, the coarse spatial resolution of thand that the lateral BCs (boundary conditions) are poorly sat-
topographic database does not add any additional informaisfied if the grid points are too far apart from each other. In
tion to the simulations, since fine numerical grids require contrast, Zangl et al. (2004) found that the effect of the hor-
extensive surface information. The same concerns are exzontal computational mixing model was larger than the ef-
pressed in Chow (2004). Usually, high-resolution numeri-fect of grid resolution. Their model performed better with an
cal grids are often employed for simulations of small areasimproved computational mixing scheme at coarse resolution
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(3km) than with the traditional mixing scheme at fine res- in the ARPS code to run it in LES mode. The authors con-
olution (1 km). As a matter of fact, most studies also point cluded that the use of explicit filters and a DRM avoids com-
out that the soil and the vegetation databases are also impomon problems in the ground-surface BCs that appear in the
tant sources of error. De Wekker et al. (2005), using RAMS,LES model and that the results were quite satisfactory when
showed good agreement between numerical and observetbmpared to other field data and numerical models (Castro et
data, but their modeling did not capture accurately the windal., 2003; Lopes et al., 2007).
structure in a region characterized by valleys and mountains, The main objective of this paper is to evaluate the local at-
even though their grid resolution of 333 m was very fine. Themospheric circulation system of the metropolitan area of Rio
probable cause was the bad representation of the topographéte Janeiro (MARJ), Brazil, by setting up a high-resolution
database provided by RAMS. numerical model using ARPS in the LES mode as the main
Many numerical weather- and climate-prediction modelstool, and having detailed and updated topography and land-
are sensitive to the heat and moist surface fluxes (Beljaarsise databases incorporated into the model. New preproces-
et al., 1996; Viterbo and Betts, 1999). Because these surfacgors are developed and incorporated into ARPS to input the
transport processes occur on the subgrid scales, they canniofformation from the database files of the Shuttle Radar To-
be solved directly and, therefore, they need to be paramepography Mission (SRTM; Farr and Kobrick, 2000) and the
terized. In practice, the moist fluxes at the soil surface areEuropean Space Agency (ESA) GlobCover (Bicheron et al.,
estimated by soil and vegetation models (Pitman, 2003). Th&008) and GlobCarbon (Eyndt et al., 2007; Arino et al., 2008)
transfer of moisture is usually described by semiempiricalprojects in order to generate appropriate honhomogeneous
aerodynamic coefficients, which are based on the similarsurface BCs for the present model.
ity functions presented by Businger et al. (1971) and Dear-
dorff (1972). Recently, Weigel et al. (2007) showed that the
moist flux from the soil surface to the atmosphere is not con-2  Site characterization, period synoptic analysis
trolled by the turbulent eddies only. The authors note that and surface station data
other mechanisms are also important, such as the mass trans-
port due to the geometry of the topography and the interacin order to assess the capability of our high-resolution nu-
tions that exist in the thermally induced circulations presentmerical model to compute the local atmospheric circulation
in regions of valleys and mountains. over a complex-terrain region we perform numerical simu-
Recent studies have shown that LES has been adoptedtions for the MARJ. The MARJ is characterized by com-
frequently, mainly due to increased computational power toplex topography, nonhomogeneous land-use and land-cover
solve high-resolution atmospheric flow. Wyngaard (2004)surfaces, and is surrounded by water bodies, such as the
observed that LES is not restricted to applications where theSepetiba Bay, the Guanabara Bay and the Atlantic Ocean
flow occurs in the smallest resolvable turbulent scales. Chow(see Zeri et al., 2011). Also, the MARJ is influenced by
et al. (2006) and Weigel et al. (2006, 2007) indicated thatthe South Atlantic subtropical anticyclone (SASA), by low
the complex thermal structure and dynamics of the atmo4rontal pressure systems on the synoptic scale, and by breeze
spheric flow over the complex terrain present in the Swisssystems on meso- and local scales (sea—land and valley—
Alps may be reproduced in detail using ARPS with Moeng mountain). The influence of the several atmospheric scales
and Wyngaard’s (1989) LES model turned on. Michioka andover the local circulation in this region becomes a major chal-
Chow (2008) also showed that ARPS performs well whenlenge for assessment of the performance of the mesoscale
configured to run in the LES mode. These authors couplednodel ARPS. The MARJ is a high-population-density area
ARPS to a code that calculates the dispersion of passive pokhat accounts for about 80 % of the population of the state
lutants and ran simulations in regions of highly complex ter-of Rio de Janeiro, Brazil, and contributes the most to the
rain using one-way nested grids, where the highest resoluemission of pollutants into the atmosphere. The main rea-
tion was 25m in the horizontal directions. Recently, Chow sons for that are the existence of many industrial and mo-
and Street (2009) implemented a new turbulent-flux param-bile pollution sources that have emerged after new invest-
eterization model in ARPS in the form of a Taylor-series ments in infrastructure have been made that are associated
expansion, which aims to reconstruct the resolved subfilterwith the expansion of the Itaguai Harbor, the installation of
scale turbulent stresses. Variations of this series expansiothe Steel Company of the Atlantic Ocean and the existing
are combined with dynamic eddy-viscosity models for the petrochemical industry. The high emission rates of pollu-
subgrid-scale stresses to create a dynamic reconstructigiants in conjunction with the characteristics of the local at-
model (DRM; Chow, 2004; Chow et al., 2005). The authors mospheric flow lead to the degradation of the air quality of
evaluated the performance of DRM computing the flow overthe MARJ's air basins (Fig. 1) which are regions delimited as
the Askervein Hill (Taylor and Teunissen, 1985, 1987) anda function of the homogeneity of the areas, the topographic
found promising results. The atmospheric boundary layerformation, the soil-type coverage, the climate characteristics,
(ABL) flow over the Askervein Hill has also been studied the mechanisms of pollutant dispersion and the airspace re-
by Chow and Street (2009), who added a new stress tensajions. There are a few World Meteorological Organization
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fall and the winter seasons, we note the occurrence of fog
between dawn and morning.

For a comparison and statistical analysis of the results,
we use hourly observational data to calculate potential tem-
perature and the water-vapor mixing ratio at 2 mabove
ground level (a.g.l.), and get wind direction and speed
at 10ma.g.l. from 11 available. WMO standard surface
weather-observation stations located in different zones of the
MARJ, as seen in Fig. 1 and Table 1. The data from Maram-
baia, Ecologia Agricola, Vila Militar, Jacarepagua (JPA), Co-

22°40'0"S

? pacabana and Xerem surface stations were obtained from the
g Sopeiva e Forte de Copacabana Brazilian National Institute of Meteorology. The METeoro-
QL - i ) - v logical Aerodrome Report (METAR) code data, which may
Atlantic|Ocean| 2%, 7P be decoded to get wind direction and speed, visibility, ab-
s SR 200N 00 solute temperature, dew point temperature, and atmospheric
Figure 1. The MARJ air basins and the location of the surface Préssure, were produced at the aerodromes of Santa Cruz
weather-observation stations. (SBSC), Campo dos Afonsos (SBAF), Jacarepagua (SBJR),

Santos Dumont (SBRJ) and Galeao (SBGL), which are regu-
lated by the Meteorology Network of the Brazilian Air Force
Command. It is worth mentioning that SBGL has also sound-
(WMO) standard surface weather-observation stations andhg data available.
just one upper-air station in the MARJ, indicating the need
to use high-resolution simulated data of the atmospheric flow ) )
to provide support to the air quality modeling in the region. 3 Numerical modeling setup
Our simulations cover two time periods of 48 h — between . .
00:00UTC (coordinated universal time) 6 September andThe_procedures we emplqyed to run accurate numerlcal_ sim-
00:00UTC 8 September 2007, and between 00:00 UTC lations of the atmospheric flow in the MARJ are descrlbt_ed
February and 00:00 UTC 8 Feburary 2009 — and one time pe- ere. Thesg procedures can also be applied to o_ther regions
riod of 24 h on 8 August 2011. In the first period (Sep/2007), on earth, since we have developed new subroutines to pro-

the synoptic analyses indicated the dominance of the SASA?heSS all thef shatellite dgtal nee(:]ec(ij. Thel stezs ta'lz\egpigclﬁde
over the MARJ. This is a system of semipermanent hight e setup of the numerical method employed on » the

pressure, characterized by the presence of horizontal Synoﬁ_tructure of a high-resolution one-way nested grid, the incor-

tic winds that rotate counterclockwise, vertical subsidencePoration of a detailed and updated topograph)_/ and Ianq-gse
wind that generates divergence near the surface, clear sk ’atabases on ARPS, gnd the gdequate selection of radla.tlon,
calm weather, and stable conditions, such that the SASA |0_urbulence closure, microphysics and cumulus parameteriza-

cation and intensity change seasonally (Richter et al., 2008t,ions based on the ARPS_user guide (Xue et_ a_l., 1995). A
Zeri et al., 2011). The influence of the SASA contributes control run (CTL) set up with the (outdated) original ARPS
to inhibit cloudiness and the advancement of high—latitudeSurface databases serves as a reference for comparisons be-

frontal systems in the region of interest (Lucena et al., 2012).“"“;‘3?1 tr]l.e lzlgrl;-resolgtlonl (dHR) surface database final runs
Meteorological mesoscale and microscale systems, such Ahd the field observational data.
the sea breezes that act in the MARJ, can be hidden by th :

’ : A1 N I sch
SASA system, but they are not totally destroyed as is theg umerical schemes
case when fronts pass _by the area. During this first periodywe set up ARPS to employ a fourth-order spatial differ-
the SASA system remained mostly over the Atlantic Ocean,encing for the advection terms and a mode-splitting tech-
between latitudes of 50 and 0 arc-deg south and longitudes pjqye for the temporal discretization to accommodate high-
of —50 and Oarc-deg west, whereas the directions of préfequency acoustic waves. Large time steps)(are chosen
vailing synoptic-scale winds were northeast and east in th§ 55ed on the leapfrog method. For the small time staps (
MARJ. In the second period (Feb/2009), the synoptic analyye yse first-order forward—backward explicit time stepping,

ses indicated that a moist mass of air was replaced by a drigtycent for terms responsible for vertical acoustic propaga-
high-pressure post-frontal mass of air over the MARJ afteriigy which are treated semi-implicitly.

the passage of a frontal system. This drier mass of air joined

the SASA hours later and moved further into the Atlantic 3.2  Grid nesting and topography

Ocean (with respect to the first period). Although the MARJ

was also dominated by the SASA circulation in the third pe- We adopt a one-way nested-grid structure that is set up based
riod (Aug/2011), which is common in a month between the on the tutorials of Mesinger and Arakawa (1976) and Warner

Geosci. Model Dev., 7, 1641659 2014 www.geosci-model-dev.net/7/1641/2014/



L. M. S. Paiva et al.: Influence of high-resolution surface databases 1645

Table 1. Location of the surface arftlupper-air weather observation statiohs.m.s.|.: above mean sea level.

Weather Identification  Latitude Longitude Elevation  Geographic
stations code (am.$). zone
Marambai& A602 23.05S 43.60W 09.70m

Ecologia Agricol&  A601 22.80S 43.68W 34.00m West

sBscd 83741 22.93S 43.72W 03.00 m

Vila Militar © A621 22.86S 43.4TtW 45.00 m

JPAC A654 22.99S 43.37W 03.00 m

sBAF 83748 2287S 4338W 3400m  Southcentral
SBJH 83111 22.97S 43.37W 03.00m

Copacabarfa 83111 22.97S 43.37W 03.00 m

Xerenf A603 2258S 43.27W 33.00m

SBRJ 83755 2288S 43.17W 03.00m East
sBGLad 83746 22.82S 43253 W 06.00m

Source? Brazilian National Institute of Meteorology affdVieteorology Network of the Brazilian Air Force Command.

and G6) have a horizontal resolution of 300 m and are not
nested to each other, as illustrated in Fig. 2. This setup has
been chosen because we are interested in understanding how
18 ' the local atmospheric circulations behave when they cross
the boundaries of air basins I, and Il and Il of the MARJ
. (Fig. 1), which are covered by the G5 and G6 domains, re-
-228 B spectively. This grid setup also helps us to reduce the com-
= 7 putational cost that we would obtain if a single domain were
used with the finest-grid resolution. It is important to remem-
ber that the higher-resolution grids process information com-
ing from the 0.8-GFS analyses and results of the previous
232 H simulation performed on the coarser-resolution grids, which
continent embed physical effects of the various scales being modeled.
42 -0 38 436 434 452 430 48 When one-way nested grids are used, the energy transfer
Longitude (arc—deg W) .
occurs from large to small scales. Nevertheless, this proce-
Figure 2. The limited areas of G4 (resolution of 1km), and the G5 dure used by ARPS allows that each vertical resolution be
and G6 innermost grids (resolution of 300 m). treated separately for each numerical grid, ensuring that the
flow computation is performed in the LES mode, which we
found to be necessary to accommodate the steep terrains of
the MARJ. Currently, two-way nesting schemes are available
in other codes, such as RAMS, that do not allow for vertical
resolution changes, but the effect of two-way nesting will be

Latitude (arc—deg S)

et al. (1997). An external grid (GEXT) is set up in order to
preprocess the data from the 9.6lobal Forecasting Sys-

tem analyses (0°5GFS; Kanamitsu, 1989), and to produce : : .
the first initial conditions (ICs) and lateral BCs at 3 h inter- explored in future work. The grid domains from GEXT to G4

) . . are centered at a point located-a22.82 arc-deg south lati-
vals for the outermost domain (G1), which has a horlzcmtf"lltude and—43.50 arc-deg west longitude, whereas the center

reso_lutlon of 27 km. Relaxanon on the values of the BCs 'Sof grid G5 is slightly shifted te-22.88 arc-deg south latitude
applied to a 5-10 grid-cell zone around the domain bound- .

. . . . and —43.72 arc-deg west longitude and G6-t@2.80 arc-
ary, depending on the grid. In all simulations output data aredeg south latitude ane43.27 arc-deg west longitude, as can
produced at hpurly intervals such that the data computed %e seenin Fig. 2. A Mercator projection is used With, the true
any coarse grid are also gmployed as IC§ an_d BCs at3h "Vatitude and longitude located at the center of each domain to
tervals for a subsequent fine-grid simulation in the one-way

nested-grid domain. Namely, G1 produces data for G2, Gé'mnlmlze distortion in the main area of mterest_, particularly
o in smaller areas that have the highest resolutions. For each
for G3 and G3 for G4. Similarly, G4 produces data for both . L .
. . . nested subdomain, the terrain is smoothed next to its bound-
G5 and G6. In order to determine the horizontal resolutions ; . :
. . ary to match the local neighboring grids that have lower res-
for grids G2—G4 of the one-way nested-grid setup, we em-_ .~ .
. . olution.
ploy a ratio of one grid size to the next equal to 3, all cen-

tered with respect to the coarsest grid. The finest grids (G5
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Table 2. Structure of the one-way nested numerical grids. Given the number of grid peints andn,, the physical domain size can be
calculated as.; x Ly x H;, whereLy = (ny —3)Ax, Ly = (ny —3)Ay, andH; = (n; — 3) Azmeg

Grids  nzg ny xnyxng Ax,Ay AzZmin AzZmed LxXxLyxH; AtlAT
GEXT 2 39x 39x 53 55km 50m 500m 1980 1980x 25kn?  —
Gl 2 51x 51x 53 27km 50 m 500m 1296 1296x 25kn?  15g/15s
G2 2 95x 78x 53 9km 50 m 500m 828 675x 25 knP 85/8s
G3 2 99x 78x 53 3km 50m 500m  28& 225x 25 knP 25925s
G4 2 171x 111x 63 1km 50m 400m 168 108x 24 knP 2s/1.5s
G5 2 227x 177x 63 300m 20m 350m 67252.2x21km?  1s/0.2s
2

G6 187x187x 63 300 m 20m 350m  55.255.2x 21 kn? 1s/0.2s

The ARPS original files of the 30arc-sec (i.e., approx- 1996). Poulos (1999) and De Wekker (2002) have found
imately 900m) USGS (United States Geological Survey)that the aspect ratio of the grid should be small, especially
topography database are preprocessed for grids G1-G3 ifor terrains with steep topography. Following the tutorials of
our simulations. Depending on the run configuration, theMahrer (1984), Kravchenko et al. (1996), Poulos (1999) and
ARPS files for grids G4 and G6 are either preprocessed fronDe Wekker (2002) and similar procedures adopted by Chow
the 30 arc-sec USGS (i.e., approximately 900 m) topographyet al. (2006) we set up grids G1 and G2 with grid aspect ratios
database or the 3arc-sec SRTM (i.e., approximately 90 mpf 540 and 180 near the surface, respectively, to represent the
detailed and updated high-resolution topography databasescales in the atmosphere. These choices are adequate because
which we have recently incorporated into ARPS. This in- the characteristic scales of the topography and the resolvable
corporation procedure required substantial modifications tdlow are large enough for the G1 and G2 domains, in addition
the arpstrn.f90 source file of the original ARPS code, whichto the fact that the 1.5-TKE parameterization scheme for the
can be downloaded directly frommtp://meteoro.cefet-ri.br/ closure of the turbulent fluxes are used in both grids. Tests
leanderson/arpshd run with the 3 arc-sec SRTM data on the with high values ofA znmin for grids G1 and G2 degraded the
ARPS model version 5.2.8. Details on how the arpstrn.f90representation of the synoptic structures in comparison with
routine works can be seen in the file’s comment lines and alsdhe analysis of the synoptic charts, especially when we an-
in Xue et al. (1995). In Fig. 3a and b it is possible to com- alyzed the mean atmospheric sea-level pressure fields. The
pare these two distinct databases processed for G5, whesame proportion was used for the G3 and G4 aspect ratios,
we can easily notice that the topographic details are muctsince theirAzmi, values are equal to the coarser grids. Par-
better reproduced by the 3 arc-sec SRTM data, especially iticularly, for the G5 and G6 grids, we avoided increasing the
regions where the topography exceeds 800 m a.g.l. The highaspect ratio more than necessary and imposing a substantial
resolution topography database allows a much more approdecrease in the value dfzmi,. Thus, we adopted an aspect
priate definition of the surface boundary condition. Although ratio equal to 15, which results in a first level at 10 ma.g.l.

a comparison between these databases for grid G6 is n@ndAzmin equal to 20 m for the finest grids.
shown, the east side of the G5 domain provides a good idea
of what the topography maps look like for G6. 3.4 Land-use databases

In addition to the atmospheric model component, our simu-
lations work together with the ARPS soil-vegetation model
that has been constructed based on the parametric scheme
ARPS incorporates a-coordinate system that follows the geveloped by Noilhan and Planton (1989) and modified by
ground surface. The grids are stretched using a hyperboligjejm and Xiu (1995). This scheme is a function of the soil
tangent function (Xue et al., 1995) that produces an averyng vegetation types, vegetation cover fraction and the nor-
age spacingizmeqd and a domain heightl; equal to f: —  malized difference vegetation index (NDVI) and/or leaf area
3)Azmeg, Wheren is the number of the vertical grid points. jndex (LAI). Thus, it is important that the databases contain
The smallest vertical spacingzmin used for each grid and  getailed updated information about urban and vegetated ar-
the number of grid points below ground levely can be  eas and water bodies with relatively high spatial resolution
found in Table 2. To resolve the smallest structures of theyg 5110w more suitable nonhomogeneous BCs to simulate ac-
atmosphere it is necessary to adopt high vertical resolution%ura@y the atmospheric flow, mainly in LES mode. ARPS
but the grid aspect ratioX/ Azmin, where A = Ax =Ay)  models physically 13 soil types (including water and ice)
should not be extremely large to avoid numerical errors,gnq 14 vegetation types, according to the classification of the

also to avoid distortion of the resolvable turbulent structures

when runs are carried out in LES mode (Kravchenko et al.,

3.3 \Vertical resolution and grid aspect ratio
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Table 3.Conversion of the original 30 arc-sec USGS and updated 10 arc-sec ESA categories of vegetation type to the USDA classification that
is adopted by ARPS. See tables in Xue et al. (1995) and Bicheron et al. (2008), and the user guide for more information on the vegetation-type
categories.

ARPS  Definition Categories zo(m) USGS ESA

01 Desert Bare ground, tundra 0.011 23 200, 201, 202, 203

02 Tundra Herb tundra, wooden tundra, mixed tundr®,.076 20,21,22 145
lichens or mosses

03 Gassland Crop and grass mosaic, grassland 0.030 57 140, 141, 143

04  Grassland with shrub cover  Mix of shrub and grass, savanna 0.238 9,10 142,130, 131, 132, 134, 135, 136

05 Grassland with tree cover Crop and wood mosaic 0.563 6 110, 120,144, 30, 32

06 Deciduous forest Deciduous broadleaf, deciduous needle-léaB26  11,12,15 50, 60, 80, 90, 91, 100, 101, 102, 16
mixed forest

07 Evergreen forest Evergreen broadleaf, Evergreen needle-leaf 1.089 13,14 41,42,70, 92

08 Rain forest Broadleaved evergreen or semi-deciduous 2.653 40
forest

09 Ice Snow or Ice 0.011 24 220

10 Cultivation Dryland crop pasture, irrigated crop pastur®.075 2,3,4 10, 14, 15, 20, 21, 22, 31
mixture dry/irrigated crop pasture

11 Bog or marsh Herbaceous wetland, wooded wetland 0.100 17,18 11, 12, 13, 160, 161, 162, 170, 180, 181, 182,

183, 184, 185, 186, 187, 188

12 Dwarf shrub Shrubland 0.853 8 133

13 Semidesert Urban, bared sparse vegetation 1.500 1,19 150, 151, 152, 153, 190

14  Water Water Bodies 0.002 16 210

For the soil-type representation, the original 30 arc-sec {a) G5 30s—USGS (b) G5 32—SRTM

USGS database files are processed and mapped into tta 555
grid categories set up in ARPS by selecting values fromg

= -228

the nearest data points. For the vegetation-type represent
tion, original files of either the 30 arc-sec USGS database 02 -zs
the 10 arc-sec ESA (i.e., approximately 300 m) GIobCover—é o
project database that we incorporated into ARPS are ems

Latitude (arc—deg S)

ployed, depending on the run. The incorporation of the veg- ' —ZF—ee—or—-u—u0Hu | M |
etation data into ARPS is carried out through the modifi- Longitude (arc—deq W) Langitude (arc-deg W)
cations that we have introduced to the original arpssfc.foC A

and arpssfclib.f90 source files. Particularly, we have devel-

oped and added two new subroutines to the arpssfclib.fodrigure 3. Shaded topographic-elevation maps for G5, processed
source file, referred to as GET_10S and MAPTY10S, whichWith (&) 30 arc-sec USGS ar(d) 3s-STRM databases.

are similar to the GET_30S and MAPTY30S original sub-
routines. The GET_10S subroutine reads 10 arc-sec or 300t
vegetation-type data resolution files from the ESA Glob- ; -227
Cover project. The MAPTY10S subroutine transforms thef _,,,
22 categories from 10 arc-sec vegetation-type data into th1g
simpler 14 original vegetation-type USDA/ARPS categories,
and feed them into the model domain by choosing the date -0
values at the nearest grid points. Beyond that, the setting o s
the Surface_roughneﬁ)g map is processed by Choosing val- —44.0 —43.9 —43.8 —43.7 —41.6 —43.5 -43.4 —43.0 ~439 —43.8 —43.7 —43.6 —43.5 ~43.4

(a) G5 30s—USGS {b) G5 305—USGS (fit

(
»
15
b

-229

Latitude {arc—deg S)

ues associated to the vegetation-type classes, according to t| L°"g't”|de (qlrc_deg " M’
same conversions shown in Table 3. Both the arpssfc.f90 an T > EE EREZFEE ZFT ZT ZF Y B
arpssfclib.f90 source files have been commented to explail 6 5 & 8 8 25 25 8 BB g
the modifications and they can be downloaded directly from r ¥ 5 E o g E B g
http://meteoro.cefet-rj.br/leanderson/arps/ g a & 4 & 2

When the 30 arc-sec USGS vegetation-type database files
are adopted in our runs, LAl is calculated from the 30 arc- Figure 4. Soil-type shaded maps for G5, processed with the 30 arc-
sec USGS monthly NDVI database for herbaceous vegetasec USGS databasg@) non-fit and(b) fit.
tion and trees, respectively (Xue et al., 1995). The relation
between the NDVI and LAI for herbaceous vegetation can
be consulted in Asrar et al. (1984), and for trees in Nemani
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Figure 5. Vegetation-type shaded maps for G5, processed (ith iIIus’Frat_e a comparison of the vegetation-fra_ction maps on
30 arc-sec USGS ar(®) 10 arc-sec ESA databases. G5, indicates that the 30 arc-sec ESA vegetation fraction map
presents a pattern that is in accordance with the pattern pre-
sented by the 10arc-sec ESA vegetation-type map. How-
ever, the same does not exactly occur when we compare the
. ! . 30arc-sec USGS vegetation-fraction map to the 30arc-sec
30 arc-sec N_atlonal Environmental Satellite Data and Infor—USGS vegetation-type map. Therefore, we can safely con-
rT‘a“O” Serwge (30arc-sec NE$DIS), s_u.pportled by the Natiude that in this work it is better to use the ESA land-use
tional chanlc and Atmospheric Adm|n|strat|on (NOAA), database than the USGS database. The surface roughness
are derived from the same NDV! data using the methodologymaps are not shown here because they are closely related to

suggested by Gutman and Ignotov (1998). However, WhenVegetation-type information available in Table 3. Similarly,

ever the 10arc-sec ESA vegetation-type database files alffe LAI maps are also omitted because they are intimately re-

employed in our runs, LAl and vegetation fractions are di- lated to vegetation-type and vegetation-fraction information

rectly obtained from the 30 arc-sec ESA GlobCarbon projeCtavaiIabIe on the maps in Figs. 5a and b and 6a and b.

database, and little corrections on the mapped 30arc-sec Additionally, we use two soil layers with depths of 0.01m

USGS soil-type data are needed near the coastlines of thgnd 1 m for the computation of the temperature and moisture

water bodies, as illustrated by comparison in Fig. 4a and bD ; ; ;
. . alances according to the ARPS soil-vegetation model. The
for the G5 domain. We point out that we have developed the ¢ g

sea surface temperature (SST) and the soil skin temperature
GETLAIGLOBCARBON and the GETFAPARGLOBCAR-

. ) . . and moisture initial databases for the G1 grid are obtained
BON subroutines and included them into the arpssfclib.fo0¢ "4 5.gFs analyses. For the subsequent grids, ini-

source file of the ARPS code. Thgse routines are able toreag, \a1yes of these surface characteristics are obtained by
the LAl and calculate the vegetation-fraction values, respecy, | rica interpolation performed in each preceding grid.

tively, from the GlobCarbon project database and interpolateWe also point out that, for all grids, we adopted the Colette

th?m igtohthiﬂfgﬁmgfgé&asggﬁln' V\éjel\tllz\lli’eT?(IEZ de'et al. (2003) topography shading scheme, the Chou (1990)
veloped the an " and Chou and Suarez (1994) short- and long-wave radiation

PARGLOBCARBON subroutines to transform the 30arc- schemes, the Kain and Fritsch (1990, 1993) microphysics

sec ESA LAI and the FAPAR (Fraction of Absorbed Pho- (oo o0 4ine 1.5-TKE, Moeng and Wyngaard (1989) tur-

tosynthetically Active Radiation) data into the simpler LAl ulence model. The Kessler (1969) and Lin et al. (1983) cu-
and vegetation-fraction data and feed them into the mOdeE'quus scheme is turned on only for the G1 and G2 synop-

domain by choosing the datg values at the nearest grid pOi,m%rc grids. Table 4 summarizes the differences adopted in our
For an adequate reproduction of our results we also prov'd%ne-way nested-grid runs

the namelist files — i.e., the arps.input files, and the SRTM '
and ESA databases http://meteoro.cefet-rj.br/leanderson/
arps/—in order to allow any setup we have used to runon all4 Results and discussion

domain grids employed in this work.

Figure 5a and b highlight a comparison between theThe simulations are performed in parallel on a cluster com-
vegetation-type maps processed on G5 with the 30 arc-seprised of three identical machines with the Intel Xeon E5450
USGS and the 10 arc-sec ESA databases, respectively. It cgorocessor of 3.0 GHz of RAM (random access memory) and
be noticed that the 10arc-sec ESA vegetation-type mosaicache size of 6144 KB. Our short spin-up runs cover two
presents more detailed and smoothed areas than the 30 angeriods of 48 h and one of 24 h, which are long enough
sec USGS database. The analysis of Fig. 6a and b, whicto infer the dependence of the simulations on initial and

and Running (1989). Also, vegetation-fraction data from the
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Table 4. Summarized surface database configuration of the one-way nested numerical grids.

Grids Topography Soil type Vegetation type LAI Vegetation fraction

G1-G3 30arc-sec USGS 30arc-sec USGS 30arc-sec USGS 30arc-sec USGS 30arc-sec NESDIS
GA-G6 CTL 30arc-sec USGS 30arc-sec USGS 30arc-sec USGS 30arc-sec USGS 30arc-sec NESDIS
- HR 3arc-sec SRTM 30arc-sec USGS 10arc-sec ESA 30arc-sec ESA 30arc-sec ESA

boundary conditions, grid resolution and topographic and22 statistics for the wind speed. We consider these statisti-
land-use databases, and to compare the results to surface acal indexes to be very appealing. Specifically in the case of
upper-air observational data for distinct days. We anticipatethe wind speed, which is a very important quantity, the im-
that, in the absence of frontal systems and depending on therovement obtained in its calculation can be quantified by
positioning of SASA in the southeastern region of Brazil, the looking, for example, at the Marambaia and Ecologia Agri-
prevailing winds that blow in the region of interest are the re- cola stations (located in the west zone). At Marambaia, Ta-
sult of mesoscale and microscale mechanisms that occur aslde 5 shows that there is a decrease of the bias from 2.32 to
function of the land—sea contrast, mountain-valley and landl.66 m s, whereas at Ecologia Agricola the decrease goes

use. from 3.18 to 2.69ms!. Also, the RSME goes from 3.02
to 2.42ms?! at Marambaia, and from 4.26 to 3.59 msat
4.1 Statistics indexes, meteograms and upper-air Ecologia Agricola. To support this line of reasoning, we cre-
profiles ated Table 6, which summarizes the statistics by classifying

the stations into three zones as seen in Table 1. Table 6 shows
Analogously to Chow et al. (2006), Table 5 illustrates the that the wind speed results are better for the HR runs in the
mean errors (bias) and the root-mean-square errors (RMSEyest and south-central zones, which adds up to 14 improve-
computed for the potential temperatéewater-vapor mix-  ments out of 14 statistics.
ing ratiogy and wind direction and speed for both runs of all  From Tables 5 and 6, the statistical indexes for the po-
periods. The results completely exclude the fast spin-up timgential temperature show significant improvement over the
of the indices and maintain only the computationally stablecT| yun results when HR databases are employed. All cases
time results of the daily-cycle periods. The bias and RMSEgye petter for the HR runs in the east zone, and four out of

are computed as follows: six are better in the west zone. Considering all zones, only 6
N cases out of 22 presented worse results with HR databases.

bias— 1 Z‘p{ (1) Although we had four worse cases out of eight in the south-

N~ v central zone, the calculated bias for both the CTL and the HR

runs are small (less than 1.8 K for the west and south-central

zones) compared to potential temperature values on the or-
(2) der of 300.0K, which were calculated from observed, mea-
sured values. In the east zone, where we had eight improve-
ments out of eight statistics, the bias values are also small (in
the range 1.5-2.6 K). This set of results indicates that ARPS,

RMSE=

wherep’ = ¢ —¢, represents the difference, or deviation, be-
tween any forecasted and observed variable,Mnsithe to- overall, is doing a good job in the prediction of the time and

;[/?;':ilgrznr?"neera%fsvggiﬁgos?rsﬁuFI;)trevc\j”Cv?n?jlr\?ggg) r: dae\r;i(; ?gg’ilg;_space variation of this quantity in the simulations, although
N ) : the computed values tend to underestimate the observational
wise in relation to the observed wind vector. Because the

largest possible error in wind direction is 180 arc-deg, thedata'

e T . When we consider the statistical indexes for the vapor-
definition of the deviatiorp’ needs to be changed according mixing ratio, we see from Table 5 that there is no signifi-

to cant difference between the bias values calculated from the
, 360 HR and the CTL runs. Although this result indicates that
¢ = (¢t — ¥o) <1— T ) ) there is no clear advantage of using HR databases over low-
l¢t — @ol : ) :
i resolution databases, we point out that the bias values are
if |of — @o| > 180 arc-deg 3)

small (less than 1.7 g k¢) compared to measured values on
. the order of 15gkg! (which sets th le for thi -
The analysis of the statistical indexes from Table 5 clearlytits) Oéxitra;))t at tr?e gB\(]VIYQ ;] dSSeBSR 3 :t:t(i::nes (I)r: otﬁlse?\lljv?)rr] ds

summarizes that the HR-run results are much better than thgg ™%, " 0000 predicts correctly the time and space varia-
CTL-run results. From t_he_ data displayed n Table 5, WE+ion of this qguantity in ARPS simulations, and from a sta-
see that the HR-run statistics are worse only in 6 out of the

i . : tistical point of view there is relatively little to improve on
22 statistics for potential temperature, and only in 2 out of P y P
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Table 5.Mean errors (bias) and RMSEs férqy, wind direction and speed.

Variables and
statistics

Weather Stations 6 (K) qv (gkg™1) Direction (arc-deg) Speed (17$)
and runs
bias RMSE bias RMSE bias RMSE bias RMSE
Marambai CTL -044 246  -129  1.77 1357  76.67 232  3.02
arambaia HR 031 269 -127 177 2022  76.75 1.66  2.42
Ecologia Aaticol CTL -023 220 -169 229 -3616  69.50 318 426
cologia Agricola HR —0.09 228 -175 232  -36.47  72.90 269 359
BSC CTL -029 260 -1.04 192 -2535  79.48 071  2.60
HR -0.07 253 -106 194  -2396  81.77 073 250
Vila Milt CTL -028 248 -0.87 1.87 -13.14 10251 048 113
ia Militar HR -0.86 234 -082 187 16.06  101.04 039 112
1PA CTL 004 192 -070 146  -17.38  59.73 129  2.36
HR —0.08 1.85 —-065 146 ~6.36 6748 1.00  1.90
SBAF CTL -008 333 -107 229 -16.17  89.74 037 179
HR -0.83 314 -093 223 256 9340 —013  1.68
SBIR CTL -1.74 301 —-370  3.40 ~360  60.04 143 231
HR -1.87 287 -358 385 574  62.42 130  2.08
c o CTL -149 292  —143  2.00 ~3.09 8616 -032 213
opacabana HR —126 275 —144 204 —4.78 93.01 -015  2.43
« CTL 262 500 -156 230 —2649 10511 235 368
erem HR 222 438 149 233  -2050 104.13 1.80  2.99
SBR) CTL -153 200 -215 242 10.36  84.30 003 167
HR —1.33 1.89 -219 246 ~8.79  84.94 022 186
SBGL CTL -144 259 —045 175 1122 9045 -0.16  1.66
HR —1.22 259  -048 177 1454 8450 —0.16 164

Table 6. Summary of the statistical indexes. Cases where the HRdifficult quantity for any model to forecast accurately, the HR
run is worse than the CTL run, with respect to the total number ofrun shows significant improvement over the CTL run at the
cases. SBAF and JPA stations. At the SBAF station, the wind direc-
tion bias discrepancy goes froml6 to 2, approximately,
whereas, at the JPA station, the bias discrepancy goes from

Variables zones 6 Speed

West 26 0/6 —17 to &, approximately. Also, we must be careful to inter-

South central £8 0/8 pret the statistics indexes when, for example, bias is calcu-
East 08 2/8 lated for time cross sections that remain lagged during the
Total 622 222 entire period of the simulation. For the SBSC station, the

bias for the wind direction indicates values of about,20
but the RMSE confirms that errors are as large as we see in
the time cross sections (not shown). At the SBJR the differ-
the calculation of the vapor-mixing ratio. Therefore, the sta-ences indicated by the RMSE values are small too, although
tistical indexes that compare the HR and CTL runs’ resultsthe statistical indices were not calculated between 00:00 and
should not be used directly to assess the advantage of th@9:00 UTC; i.e., night to dawn and early morning. We should
HR simulation over the CTL simulation. It is worth noting also emphasize that the data at the observation level closest
that we compared the observational and model results at tht the ground may be influenced by surface effects due to the
same height by extrapolating the ARPS results from the firstplant canopy, which is not totally represented in mesoscale
grid point at 10 m down to 2 m. models due to difficulties with the turbulence parameteriza-
In the case of the wind direction, large deviations betweention schemes, incipient grid resolution, poor urban soil-type
the ARPS runs are observed against observational data. Delatabase, and low resolution of the topography database out-
spite the fact that the wind direction is probably the mostside of the fine-resolution domains. These effects imply that
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Figure 7. Time cross-section data ¢&, b) 6 (K), and(c, d) wind Figure 9. Time cross-section data ¢, b) # (K), and(c, d) wind
speed (ms?) observed (closed circle) and simulated by G5 of the speed (ms?) observed (closed circle) and simulated by G5 of the
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weather-observation station. weather-observation station.
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Figure 8. Time cross-section data ¢4, b) 6 (K), and(c, d) wind Figure 10. Time cross-section data d&, b) 6 (K), and (c, d)
speed (ms?) observed (closed circle) and simulated by G5 of the wind speed (msl) observed (closed circle) and simulated by
CTL (open triangle) and HR (open square) runs from 00:00 UTC G5 of the CTL (open triangle) and HR (open square) runs from

6 September to 00:00 UTC 8 September 2007 at Ecologia Agricolad0:00 UTC 6 February to 00:00 UTC 8 February 2009 at SBAF sur-
surface weather-observation station. face weather-observation station.

the model is unable to provide accurate lateral BC forcing forHR runs perform better than the CTL runs. We can see in
the finest grids, as discussed by Gohm et al. (2004). Regardhese figures that the CTL and the HR results underesti-
less of these issues, our results indicate that the scales modiate the potential temperature in most of the analyzed pe-
eled in the finest grids (G5 and G6), based on “Terra Incog+iods and overestimate the wind speed data in comparison
nita” (Wyngaard, 2004), are still accurate enough to providewith the observational data. This is in accordance with the
encouraging results. analysis above based on the statistical indexes shown in Ta-
Figures 7-12 show the time cross-section data, or meble 5. Specifically at the Marambaia station, the potential-
teograms, of potential temperature and wind speed that contemperature daily cycle is well simulated for both runs in
pare the simulated data from the CTL runs (open triangle)both days of the first period (Sep/2007), when compared to
and the HR runs (open square) with the observational datéhe observational data (Fig. 7a, b). Good agreement between
(closed circle) for some surface weather stations where thé¢he simulated and the observational data for the wind speed
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can be noticed at almost all times, mainly for the HR run 0Z 037 087 092 127 152 18I 217 00Z
(Fig. 7c, d). We also note the occurrence of large speed val- %‘{? Time (Z) 9AUG

ues in the periods 18:00-21:00 UTC 6 September and 15:00—

17:00 UTC 7 September 2007, which are associated with thé&igure 12. Time cross-section data ¢&) 6 (K), and (b) wind
sea breeze coming from the Atlantic Ocean. The simulatiorspeed (ms?) observed (closed circle) and simulated by G6 of the
results show just a slight discrepancy with respect to this be€TL (open triangle) and HR (open square) runs from 00:00 UTC
havior on the second day, since ARPS does not compute ad August_ to OO:QO UTC 9 August 2011 at Xerem surface weather-
equately the speed decrease from 18:00 UTC on, showin§Pservation station.

a possible influence of the synoptic forcing in the model-

ing process of the ABL and hiding the real effect of the sea

breeze coming from the Atlantic Ocean. The numerical results for the SBSC station present good
The observed daily cycles for the potential temperature areagreement with the observational data in terms of poten-
also represented qualitatively well by the simulation for bothtial temperature, mainly on the second day of the simulation
runs at the Ecologia Agricola station (Fig. 8a, b). The com-(Fig. 9a, b). On the first day, although the CTL and the HR
puted results for the HR run present better agreement withruns underestimate the potential temperature in the period
the observational data than the CTL run between 08:00 and 2:00-21:00 UTC, the HR run performs better than the CTL
14:00UTC for both days, just when the convective mixed run from 04:00 to 12:00 UTC, 6 September 2007, which rep-
layer is in development. The results illustrated by time crossresents a good short spin-up simulation. Overall, negligible
section of the wind speed computed from the HR run presentiifferences are found when simulated values are compared
better agreement with the observational data than the CTlwith the observational data (Fig. 9a, b). With respect to the
run, although the results show a systematic trend to overestiwind speed, both runs present large discrepancies when com-
mate the wind speed (Fig. 8c, d). The Ecologia Agricola sta-pared to observational data from the beginning of the run un-
tion is positioned relatively far from Sepetiba Bay (Fig. 1), in til 14:00 UTC, 6 September 2007, approximately. After that,
a direction transverse to the coastline. Thus, the sea breeze figth runs predict well the wind speed decrease at 18:00 UTC,
sometimes the driving force of the wind speed and direction,g September 2007, probably because of the turn of the wind
as it probably occurred on 7 September 2007. Based on theg@ot shown), and the HR run performs well in the detection
results and similar results obtained by Chow et al. (2006)of the few wind speed changes. Although the wind direction
for other regions, we infer that the poor representation of themeteograms are not shown for the SBSC station in particu-
30arc-sec USGS soil type can greatly influence the resultfar, the simulations seem to detect when the sea breeze starts
of the simulation, in spite of the best representation of theto turn coming from the Sepetiba Bay direction, but it fails
topography and vegetation-type provided in the HR run.  to detect when the wind turns completely from the south-
west direction. These results indicate that the fine settings
proposed for the databases are not yet fully appropriate to
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(open square) runs for 12:00UTC 6 September 2007 at SBGL(open square) runs for 12:00UTC 7 September 2007 at SBGL
upper-air weather-observation station. upper-air weather station.

represent the wind speed and direction behavior at the SBS&0M NNE (land and mountain breeze) and SSE (mountain
station. Even with the good performance of the computed®réeze). For both days (Fig. 10a, b), the flow accelerates
daily wind-speed cycle for the HR run on the second day an-Slightly when the wind blows from the S and SE (not shown)
alyzed (Fig. 9d), we highlight that there are combined effectsn the period 15:00-21:00 UTC, approximately, suggesting
due the synoptic scale and the sea breeze coming from th§'€ occurrence of a canalized jet due to the sea-breeze ef-
Atlantic Ocean and Sepetiba Bay. The low resolution of thef€ct from the Atlantic Ocean. In general, the HR run over-
soil-type database associated to soil temperature and moi&omes the CTL run for most of the time when we compare
ture initialization data may be affecting the modeled resultsthe wind speed results to the observational data, as illustrated
in this region too. in Fig. 10c and d. o o

The daily cycles for the potential temperature computed At the JPA station, qualitative and quantitative agreement
at the SBAF station (Fig. 10a, b) also presented successfip observed between the observational and the simulated data
results on the second period (Feb/2009) — i.e., in the periodf@lues for the potential temperature (Fig. 11a, b). There are
from 00:00 UTC 6 February to 00:00 UTC 8 Feburary 2009 _few discrepancies between the CTL and the HR runs at all
as observed for other stations. The CTL run performs bettefimes, but the HR run performs better than the CTL run
than the HR run only at some periods of the day, showing inM&inly in the period of full development of the convective
a convincing way that the HR run presents important resultgnixed layer. In general, Fig. 11a and b indicate that the land-
for a region characterized by valley—mountain effects (see thé/S€ database did not change too much the characteristics of
eastern side of Fig. 3a and b). We note that the ARPS resultf!® JPA region and its vicinity. However, the HR run per-
tend to overestimate the observational data for the potentidio™™ms well on both days analysed when we compare the sim-
temperature at night, dawn and early morning (about 21-00-ulated values for the wind speed with the observational data.
09:00UTC), and tend to underestimate them in the periodt iS worth mentioning that _the maximum values of wind
morning—afternoon (about 11:00-15:00 UTC). In general,SP€ed occurred around 15:00-21:00UTC, when the wind
the calculated wind speed values are lower than the observa/€W from the S and SE under the influence of the sea breeze
tional data between 06:00 and 15:00 UTC 6 Feburary 200drom the Atlantic Ocean, as discussed for the SBAF station,
and between 00:00 and 12:00 UTC 7 Feburary 2009, maim)ﬂlthough not shown in the wind direction meteograms. At
due to the SBAF location, where the wind direction can pethese times, although the ARPS results overestimate the ob-
driven by a sum of two factors: the weak catabatic windsServational data for the wind speed, the HR run presents a
from the Pedra Branca (see the mountain in the northeast dfécrease in the wind speed values when compared to those
Fig. 3a and b) and Tijuca massifs (see the mountain in the@f the CTL run, indicating a pos!tlve mfluence of the updated
southeast of Fig. 3a and b), and the weak land breeze. Agurface databases on the HR simulation.
the same time intervals, we note from the wind direction me-
teograms (not shown) that the wind blows (with variation)
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Figure 15.Horizontal cross section of the difference of potential temperature (K — shaded areas) between runs for the G5 domain, calculated
asf(HR) —9(CTL), for (a) 14:00,(b) 15:00,(c) 16:00 andd) 17:00 UTC, 7 September 2007.

Satisfactory results for the daily cycle of the potential tem-  The upper air or vertical profiles of potential temperature,
perature in the third period (August 2011) — i.e., betweenwater-vapor mixing ratio and wind direction and speed com-
00:00 UTC 8 August and 00:00UTC 9 August 2011 — can puted for the SBGL upper-air sounding station show encour-
be seen in Fig. 12a and b for the Xerem station. Howeveraging results when compared to the observed data collected
the ARPS results for the potential temperature overestimatat the SBGL station (see Figs. 13a—d and 14a—d) in the first
a little the potential temperature obtained with the observa-1.6 kma.g.l. at 12:00 UTC for both days. Despite the trend of
tional data at all times. Small discrepancies between the CTlthe model to underestimate the observational data, the anal-
and the HR runs are detected after 13:00 UTC; however thegsis based on the potential temperature profile at 12:00 UTC
HR run overcomes clearly the CTL run between 02:00 and6 September (Fig. 13a) shows good agreement between the
12:00 UTC. The main cause of the discrepancies found inobservational data and the CTL and HR results, since a sta-
the wind direction (not shown) is the occurrence of calm ble layer predominates in the whole atmosphere. The water-
winds, which reach a maximum of 9msat 21:00UTC.  vapor-ratio distribution calculated by ARPS underestimates
We highlight the occurrence of calm winds between 00:00the observed data up to 1600 ma.g.l., maybe due to the ini-
and 12:00UTC and moderate winds in the afternoon andialization used, but there is good agreement above this height
night (between 13:00 UTC 8 August and 00:00 UTC 9 Au- (Fig. 13b). In the ABL region the variation of the wind direc-
gust 2011), just when the sea-breeze flow from the Atlantiction with height is not well represented by the ARPS results
Ocean is completely developed in conjunction with anabatic(Fig. 13c). The ARPS results do not reproduce adequately
wind effects from Tijuca Massif (Fig. 12c, d). In general, the height above ground level where the wind speed maxi-
wind speed values computed by the HR run are a little bet-mum occurs, and the CTL run overestimates more than the
ter than the CTL run when compared to observational dataHR run wind speed values up to 100 ma.g.l. (Fig. 13d). From
The discrepancy is larger after 21:00 UTC. But in such situ-100 up to 800 ma.g.l. the CTL run performs better than the
ations, when the wind speed is very calm, the turbulence paHR run. The comparison of simulated meteorological vari-
rameterization schemes typically show considerable difficul-ables with observational data on the second day present a
ties in modeling the flow near the ground under the referredfew differences between the CTL and the HR runs and over-
to conditions; i.e., calm winds, intermittent flow and, nor- all better agreement between the runs and the observational
mally, when mesoscale models are downscaling to the LESlata (Fig. 14a—d). In general, the ARPS results reproduce
domains. However, it is important to point out that the re- correctly the physical behavior of the atmosphere when com-
sults obtained from the simulations reproduce qualitativelypared to the observed data at the SBGL station, mainly with
the observed maximum wind speed in the afternoon and theespect to the atmospheric stability, the wind shear, and the
minimum wind speed in the morning.
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occurrence of low wind speed near the ABL and higher wind4.3 Vertical-latitudinal cross-section analysis

speed up to 1600 m a.g.l.

Figure 16a—d illustrate the vertical-latitudinal cross-section
distribution of TKE, potential temperature and meridional-
vertical wind vector components only for the HR run, com-
puted at—43.60 arc-deg west longitude (Marambaia longi-
In order to show the spatial discrepancies between the HRude location) in the period 14:00-17:00UTC, 7 Septem-
and the CTL runs on the G5 domain, we present the horizonber 2007, since the HR results are better than the CTL re-
tal cross section of the difference of potential temperaturesults. The scale goes from 0 to 1000ma.g.l. and the color
between the two runs, defined @HR) — (CTL), for the  scale ranges between 0.05 and 3%&nf. The dashed line
period from 14:00 to 17:00 UTC, 7 September 2007, as illus-which crosses each panel in Fig. 16a—d indicates where the
trated in Fig. 15a—d. This figure highlights the areas wherdand and sea cross sections are located in order to support
there are visible discrepancies between both runs. These r@ur analysis. The calculations were performed in this period
sults also indicate that changes alone on the vegetation typleecause we are interested in highlighting the TKE distribu-
and not merely on the soil type provide meaningful differ- tion close to the sea-breeze front indicated by the meteogram
ences on the air flow, as we can see from the contrast betweemalysis from the Marambaia station (Fig. 7). One can see
the continent and the sea. We inserted a dashed line in eadhat the TKE distribution in the northern part of the conti-
figure to indicate the vertical cross section which we con-nental region (between22.90 and-22.65 arc-deg south lat-
sidered in the analysis of the sea-breeze front based on thitude) may be associated, at all times, to the near-surface ver-
TKE distribution that we present in Sect. 4.3. At 14:00 UTC tical shear and buoyancy effects caused mainly by the moun-
(12:00 local time — LT), we can clearly observe that the ma-tain waves (see topographic elevation maps in Fig. 3a, b),
jor discrepancies are on the western side and over the watexs also suggested by the numerical results for the wind ve-
bodies, mainly in the vicinity of a water reservoir located locity vector and vertical potential temperature gradient. In
in the continent. Overall, the potential temperature values othis region of the cross section, the TKE intensity presents
the HR run tend to be higher than those of the CTL, excepthigher values at 15:00 and 16:00 UTC (see Fig. 16b and c)
around the entrance of Sepetiba Bay, where a colder air padue to the higher temperatures and wind shear computed. At
cel due to the HR run appears (Fig. 15a). In this case, the re14:.00 UTC (Fig. 16a), a stably stratified ABL occurs over
sults for the HR run present an accentuated differential heatthe ocean region and near the coastline (betwez®i11 and

ing between the sea and the continent, which is able to turn-23.00 arc-deg south latitude), and one can see a northerly
on an efficient thermodynamic trigger to start the sea—landvind component blowing along the vertical-latitudinal cross
breeze mechanism. Thus, it is possible that the vegetationsection beyond 200 m a.g.l. Below this level, on the surface
type database changes the heat and water-vapor fluxes layer, there is evidence that a southerly wind component
order to represent more adequately the local circulation. Atstarts the sea-breeze flow, which is associated with a weak
15:00 UTC (Fig. 15b) the discrepancy increases slightly andhorizontal gradient and a relative intense TKE distribution at
the cool air parcel moves from the southeast to the northwesthe sea-breeze front near the coastline.

indicating that the sea-breeze front penetrates perpendicu- At 15:00UTC (Fig. 16b) the horizontal gradient of
larly into the continent with respect to the grid’'s east-side temperature increases and the sea-breeze front reaches
shoreline (approximately betweem3.60 and—43.40arc- —22.96 arc-deg south latitude, approximately, characterized
deg west longitude). During this motion, the breeze does noby a very near-surface southerly wind component which
feel the change in direction that the Sepetiba Bay shorelingurns to the north direction at about 150 ma.g.l. However,
presents after-43.60 arc-deg west longitude, approximately, the wind is still weak and some vertical motion is gener-
which the dashed line crosses. Likewise, this behavior indi-ated, even near the horizontal limit of the sea-breeze flow.
cates that the soil-type database that represents this changie a shallow layer, the gradient of TKE increases in the
in direction of the Sepetiba Bay shoreline is not influenc- HR run, leaving a TKE trail in the onshore region. From
ing the flow enough to capture the wind direction suitably 16:00 to 17:00 UTC (Fig. 16c, d) we can see that air rises
in this area. At 16:00 and 17:00 UTC (Fig. 15c, d) we note over the warm land near the shoreline and into the con-
the same discrepancy areas between the runs as seen in ttigent (near—22.95 arc-deg south latitude), and cooler air
previous hour, but the potential temperature difference valfrom the water is advected by the southerly wind compo-
ues are smaller. The cool air parcel moves towards the grid':ent to replace it. The noticeable temperature drop observed
west side at 16:00 UTC (Fig. 15¢), and practically disappearsn Fig. 16c is typical of a mesoscale cold front, as observed
at 17:00UTC (Fig. 15d). This behavior shows the impor- by Bastin and Drobinski (2006). The HR run predicts that
tance of increasing the density of surface-weather observathe low-level convergence occurs in the continent, approxi-
tion stations at MARJ in order to evaluate whether the phys-mately 10 km from the shore, at 16:00 UTC (Fig. 16c). Also,
ical trend captured with the high-resolution ARPS modeling the HR run presents an adequate wind speed prediction when
is in agreement with the sea-breeze front advance analyzedcompared to the observed data at the Marambaia station

4.2 Difference of potential temperature fields
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Figure 16. Vertical-latitudinal cross section of TKE (hs~2 — shaded areas), potential temperature (K — solid line) and meridional-vertical
wind vector components (nT$ — vectors) up to 1.0kma.g.l. at43.60 arc-deg west longitude (Marambaia longitude location). Values
calculated on G5 for the HR run @) 14:00,(b) 15:00,(c) 16:00 andd) 17:00 UTC, 7 September 2007.

(see also Fig. 8). In the HR run results, a return circula-5 Summary and conclusions

tion (the anti-sea breeze) of about 5™ sbrings warmer

air back to the sea, which descends towards the sea surfag@, arical simulations of the ABL flow are strongly in-
and closes the circulation circuit. We can also note that, af,anceq by several factors; namely, the parametric mod-
14:00 and 15:00 UTC (Fig. 164, b), the speed of the follow- o 5 4opted in the boundary value problem that represents
ing sea breeze is a little faster than the speed of the segps physical situation, the numerical methods applied to
breeze front, and a light wave propagates upstream Of theoive the conservation equations, the numerical-grid scheme,
sga—breeze front as the southerly flow component collides, ¢ boundary conditions related to the synoptic forcing
with the adverse northerly flow component. When the fol- oy g iface databases. In order to reduce the influence of
lowing sea-breeze reaches the front, convergence results iiee factors, we incorporate into ARPS the 3 arc-sec SRTM
a “head-s_haped” quraﬁ! as also Seen by Re|_b|e etal. (mg%pographic database, the 10arc-sec ESA vegetation-type
and Bastin and Drobinski (2006). This *head” is a zone of in- ya1ahage and the 30 arc-sec ESA LAI and FAPAR databases,

tense mixing, which is supported by the significant values Ofwhich are preprocessed by subroutines we developed for the

the TKE shown in Fig. 16b. We also observe that the highes1ARPS architecture. These subroutines are available to the

450 ma_.g_.l. an_d near the ground surface. The vertical motiorbut in the LES mode for three time periods, running on six
of the air is evident in the HR run at 14:00-15:00 UTC (Seeone-way nested grids that are setup separately, such that dif-

Fig. 16a and b). The mgximum depth of the sea-b_reeze is Obrerent vertical resolutions and parameterizations are chosen
served to be at approximately 300 ma.g.l. at all times. AfterfOr each scale being modeled

17:00UTC the magnitude of the updraft decreases quickly, o resuits clearly show that the use of high-resolution

as well as |ts_ vertical extent, and the TKE intensity decreasegurface databases improves significantly our ability to pre-
slowly with time near the surface. Also, the northerly COM- it the |ocal atmospheric circulation based on the ARPS
ponent of the upper-level wind strengthens, whereas the TKE je| \we observed satisfactory agreement between numer-
decreases and remains confined near the surface, where some, osuits and field data for some periods of the days we

shear appears. investigated, particularly the results that we obtained with
the high-resolution model proposed in this work. Overall, the
slight discrepancies between the field data and the simulated
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