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Chapter 1

Introduction: a brief description of the
SURFEX system

Surface modelling in numerical weather prediction has géazeld an important place in the activities of
the Centre National de Recherches Météorologiques (ChiRidafter). In the late 80’s, Isba (Noilhan and
Planton (1989); Mahfouf and Noilhan (1996)), a soil vegetatitmosphere transfer scheme (Interaction
between Soil Biosphere and Atmosphere) has been developetamed to better simulate the exchanges
of energy and water between the land surface and the atmasjpiseabove. Isba model has been designed
to be simple and efficient in order to be put into operationdétéo-France. Isba scheme computes the
exchanges of energy and water between the continuum sggtaton-snow and the atmosphere above.
In its genuine version, the evapotranspiration of the \aget is controlled by a resistance like proposed
by Jarvis (1976) . A more recent version of the model hamed-Fslys (Calvetet al. (1998)) accounts
for a simplified photosynthesis model where the evaporasamontrolled by the aperture of the stomates,
the component of the leaves that regulates the balance &etthie transpiration and the assimilation of
CO2. Nowadays, Isba land surface scheme is used in the Fogrechtional and research forecast models.
Thanks to the efforts made by the research community at CNR#&hch numerical weather prediction
models have always been at the forefront of research in tefrssrface modelling. More recently, the
modelling of urban areas has began to be of great intereseiresearch community. In 2000, TEB (Town
Energy Balance) model, specially designed to represergxtieanges between a town and the atmosphere
has enabled advanced studies in this direction (MassorO{R0The TEB model is based on the canyon
concept, where a town is represented with a roof, a road aadaeing walls with characteristics playing

a key role in the town energy budget. More especially, thétgbof the canyon to trap a fraction of the
incoming solar and infrared radiation is taken into accomiie model. A special effort has been made this
last years to externalize the surface scheme from the ereblesidface-atmosphere Meso-NH model. The
main idea was to gather all the developments and improvenmeatle in surface schemes in order to make
them available for as many people as possible. Not only phlyparameterizations have been externalized,
but also the preparation of specific surface parametersedeleyl physical schemes and the initialization
of all state variables of the different models: SURFEX (dtafor surface externalisée) system was born.
Moreover, the surface representation has been improvethaadGurfex system has been enhanced with the
specific treatment for water surfaces. Indeed, up to nowekishanges of energy between water surfaces
and the atmosphere were treated in a very simple way, while aaphysically based model have been
introduced to build a more complex but accurate surface madailable for all atmospheric models. There
are two possibilities to compute fluxes over marine surfatee simplest one consists in using Charnock’s
approach to compute the roughness length and fluxes withstaotrwater surface temperature. Secondly,
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a one-dimensional ocean mixing layer model has been intexti(i ebeaupin (2007)) in order to simulate

more accurately the sea surface temperature (SST hejeafigithe fluxes at the sea/air interface. This
model based on Gaspar (1990) , will be very helpful espgcatlimeso-scale to better represent diurnal
cycle of SST. At meso-scale, a good representation of lakes great interest especially for Northern

countries. In order to improve the treatment of lake ardas,simple but robust Flake model (Mironov

(2010)) has been implemented within Surfex system. It alamhave an evolving lake surface temperature
and a good description of the energy exchanges within water.

ATMOSPHERE

interface

radiative properties: A atmospheric forcing:

- albedo - air temperature

- emissivity - specific humidity

- surface radiative temperature - wind components

- pressure

surface fluxes: - rain rate

- momentum - snow rate
S - sensible heat - CO2, chemical species,

- latent heat aerosols concentration
R - chemical species radiative forcing:

- aerosols - solar radiation
F \ - infrared radiation
E
X surface

F=fFn+ AIF1 + ftFt+ fsFs
Fn Fi Ft Fs
I I | |
nature lake town sea
fn fi ft fs

Figure 1.1: Description of the exchanges between an atneospimodel sending meteorological and radia-
tive fields to the surface and Surfex composed of a set of palysiodels that compute tiled variabl&s
covering a fraction.f of a unitary grid box and an interface where the averagedbtsF are sent back to
the atmosphere

In Surfex, the exchanges between the surface and the aterespte realized by mean of a standardized
interface (Polcheet al. (1998); Beskt al. (2004)) that proposes a generalized coupling between the-at
sphere and surface. During a model time step, each surfatédagx receives the upper air temperature,
specific humidity, horizontal wind components, pressuoéaltprecipitation, long-wave radiation, short-
wave direct and diffuse radiations and possibly concentiatof chemical species and dust. In return,
Surfex computes averaged fluxes for momentum, sensibleatertt heat and possibly chemical species and
dust fluxes and then sends these quantities back to the dierespith the addition of radiative terms like
surface temperature, surface direct and diffuse albed@lsondsurface emissivity.

All this information is then used as lower boundary condisidor the atmospheric radiation and turbulent
schemes. In Surfex, each grid box is made of four adjacefacas: one for nature, one for urban areas,
one for sea or ocean and one for lake. The coverage of eacks# gurfaces is known through the global
ECOCLIMAP database (Massa al. (2003)) , which combines land cover maps and satellite métion.
The Surfex fluxes are the average of the fluxes computed otgrengown, sea/ocean or lake, weighted by
their respective fraction.
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2.1 Simple parameterization

2.1.1 Free water surfaces

For ocean surfaces and over inland waters, all the prognestiables are kept constant.

The surface fluxes are calculated using Egs. 4.138, 4.189] 4nd Eqs. 4.164, 4.165, 4.166 of Isba, taking
the relative humidity of the ocedn: = 1, andveg = ps,, = 0. The roughness length is given by Charnock’s
relation:

2
0sea = 0.015“—9* 2.1)

2.1.2 Seaice

Sea ice is detected in the model when sea surface tempef&8iE is two degrees belowO (i.e.
271.15 K). In this case, in order to avoid an overestimatibthe evaporation flux, the calculations are
performed with the roughness length of flat snow surfaces:

Z0ice — 10_3m (22)

In the same manner, the sea ice albedo is set equal to thesfreghalbedo instead of the free water albedo.
This leads to a much brighter surface. This has no effect erséla ice cover (since there is no evolution
of the sea surface parameters), but modifies the lower boyrsti@rtwave flux input for the atmospheric
radiative scheme.
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CHAPTER 2. WATER SURFACES 17

2.2 Sea surface turbulent fluxes

In this section, we introduce the various sea surface flugeanpeterizations available in the SURFEX
surface scheme. In addition to the direct parameteriztiom Louis (1979), we present two iterative
parameterizations: the COARES.0 (Fairgtlal. (2003)) and ECUME (Belamari, 2005) parameterizations.

2.2.1 Bulk equations

Bulk parameterizations estimate the surface fluxes frormmaeteorological gradients in the atmospheric
boundary layer. This method ’s aim is to determine the temsbefficients that directly link the surface flux
with the meteorological gradients between the surface d&nteasurement’s height” (Liet al. (1979)) .

The surface turbulent fluxese. the stress or the momentum flux.,, the sensible heat fluk ., and the
latent heat flux. F,., are expressed by:

|7 sea = paW = _pauz

Heq = paCp, W0 = —pacp, usby (2.3)
LEgeq = paﬁvw/q/ = _paﬁvu*Q*

wherev’, #’ andq’ are the vertical perturbations of wind, temperature pa@éand specific humidityu.,
0. andg, are the characteristic scale parameters from Monin-Obukho
Considering the bulk parameterizations using transfefficamnts:

|7?|sea = _paCDU2
Heq = pacp,CrU (05 — 04) (2.4)
LEg, = pa‘chEU(QS - QQ)

s indicates sea surface variables whereawlicates atmospheric variables at first levélis the mean value
of the relative wind. Here, we choose the atmospheric cdiomn. e. fluxes are defined positive in case of
energy benefit for the atmosphere.

From equations (2.3) and (2.4), we can write:

Us \ 2
Cp = (F)a
CH = U(z:_*gs) (25)
_ UG+
CE = Tlga-a

In a general way, the transfer coefficient for thievariable is:
W

T UAX

with X equal D for drag, H for heat andFE for evaporation and\ X is the gradient ofc (= u, 6 or q)

between the ocean surface and the atmospheric low level.
Each coefficient is divided in two components:

Cx (2.6)

1
Cx =cic] (2.7

that could be expressed following the Monin-Obukhov’s 8tode theory as a function of the first atmo-
spheric level height z, of atmospheric stratification withaaameter(, of roughness lengths(, zo, and
2p,) and of the Von Karman’s constant

1 1 1
C% (C) = C;lonFa?(Ca R, C:c210n) (28)
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1 K
o 2.
z10n ln( ij ) ( 9)

Roughness lengths are generally computed thanks to thé'Si{1i®88) relationship:

2
P L (2.10)
g Us
wherea (also called the Charnock ’s constant) ghdre numerical constants ands the dynamical viscos-

ity.

Each of the following parameterizations uses its own cl$iypothesis with a theoretical method or result-
ing from experimentation to determine the exchange coefftsifrom neutral transfer coefficients at 10m
Cpionr CHyo, @aNdCEy,, (i.€. for ¢ = 0) and from a stability functio,, and roughness lengths (Lebeaupin
2007) .

2.2.2 Louis (1979)’s parameterization

The closure relationship allows to determine the exchaogeSHicients at the air-sea interface from the neu-
tral transfer coefficients at 10 meters and the Louis (187/8})ictions that depend on the stability evaluates
from the Richardson numbéti. According to the equation 2.8, exchanges coefficiéhisandCyy are:

CD = CDlOn X fD(RZ z Zo)
1 1
Cn = CDlOnCHIOn X fD(Rl Zs ZO)}_H(RZ Zt,Zot) 012?1071012{1071 X (f}{(Ri,Z, Zt,Zo,Zot))Q

(2.11)
The exchange coefficient for evaporation is here equal to the heat coefficigrij;.
Louis’s functionsFp andFy; are:
1
bx Ri 2 .
(A=) JorRi<o
FX(Rivzvztvz()szz) = 2 (212)
ﬁ fOT' RZ > 0
X /1+C/XR,7,'
Numerical values of constant$, b, V', ¢, ¢ for Fp are (Mascaréet al. (1995); Giordankt al. (1996)) :
A=1
bp = by =10
dp=5
PM
e = bpCpy,, CM, (%) (2.13)
3
CM. = 6.8741 + 2.6933 In (22 ) — 0.3601 In (22 ) +0.0154 In (22
’ 2 o
PM = 05233 — 0.0815 In (2 ) —|—00135ln(%‘)) ~0.0010 In (22
and forF}; are:
_ In(z/20)
A= In(zt/20)
by = by =15
dy =5
PH
CH = bHCDwnCH* (Z—t) (2'14)
Z Z Z 3
CH. = 3.2165 + 4.3431 In (%) + 05360 In ( Ot) ~0.0781 In (%)
Z Z Z 3
PH = 05802 — 0.1571 In (2 ) + 0.0327 In Ot) ~0.0026 In ()
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Neutral transfer coefficients at 10r@'f,,, andCp,,,) are given by Eq. 2.9, where roughness lengihs
andz, are estimated with a distinction between the free sea watkthee sea ice by a temperature criterion
with a threshold at -2C (Tab. 2.1). In sea ice case, rougheegsh are the same than for the snow. Over
free seawater, roughness lengths are reduce to the Chg#%)'s relationshipie. « = 0.015 ands =0

in Eq (2.10)).

‘ 2o (m) ‘ 20, = 20, (M) ‘
T S _2C Zoseaice = zosnow = 1073 ZOT.seaice OTsnow = ]‘074 (215)
T > —2C 0.015" 0.015"

Table 2.1: Roughness lengths in Louis’sparameterization.

The Richardson’s number is defined for a layet as the fraction of its potential energy and its kinetic
energy:
 gBATAz  gB(Ts —Ty)2

Ri 72 = 72 (2.16)
where g is the gravity an§ = —pia% is the thermal expansion coefficient.

2.2.3 lterative parameterizations

Bulk equations could be resolve with iterative methods erstiability parameter and the characteristic scale
parameters from Monin-Obukhov. Convergence criteria \agording to the parameterizations. They
also differ in the representation of various processes agsvaffects, sea spray, seawater salinity effect
on evaporation, wind gusts and especially in the calculatibthe roughness lengths or of the transfer
coefficients (Brunkeet al. (2003)) .

The Liu et al. (1979)’s algorithm is the most used iterative algorithm tfeg turbulent air-sea fluxes com-
putation and was also a base for new parameterizationsagemaehts [for example, COARE (Fairait al.
(1996b); Mondon and Redelsperger (1998)) or the ECUME peranization (Belamari 2005).

The COARE parameterization

The COARE (Coupled Ocean-Atmosphere Response Experirauithm development was developed
during the TOGA (Tropical Ocean and Global Atmosphere) grpent and several versions were produced
since then. The 2.5b version (Fairall al. (1996b)) in particular was successfully used during sévera
measurement campaigns in several location overall theeglob

The COARE parameterization is based on the LKB model. Theldetf equations could be found in Fairall
et al. (1996b,a) and Gosnedt al. (1995) for the 2.5b version. The Mondon and Redelsperged8)®
parameterization available in SURFEX sea scheme is a @#cinof this COARE algorithm version with
different numerical values for the Businger’s functionsl @amthe gustiness correction computation.

Taking into account air-sea interaction data from the NCAR. dataset and the HEXMAX data reanal-
ysis, the algorithm validation had been extended leadintpedast version 3.0 of the COARE algorithm
(Fairallet al.(2003)) that is available in the SURFEX sea surface schemieg@upin Brossiezt al.(2009)).

The COARE 3.0 parameterization main characteristic are:
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1. FunctionsF'x in Eq. 2.8 are defined by:

FX(C) = I !
C
<1— —zln %(C)) (2.17)
(=z/L
with similitude functions from Monin-Obukhov:
Use X 4
“x = Tax
11 1
Cx =cicg = ChonFeCpionFa
U X 5 K2
SO = F$Fd
UAX i () in (2)
Ty
, ln(%)—wm(z/L)
0s—0a ln(%)_%(zm (2.18)
Qs _ K
ds—{qa ln( ) wq(z/L)
where ,,, 1 and ¢, = 1 are modified Businger ’'s stability functions that de-
pend on Monin-Obukhov parametgf = £ and that correct the logarithmic wind, tem-
perature and humidity profiles in the atmospheric boundayer according to its stability.
| <=3 | Y (() = | Yn(Q) =
2 ((—14.28 2 C—14.28)
stable | —(1+¢) — 2E129 8505 | —(1+2¢)15 - 282258 8525
(¢ >0) I' = min(50,0.35¢)
unstable: (1 — /Yo + fome ‘ . (1 = f)Ynx + fine
(€ <0) [= (1_0472)
Kansas | ¢ = 2In(2) + in(1£2) Gnie = 20n(1£L)
—2arctan(zr) + §
with z = (1 — 15¢)1 with z = (1 — 15¢)2
Convective Yo = Sln(LELEL) Yne = S (L)
—faTCtan(Ql\//tl) + \2— farctan(%\’/tl) + \/l_l
with y = (1 — 10.15¢)3 with y = (1 — 34.15¢)3
and ,
Ln-l—l — T u:}

kg 07 + 0.61T¢»

2. Transfer coefficients are estimated from characterggtade parameters of Monin-Obukhow, ( 6,
andg,) and from atmospheric gradients according to Eq. 2.5. Skemeters and roughness lengths
are computed by iterations.

a1 rS

S mE e (2.19)
nt+l _ k(0o — 05)

O = ) @D (2.20)
n+1 ﬁ(qa - QS)

=S TE) @D (2.21)
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The iterations number is reduced to three due to a bettegbawaid of the stability parameter with a
bulk Richardson’s numbeRi, (Grachev and Fairall, 1997) (Eq. 2.16).

3. In zy expression (Eq.2.10)3 is 0.11 and the Charnock’s parameter is a wind dependeningsea
(Hareet al. (1999)) :

a=0.011 if U<10m.s~!
a=0.011 + (0.018 — 0.011)(U — 10) if U <18 m.s~! (2.22)
a=0.018 if U>18m.s™!

Then,zy, andz, are directly obtained by the formulae:

v 0.6
20, = 20, = MIN [ 1.15107%,5.5 107° ( )

20U

4. A reduction of 2% of the specific humidity at saturation fgpléeed due to a reduction of saturated
vapor pressure linked to the seawater salinity [i. e. 34 Bptus (1972)]:

ds = 0.98 x QSat(es) (223)
whereq;,; is the specific humidity at saturation.

5. The relative wind could be increased by a correction dugisinessu,:
U=/|v]> +w? (2.24)

wy = Bgust (0f-201)3 (2.25)

where

« Ly
bf = MAX (0, g“T )

R, R,
T, =T {1 == -1 — —1)Tq.
(g )t (R )

2y IS the atmospheric boundary layer height (fixed to 600 metets, ; is a constant equal to 1.2.
R, and R, are ideal gas constants for the water vapor and air, respBcti

6. As rainfall contribute to cool the ocean and add a supphtang drag in surface, two corrections
(Fairall et al. (1996b)) andH,, (Gosnellet al. (1995)) could be added to turbulent fluxes:

RU
- 2.26
"= 3600 (2.26)
. 1
H, =Rep, e(Ts — Tp) <1 + E) (2.27)

R the precipitation rate in mmH, andR in kg s™%; ¢,, is the water specific heat (4186 J K&K ~');
B = 22T is theBowers fraction anck is the dew point factor:

LAq
Ry Ld, dg
=1/ (142 20
‘ /<+RydhcpdT>

with £ the water latent heat of vaporization, the air specific heatf, andd;, are vapor and heat
diffusivities.
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7. Roughness length could also be calculated with schemes that take waves gi@atoughness into
account :
45
= By (&) " +o112
Qost et al., 2002 : va (0 729U )2 (2.28)
Cuwv = 5=(0.729U)

4.5
200va (Hw) +0.112
Taylor and Yelland, 2001 (0.72907)2 (2.29)
= 0 018U2 x (1 +0.015U)

The ECUME parameterization

The unified parameterization or ECUME (Exchange Coeffisiémmm Unified Multi-campaigns Estimates)
is a bulk iterative parameterization developed in ordert@mio an optimized parameterization covering a
wide range of atmospheric and oceanic conditions (Véeil. (2003)) .

Based on the LKB algorithm, ECUME includes an estimation eiftral transfer coefficients at 10m from
a multi-campaign calibration derived from the ALBATROS alzdise that collects data from five flux mea-
surement campaigns:

* POMME “Programme Océanique Multidisciplinaire a MoyerEchelle”,

FETCH “Flux, Etat de la mer et Télédetection en ConditienFetch”,

SEMAPHORE “Structure des Echanges Mer-Atmosphére, ri&i@s des Hétérogénéités Océaniques
: Recherche Expérimentale”,

CATCH “Couplage avec 'ATmosphere en Conditions Hiveess,

EQUALANT99.

A more detailed description of each campaign could be fonndeill et al. (2003) and Belamari (2005) .

A similar post-treatment was applied to the five campaigria tiaderive the drag coefficiedtp,,,, the
heat coefficienC},,, and the evaporation coefficieftz,,, as neutral 10m-wind functions (Figures 2.1,
2.2 and 2.3).

The ECUME parameterization main characteristic are:

1. Animportant effort was done on the ECUME algorithm in artieassure the convergence in maxi-
mum 20 iterations for every kind of conditions (Belamari@3)) . The iterative sequence is stopped
when the difference between the scale parameters betweeitarations is inferior to prescribed
threshold that are.10~* m s~! for u,, 2.10~* K for 6, and2.10~7 kg/kg for ¢.

The closure relationship is the multi-campaign calibmatad the neutral transfer coefficients at 10
meters.

2. The stability functions are Businger ’s functions witffelient coefficients than COARE3.01,, and
Yy, depend on the Monin-Obukhov’s length= + which is computed as described in the following
equations:
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cd10n x 1000
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Figure 2.1: Multi-campaign calibration of the neutral dcagfficient at 10 meter§p,,, .
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Figure 2.2: Multi-campaign calibration of the neutral heagfficient at 10 meter§S'y,,, .
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Figure 2.3: Multi-campaign calibration of the neutral eveggion coefficient at 10 metetsg,,, .
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e For wind;
gk2(Ts (1 + roq) + r0Tqy)

ZL =
T(1+roq) X [MAX (uy, 1.1079)]2
with ro = Rv/Ra — 1.
si ZL>0 =z/L=MIN(ZL,0.25) (2.30)
si ZL <0 z/L = MAX(ZL,—200) (2.31)

 For temperature and humidity:

(/L) =2/Lx 25 (2/L)y=2/Lx 2

Finally:
L ¢=5 | Ym(¢) = | Q) =
stable —I¢ -T¢
(€=>0) r=7
unstable: (1= Hvmr + fome (1 — Hbng + fone
2
(€ <0) f= 1.0C+<2)
Kansas | vmi = 2n(5%) +In(H5=) | vnk = 2In(5%)
—2arctan(zr) + §
with z = (1 — 16¢)1 with z = (1 — 16¢)?
Convective Ve = %an(?f}in) - %lnngFyH)
—\/ga?”Ctan(y—\/g) + % —\/garctan(y—\/g) + %
with y = (1 — 12.87¢)3 with y = (1 — 12.87¢)3

3. The roughness length is given by the Smith 's relationfgp 2.10) withae = 0.011 andg = 0.11.

4. The reduction of 2% of the specific humidity at saturatiae tb seawater salinity is applied (eq. 2.23,
Kraus (1972) ).

5. The gustiness correction could be applied (Eq. 2.25).

6. The corrections due to precipitatiep and H,, according to Fairalet al. (1996b) and Gosneét al.
(1995) could also be computed in the ECUME parameterizdtieg. 2.26 and 2.27).

7. The Webb ’s correction{F ) iS a correction applied to the latent heat flux. It is due taansity
variations when the humidity vary under the evaporatioiactf w is the mean value of the vertical

perturbations,
w!'T’
w = 1.61w'q + (14 1.61¢q) =

(2.32)

the Webb s correction expression is:
LEWebb = paﬁwq (233)
where/ is the latent heat of vaporization for water.

8. No waves effects are taking into account in the ECUME patarization.
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Short summary

Cpion, CH1on

LOUIS
20 20 = ““* (Charnock (1955)) if” > —2C orzp = 2,,,, if T < —2C
U U = |7
stability functions Numerical Louis (1979)’s functions
Tsea = —p.CpU?
Hgeq = pacpaCHU(es - ea)
LEscq = paLoCpU(gs — qa)
COARE3.0
2 20 = o(u) " + 2% Smith (1988) or Oost et al. (2002)  or Tayleral. (2001)
U U = |7 orU = ,/[7]? + w2 (gustiness)
stability functions Modified Businger’s functions
Tsea = —p,CpU? +7, (Fairall et al. (1996b))
Heeq = paCp, CrU (05 — 0,) +H, (Gosnellet al. (1995))
LEscq = palvCrU(gs — qa)
ECUME
20 20 = "% + 22 (Smith (1988))
U U = |9 orU = /|v]* + w2 (gustiness)
stability functions Modified Businger’s functions
Tsea = —p,CpU? +7, (Fairall et al. (1996b)
Heeq = paCp, CrU (05 — 0,) +H, (Gosnellet al. (1995))
LE,., = paﬁvCEU(qs — qa) +LEwen (Webbet al. (1980))

neutral coefficients calibrated at 10m

S3JVHINS 31V "¢ d31dVHO
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2.3 Coupling with a 1D TKE oceanic model

2.3.1 Coupling objectifs and principles

The main objective of the coupling is to improve the fine sedlesea exchanges modelling in the SURFEX
surface scheme. To better represent the fine scale airtgeadtions, it is necessary to take into account the
oceanic dynamics and the thermal content evolution (Lgtieaai al. (2007, 2009)) .

The coupled system’s principle consists in modelling a s¢@xmcolumn under each grid point containing a
fraction of sea and limited by the bottom (Figure 2.4). Theastmodel used is the uni-dimensional model
described by Gaspat al. (1990) [see section 2.3.2] which allows to represent theugicevertical mixing
according to a parameterization of turbulence from Bouljead Lacarréere (1989) adapted to ocean. By
the turbulent vertical mixing modelling, the 1D ocean maaldws to represent the heat, water and momen-
tum exchanges from the superficial oceanic layers in dirgetaction with the atmosphere and subjected
to radiative effects, to the deepest layers. The turbulertical mixing is based on a parameterization of
the second-order turbulent moments expressed as a furtdtitee turbulent kinetic energy (Gaspetr al.

, 1990). In this formulation, the vertical mixing coeffictsrare based on the calculation of two turbulent
length scales representing upward and downward conversibturbulent kinetic energy (TKE) into po-
tential energy (Gaspaet al., 1990). By allowing a response to high frequencies in théasarforcing,
the scheme improved the representation of the vertical anlixger structure, sea surface temperature and
upper-layer current (Blanke and Delecluse, 1993 ). Howdies parameterization fails to properly simu-

) Fir Atmospheric model
|

I CONVECTION

Fsol I I
| I WIND
ATMOSPHERE _' '_. '_. '_. P q
h «a & s M
SURFEX (surface scheme) H LE=£xE

Figure 2.4: The high-resolution ocean-atmosphere cougtetém between (MESO-NH) SURFEX and the
1D oceanic model.
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late the mixing in strongly stable layers in the upper thesiine (Largest al., 1994 ; Kantha and Clayson,
1994 ). Consequently, a parameterization of the diapyciirhmn(Largeet al., 1994) was introduced into
Gaspar’s turbulence parameterization model in order te tato account the effects of the vertical mix-
ing occurring in the thermocline (Josse, 1999 ). This nomll@ource of mixing, mainly due to internal
wave breaking and current shear between the mixed layer @mer thermocline, impacts the temperature,
salinity, momentum and turbulent kinetic energy insiderihiged layer particularly during restratification
periods. This parameterization was widely used, for ircao study successfully the diurnal cycle in the
Equatorial Atlantic (Wadet al., 2011 ), the Equatorial Atlantic cold tongue (Giordaial., 2011 ), the
production of modal waters in the North-East Atlantic (Gamiet al., 2005b ) or to derive surface heat flux
corrections (Caniaugt al., 2005b ). Note that horizontal and vertical advections caedsily prescribed
in the 1D-mixing model to perform realistic simulations ietérogeneous situations.

2.3.2 Description of the 1D oceanic model in TKE equation

The 1D model includes a prognostic equation for the turlitéretic energy (e) with a 1.5 order closure.
The other prognostic variables are the temperature (T)kdheity (S), and the currenti[= (u, v)].

Prognostic equations for T, S, uand v

Each of the prognostic variables)(is decomposed in a mean val@ énd a perturbation around this mean
value ¢/), soa = @ + o/. For each seawater column, T, S, u and v evolve under thelémtbvertical
mixing effect. This mixing depends of air-sea interface éisix

The conservative equations are:

8_T — Fsol 81(2) _ oT"w'’
ot — pocp Oz 0z
Yand
%—f _ _agzw (2.34)
oi _ e o Ouw
b = f]f X U 92

wherew is the vertical velocityp, is a reference density, is the specific heatf is the Coriolis parameter.
k is the unit vertical along the verticak,; is the solar radiation received by the surface, &0d is the
solar radiation fraction reaching the depth/zx) function decreases exponentially with depth).

The conditions at the top of the model (z=0) are:

_T,—'LU,(O) — Frsot — H+LE+F;,

POCp POCp
T — E=P
—S"w'(0) = Pocs (2.35)
—a'w'(0) = -Z

" pocp

Fluxes are positive here downwards.

Finally, the forcing variables to give to the oceanic modet a
« the solar radiatiorf,,

« the infra-red radiatiorF;,

LE

» the evaporation rat& proportional to the latent heat flux = ==
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* the sensible heat fluk
* the zonal and meridional stress componehis (7, 7,,)

* the precipitation raté®

F,so 1s defined as the sum of the sensible H, the latent heat flux IdBteinfra-red radiatior¥;, and is
named non-solar flux.
The closure relationships are given by:

T g, OT
T'w" = Kp'g;

S = K93 (2.36)

T = KO

The K, are diffusivity coefficients linked to the turbulent kinegnergy by:

K
K =cplyer = Ky = Ky = =7 ~ K, (2.37)
Prt
wherecy, is a constant to determing; is a mixing length andPrt is the Prandit's number.
Prognostic equation for turbulent kinetic energy
The equation for TKEe = £ (u? + v'2 + w'?) is given by:
oe 0 [— pu' = o Ta—
——_Z | — v X — + V' — 2.38
T 6z<€w+p0> uwxaz—l—w € ( )

wherep is pressure: = CGZGE% is dissipationp = gL;(f—O is the buoyancy. The seawater density is diagnosed
from temperature and salinity:

p=po+ (T = Trep) x [—0.19494 — 0.49038(T — Tye )] + 0.77475(S — Sye)

whereT,.; = 13.5 C, S, = 32.6 psu andpy = 1024.458 kg/m?.
The vertical TKE flux is parameterized:

AT —
- <e'w' n lﬂ) _ g% (2.39)
Po 0z
with
K, = cle3 (2.40)

The Bougeault and Lacarrere mixing length are:
le = (luly)? (2.41)
Iy = min(ly,ly) pour k = h,s and m (2.42)

I, andly (for “up” and “down”) are estimated as the upwards and dowdwaistances for which the kinetic
energy is transformed in potential energy:

N ) a+h / ’
o2) =L [" " [p() — () (2.43)
— 9 #=la / /
=) =2 " p(e) - ol (2.44)
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Discretization

The temporal integration scheme is a semi-implicit scheaneTfand S. For the horizontal currefit=
(u,v), the integration scheme is implicit/semi-implicit.

The discretization is here described in detail for the terajpee. The same could be done for the salinity,
the TKE and the current in complex notatiah - u + iv, i2 = —1).

The equation

a_T . Fsol 8](2’) o 2 _K@
ot pocy Oz 0z 0z

is decomposed as:

Tt _ ot T+l il T+l _ pttl
k k _ Fsol 81(2) 1 [K(k+ 1) k+1 k —K(]C) k k:—l] (245)
At poc, 0z Az (k) Az (k) Az (k)
K (k) 1 K(k+1)—-K(k) K(k+1) 1 Fop 01
Tt—i—l (_ ) Tt—i—l (_ ) Tt—i—l (_ ) — _Tt il
k=1 Az1 Az o At + Az1 Az + e Az1 Az AtF * pocy 0z
In a matricial writing following the vertical levels (k):
1 Fyo1 0I(2)
T = — (Tt sol 2.4
M (1) = g (1) + Lo =5 (2.46)
0
L 0
mp=| O e 0 (2.47)
0o .
0

1 K(k+1)— K(k)

= E + AZlAZQ
_ K&
ﬁk N _AzlAZQ
K(k+1)

L v vy
[M] is a tri-diagonal matrix to invers.

The vertical grid must be a z-coordinates grid as descrilydeidy 2.5.

To take into account the bathymetry effects on the oceaniticaé mixing, we introduced a bathymetry
index (as the sea-land mask) which is worth 0 for free sea dodldvels under the sea-bed. For the vertical
levels which have a bathymetry index equal to 1, we imposgitbgnostic variables values equal to the last
free-sea level values. The 1D model thus does not carry gutrergy transfer towards or coming from the
bottom. Only the energy contained in the higher free lexgetaken into account.

We also introduced a diagnosis of mixed layer depth. The dniager base is diagnosed with an arbitrary
criterion on the density profile: we assume that the thermedaorresponds to the vertical level for which
the seawater density is superior to a 0.02 kgraariations compared to the density for a reference level
(taken at 5m depth).

Finally, the oceanic model must be initialized in tempematsalinity and current either from an oceanic
analysis or from climatologies.
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k=1

Figure 2.5: Vertical grid description of the 1D oceanic mddem Gaspar et al. (1990) .
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2.4 Inland Water: Lake Model FLake

In this section, a lake model (parameterisation schemebtef predicting the temperature structure of
lakes of various depth on time scales from a few hours to maaysyis presented. A detailed description
of the model, termed FLake, is given in Mironov (2010). FL&kan integral (bulk) model. It is based on
a two-layer parametric representation of the evolving teragre profile within the water column and on
the integral energy budget for these layers. The structhiteeostratified layer between the upper mixed
layer and the basin bottom, the lake thermocline, is desdrilsing the concept of self-similarity (assumed
shape) of the temperature-depth curve. The same conceggds@describe the temperature structure of the
thermally-active upper layer of bottom sediments and ofitbeand snow cover. An entrainment equation
for the depth of a convectively-mixed layer and a relaxatype equation for the depth of a wind-mixed
layer in stable and neutral stratification are developecherbasis of the turbulence kinetic energy (TKE)
equation integrated over the mixed layer. Both mixing reggrare treated with due regard for the volumetric
character of solar radiation heating. Simple thermodyoarguments are invoked to develop the evolution
equations for the ice and snow depths. The system of ordaifieyential equations for the time-dependent
prognostic quantities that characterise the evolving tratpre profile, see Figs. 2.6 and 2.7, is closed
with algebraic (or transcendental) equations for diagoagtantities, such as the heat flux through the lake
bottom and the equilibrium mixed-layer depth in stable artrad stratification.

The resulting lake model is computationally very efficient Istill incorporates much of the essential
physics.

Within FLake, the lake water is treated as a Boussinesq filgd,the water density is taken to be con-
stant equal to the reference density except when it enterbubyancy term in the TKE equation and the
expression for the buoyancy frequency.

The other thermodynamic parameters are considered coest@pt for the snow density and the snow heat
conductivity.

2.4.1 Equation of State

We utilise the quadratic equation of state of the fresh water
1 2
pw =pr|l— iaT 0—0.)°], (2.48)

where p,, is the water densityp, = 999.98 ~ 1.0 - 10* kg-m~3 is the maximum density of the fresh
water at the temperature = 277.13 K, andar = 1.6509 - 10~ K2 is an empirical coefficient (Farmer
and Carmack (1981)). Equation (2.48) is the simplest egnaif state that accounts for the fact that the
temperature of maximum density of the fresh water excesdseiézing point); = 273.15 K. According

to Eq. (2.48), the thermal expansion coefficient and the buoyancy parametgrdepend on the water
temperature,

B(0) = gar(0) = gar (6 — 6r), (2.49)

whereg = 9.81 m-s2 is the acceleration due to gravity.
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0,1 0(1)

h(t)

L :
6, 6

Figure 2.6: Schematic representation of the temperatw#ein the mixed layer, in the ther-
mocline, and in the thermally active layer of bottom seditaefihe evolving temperature profile

is specified by several time-dependent quantities. Theséharmixed-layer temperatufg(t)

and its deptth(¢), the temperaturé,(¢) at the water-bottom sediment interface, the shape factor
Cy(t) with respect to the temperature profile in the thermoclihe, temperaturd (¢) at the
lower boundary of the upper layer of bottom sediments patexirby the thermal wave, and the
depth H () of that layer. The temperaturg, at the outer edge = L of the thermally active
layer of bottom sediments is constant.
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Figure 2.7: Apart fromds(t), h(t), O,(t), Co(t), O (t), andH(t) (see Fig. 2.6), four additional
quantities are computed in case the lake is covered by icsmma. These are the temperature
0s(t) at the air-snow interface, the temperatégét) at the snow-ice interface, the snow depth

Hg(t), and the ice deptth;(t).
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2.4.2 The Water Temperature
Parameterization of the Temperature Profile and the Heat Budet

We adopt the following two-layer parameterization of thetical temperature profile:

0 at 0<z<h
9 — -7 = 2.50
{ Os — (05 — 0,)Pp(C) at h<z<D, (2:50)
where &y = (6;—0)/(0s—6,) is a dimensionless function of dimensionless depth
¢ = (z—h)/(D—h). The thermocline extends from the mixed-layer outer edge- h to the

basin bottom: = D. Hereinafter the arguments of functions dependent on timledepth are not indicated
(cf. Figs. 2.6 and 2.7 ).
According to Eq. (2.50)h, D, 0, 65, and the mean temperature of the water colufra, D! fOD 0dz, are
related through

0=0,—Cyp(1 —h/D)(Os — 6y), (2.51)

where

1
Cy = /0 B(C)dC (2.52)

is the shape factor.
The parameterization of the temperature profile (2.50) lsheatisfy the heat transfer equation

0 0
55 (peh) = —-(Q+1), (2.53)

where() is the vertical turbulent heat flux, ardds the heat flux due to solar radiation.
Integrating Eqg. (2.53) over from 0 to D yields the equation of the total heat budget,
p¥_ 1

dt PwCw

[Qs + Is - Qb - I(D)] ) (254)

wherec,, is the specific heat of wateR); and/; are the values af) and/, respectively, at the lake surface,
and@)y is the heat flux through the lake bottom. The radiation heat fiithat penetrates into the water is
the surface value of the incident solar radiation flux from #imosphere multiplied by — «.,, ., being
the albedo of the water surface with respect to solar radiafl he surface flux), is a sum of the sensible
and latent heat fluxes and the net heat flux due to long-waveti@u at the air-water interface.

Integrating Eq. (2.53) over from 0 to 4 yields the equation of the heat budget in the mixed layer,

dos 1
h —

dt - DwCu [Qs + Is - Qh - I(h)] ) (255)

where()y, is the heat flux at the bottom of the mixed layer.

Given the surface fluxe9 and; (these are delivered by the driving atmospheric model okaog/n from
observations), and the decay law for the flux of solar ramafiEgs. (2.51), (2.54) and (2.55) contain seven
unknowns, namelys, 6, 6, 0, Qn, Q, andCy. The mixed layer depth, the bottom heat flux and the shape
factor are considered in what follows. One more relatiorguired. Following Filyushkin and Miropolsky
(1981), Tamsalet al. (1997) and Tamsalu and Myrberg (1998), we assume that inafdke mixed layer
deepeningdh/dt > 0, the profile of the vertical turbulent heat flux in the thertiree can be represented in

a self-similar form. That is

Q=0Qn—(Qn—QyPq() ath<z<D, (2.56)
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where the shape functiob, satisfies the boundary conditiofés, (0) = 0 and® (1) = 1. Equation (2.56)

is suggested by the travelling wave-type solution to the treasfer equation. If the mixed layer and the
thermocline develop on the background of a deep stably draiBustratified quiescent layer (this situation
is encountered in the ocean and in the atmosphere), thdlimgwwave-type solution shows that both the
temperature profile and the profile of the turbulent heat fhexdescribed by the same shape function, i.e.
Py(¢) = Pg(C). In lakes, the thermocline usually extends from the bottéthe® mixed layer down to the
basin bottom (except for very deep lakes). In this case révelling wave-type solution to the heat transfer
equation also suggests self-similar profiles of the tentperaand of the heat flux, however the relation
between the shape functiofes (¢) and®¢(() is different. The issue is considered in Mironov (2008).
Integrating Eq. (2.53) with due regard for Egs. (2.50) an8§Roverz’ from h to z > h, then integrating
the resulting expression overfrom h to D, we obtain

S (D~ 20— & [Cop(D — 120, — 00)] =
1 D
[%(D ~R@u - Q0+ (D~ W) - [ I<z>dz] | (257)
PwCw h
where
1
Co = [ @(0)dc (2.58)

is the shape factor with respect to the heat flux, and

1 ¢!
Coo = /0 dc /0 y(¢)dc! (2.59)

is the dimensionless parameter. The analysis in Mirono0§p6uggests that'y = 2Cyy/Cy.
In case of the mixed-layer stationary state or retréatdt < 0, Eq. (2.56) is not justified. Then, the bottom

temperature is assumed to be “frozen”,

o,
= . 2.60
7 0 (2.60)

If h = D, thend, = 6, = 6 and the mean temperature is computed from Eq. (2.54).

The Mixed-Layer Depth

Convective deepening of the mixed layer is described by th@i@ment equation. This equation is con-
veniently formulated in terms of the dependence of the ded@ntrainment raticA on one or the other
stratification parameter. The entrainment ratio is a meastithe entrainment efficiency. It is commonly
defined as a negative of the ratio of the heat flux due to emtiexih at the bottom of the mixed lay&py,,

to an appropriate heat flux scatg,. In case of convection driven by the surface flux, where theirig is
confined to the boundary, the surface heat fluxserves as an appropriate flux scale. This leads to the now
classical Deardorff (1970a, 1970b) convective scalingeneh and|h5Qs/(pwcw)|/® serve as the scales
of length and velocity, respectively.

The Deardorff scaling is unsuitable for convective flowsetiéd by the solar radiation heating that is not
confined to the boundary but is distributed over the wateunroal. If the mixed-layer temperature exceeds
the temperature of maximum density, convective motionslaven by surface cooling, whereas radiation
heating tends to stabilise the water column, arresting tixedriayer deepening (Soloviev (1979); Mironov
and Karlin (1989)). Such regime of convection is encouténethe oceanic upper layer (e.g. Kraus and
Rooth (1961), Soloviev and Vershinskii (1982), Preteal. (1986) and in fresh-water lakes (e.g. Imberger
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(1985)). If the mixed-layer temperature is below that of maxm density, volumetric radiation heating
leads to de-stabilisation of the water column and therebsesirconvective motions. Such regime of con-
vection is encountered in fresh-water lakes in spring. @otive mixing often occurs under the ice, when
the snow cover overlying the ice vanishes and solar radiggenetrates down through the ice (e.g. Farmer
(1975), Mironov and Terzhevik (2000), Miron@t al. (2002), Jonast al. (2003)).

In order to account for the vertically distributed charadkthe radiation heating, we make use of a gener-
alised convective heat flux scale

h
Q.= Qs+ I, +I(h) — 21" / I(2)d, (2.61)
0
and define the convective velocity scale and the entrainnagiotas

we = [~hB(0:)Q+/ (puen)) . A=-Qu/Qu, (2.62)

respectively. In order to specify, we employ the entrainment equation in the form

Ceo dh
A B 2.

* w, dt cb (2.63)

whereC.; andC,, are dimensionless constants (the estimates of these agdentipirical constants of the
model are discussed in Section 2.4.5 and summarised in therdix). The second term on the |.h.s. of
Eq. (2.63) is the spin-up correction term introduced bytifikevich (1975). This term prevents an unduly
fast growth ofh when the mixed layer is shallow. If the spin-up term is sntad), (2.63) reduces to a simple
relation A = C,; that proved to be a sufficiently accurate approximation flarge variety of geophysical
and laboratory convective flows Zilitinkevich (1991).

Equations (2.61), (2.62) and (2.63) should be used to canimat mixed-layer depth when the buoyancy
flux B, = B(05)Q+/(pwcw) is Negative. The quantity-hB, = w? is a measure of the generation rate of
the turbulence kinetic energy in a layer of depthy the buoyancy forces (see a discussion in Miroabv
al. (2002)). A negativeB, indicates that the TKE is generated through convectiveibility. Otherwise,
the TKE is lost to work against the gravity. This occurs whesdensity stratification is stable. A different
formulation for the mixed-layer depth is then required.

Mironov et al. (1991) used a diagnostic equation to determine the winakdhlayer depth in stable and
neutral stratification. That i$, was assumed to adjust to external forcing on a time scaleltigstnot exceed
the model time step. This assumption is fair if seasonal gésof temperature and mixing conditions are
considered and the model time step is typically one day. $heraption is likely to be too crude to consider
diurnal variations. To this end, We utilise a relaxatiopeyate equation for the depth of a stably or neutrally

stratified wind-mixed layer. It reads
dh  he—h

i 2.64
dt trn (2.64)
Here,h. is the equilibrium mixed-layer depth, ang, is the relaxation time scale given by
he
[ES , 2.65
"o (2.65)

whereu, = \Ts/pwch/2 is the surface friction velocityr, being the surface stress, a6, is a dimen-
sionless constant. A rate equation (2.64) with the relaratime scale proportional to the reciprocal of
the Coriolis parameter [that is a particular case of Eq.5Rwith /. specified through Eg. (2.66)] was
favourably tested by Zilitinkeviclet al. (2002) and Zilitinkevich and Baklanov (2002) against datarf
atmospheric measurements and was recommended for prastca
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In order to specifyh., we make use of a multi-limit formulation for the equilibnudepth of a stably or
neutrally stratified boundary layer proposed by Zilitinkévand Mironov (1996). Based on the analysis of
the TKE budget, these authors proposed a generalised eguati the equilibrium boundary-layer depth
that accounts for the combined effects of rotation, surfag®/ancy flux and static stability at the boundary-
layer outer edge [Eqg. (30) in op. cit.]. That equation reduoghe equations proposed earlier by Rossby and
Montgomery (1935), Kitaigorodskii (1960) and Kitaigor&dsand Joffre (1988) in the limiting cases of a
truly neutral rotating boundary layer, the surface-fluxniitated boundary layer, and the imposed-stability-
dominated boundary layer, respectively. It also incorfesrdhe Zilitinkevich (1972) and the Pollaed al.
(1973) equations that describe the intermediate regimbsyenthe effects of rotations and stratification
essentially interfere and are roughly equally importante &topt a simplified version of the Zilitinkevich
and Mironov (1996) equation [Eq. (26) in op. cit.] that does incorporate the Zilitinkevich (1972) and the
Pollardet al. (1973) scales. It reads

1. (2.66)

(fhe>2+ he +Nhe_
Chuy C.L  Ciu,

where f = 2Qsin ¢ is the Coriolis parametef) = 7.29 - 10~° s ! is the angular velocity of the earth’s
rotation, ¢ is the geographical latitudd, is the Obukhov length)V is the buoyancy frequency below the
mixed layer, and”,,, Cs andC; are dimensionless constants. A generalised formulatiothi Obukhov
length is usedL = u2/(8Q./pwcw), that accounts for the vertically distributed charactethef solar
radiation heating (note that the von Karman constant tsimduded into the definition of.). A mean-

square buoyancy frequency in the thermocliNes= {(D —h)~t f,f) Nde} 1/2, is used as an estimate &f

in Eqg. (2.66).

One further comment is in order. Zilitinkeviakt al. (2002) reconsidered the problem of the equilibrium
stable boundary-layer depth. They concluded that therkitvich (1972) scalelu, L/ f|'/2, and the Pol-
lard et al. (1973) scaley, /|N f|!/2, are the appropriate depth scales for the boundary layeninated by
the surface buoyancy flux and by the static stability at thenldary-layer outer edge, respectively. In other
words, /. depends on the Coriolis parameter no matter how strongalie stability. This is different from
Eq. (2.66) where the limiting scales ateandu. /N, respectively. The problem was further examined by
Mironov and Fedorovich (2010). They showed that the aboeéescare particular cases of more general
power-law formulations, namely,/L o~ (|f|L/us)"? andhN/u.  (|f|/N)~4 for the boundary layers
dominated by the surface buoyancy flux and by the staticlgyabi the boundary-layer outer edge, respec-
tively. The Zilitinkevich (1972) and Pollardt al. (1973) scales are recovered wijth= 1/2 andq = 1/2,
whereas the Kitaigorodskii (1960) and Kitaigorodskii antfré (1988) are recovered with= 0 andq = 0.
Scaling arguments are not sufficient to fix the expongrdadg. They should be evaluated on the basis of
experimental data. Available data from observations aohflarge-eddy simulations are uncertain. They
do not make it possible to evalugteand g to sufficient accuracy and to conclusively decide between th
alternative formulations for the boundary-layer depthavirg the evaluation gf andqg for future studies,
we utilise Eq. (2.66). This simple interpolation formulac@sistent with the complexity of the present lake
model and is expected to be a sufficiently accurate appraxamér most practical purposes.

One more limitation on the equilibrium mixed-layer deptloshl be taken into account. Consider the
situation where the mixed-layer temperature exceeds thpdrture of maximum density, the surface flux
Qs is negative, whereas the heat flux saalegiven by Eq. (2.61) is positive (this can take place )/l <

1). A positive @, indicates the the mixed layer of depthis statically stable. A negativ€,, however,
indicates that convective instability should take plaeeding to the development of a convectively mixed
layer whose deepening is arrested by the solar radiatiotinigedl he equilibrium deptt. of such mixed
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layer is given by (see e.g. Mironov and Karlin (1989))

Qu(he) = Qs + Iy + I(he) — 2071 /Ohc I(z)dz = 0. (2.67)

This regime of convection is encountered on calm sunny d#ythe wind suddenly ceases, EqQ. (2.66)
predicts a very shallow stably-stratified equilibrium ndXayer to which the mixed layer of depth> h,
should relax. In fact, however, the mixed layer would relawdrds a convectively mixed layer whose
equilibrium depth is given by Eq. (2.67). In order to accofamtthis constraint, we require that > h,. if
Q«(h) > 0andb, > 0,.

2.4.3 The Water—Bottom Sediment Interaction

Parameterization of the Temperature Profile and the Heat Budiet We adopt the following two-layer
parametric representation, of the evolving temperatuoélerin the thermally active layer of bottom sedi-
ments proposed by Goloset al. (1998):

. { Oy — [0y — 1) @51(Cp1) at D<z<H (2.68)

O — [0n — 0] Ppa(Cpa) &t H<z<I,

Where, 07, is the (constant) temperature at the outer edge: L of the thermally active layer of the
sediments,fy is the temperature at the depfli where the vertical temperature gradient is zero, and
P =0, —0)/(0p —O0u) andPpy = (0 — 6)/(0n — 61,) are dimensionless functions of dimensionless
depths(p1 = (¢ — D)/(H — D) and(p2 = (» — H)/(L — H), respectively.
The parameterization (2.68) should satisfy the heat tearegfuation (2.53), where the heat fli)xs due to
molecular heat conduction and the bottom sediments areuepgaqgadiation. Integrating Eq. (2.53) over
from z = D to z = H with due regard for Eq. (2.68), we obtain

d dd 1

7 [(H = D)0y = Ciy(H = D)(0p = 0n)] = On— = "

(@ + 1(D)], (2.69)

where the heat flux at = H is zero by virtue of the zero temperature gradient there.
Integrating Eq. (2.53) over from z = H to z = L, we obtain

(L~ M) — Ca(L — )0 — 00) + 0 G =0, 270

where the heat flux at = L (the geothermal heat flux) is neglected.
The shape factor§'z; andCp, are given by

1 1
Chi :/o ®pi1(¢p1)d¢B1, Chro :/o P pa(CB2)d(Ra. (2.71)

Heat Flux through the Bottom The bottom heat flux); is due to molecular heat conduction through the
uppermost layer of bottom sediments. It can be estimateldeagroduct of the negative of the temperature
gradient atz = D + 0 and the molecular heat conductivity. The uppermost laydyotforn sediments is
saturated with water. Its water content typically excedd @nd its physical properties, including the heat
conductivity, are very close to the properties of the lakéewarhen, the heat flux through the lake bottom
is given by

Qs =~y — ¥l (0), (2.72)

wherex,, is the molecular heat conductivity of water. This relatitmses the problem.
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It should be stressed that Egs. (2.69), (2.70) and (2.72)otl@entain the molecular heat conductivity of
bottom sediments, a quantity that is rarely known to a satiefy degree of precision. It is through the
use of the integral (bulk) approach, based on the paramatien (2.68) of the temperature profile, that the
molecular heat conductivity of bottom sediments is no longeded.

2.4.4 Ice and Snow Cover

In this section, a two-layer thermodynamic (no rheology)delmf the ice and snow cover is described. It
is based on a self-similar parametric representation ofehmerature profile within ice and snow and on
the integral heat budgets of the ice and snow layers. Theoapbris, therefore, conceptually similar to
the approach used above to describe the temperature serudtthe mixed layer, of the lake thermocline,
and of the thermally active layer of bottom sediments. Notltat the assumption about the shape of the
temperature profile within the ice, the simplest of whichhis linear profile, is either explicit or implicit in

a number of ice models developed to date. A model of ice grbvatied on a linear temperature distribution
was proposed by Stefan as early as 1891.

Parameterization of the Temperature Profile and the Heat Budjet We adopt the following parametric
representation of the evolving temperature profile witb@mand snow:

(2.73)

0 — O — [0y — 0r]®1(Cr) at —H;<z2<0
0r —[0r — 0s]®s(Cs)  at  —[Hr+Hs]<z<—H.

Here, z is the vertical co-ordinate (positive downward) with thégor at the ice-water interfacet; is

the ice thicknessf{s is the thickness of snow overlaying the i¢g, is the fresh-water freezing poiri;

is the temperature at the snow-ice interface, nds the temperature at the air-snow interface. Notice
that the freezing point of salt water is a decreasing functid salinity. A model that accounts for this
dependence and is applicable to the ice over salt lakes sris@gaesented by Mironov and Ritter (2004).
Dimensionless universal functiods = (67 —0)/(0; —6;) and®s = (0r —0) /(0 — 05) of dimensionless
depths¢(; = —z/H; and(s = —(z + Hy)/Hg, respectively, satisfy the boundary conditichg(0) = 0,
®r(1) =1, P5(0) =0, and®g(1) = 1.

According to Eq. (2.73), the heat fluxes through the @¢, and through the snow) s, due to molecular
heat conduction are given by

Op—0rder o 0r—0sdds

= —k; 9 )
Qr H d Hs dis

(2.74)

wherek; andk; are the heat conductivities of ice and snow, respectively.

The parameterization of the temperature profile (2.73) lsheatisfy the heat transfer equation (2.53). Inte-
grating Eq. (2.53) ovet from the air-snow interface = —(H; + Hg) to just above the ice-water interface

z = —0 with due regard for the parameterization (2.73), we obtagequation of the heat budget of the
snow-ice cover,

d d
E{piCiHI 0f — Cr(0f — 01)] + pscsHg |01 — Cs(0; — 0s)]} — psCSHSE(HI + Hg) =

Or—06;
Hy
Here,p; andp, are the densities of ice and of snow, respectivglgndc, are specific heats of these media,

andQ, and I are the values of) and I, respectively, at the air-snow or, if snow is absent, at thica
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interface. The radiation heat flux that penetrates into the interior of snow-ice cover is thiéase value of
the incident solar radiation flux from the atmosphere miidtipby 1 — «o;, «; being the albedo of the ice or
snow surface with respect to solar radiation. The dimersssnparameter§; andCy, the shape factors,
are given by

1 1
0y = /0 O(¢)dCr,  Cs = /0 Bg(Cs)dCs. (2.76)
The heat flux at the snow-ice interface is assumed to be cmnis) that is
O =0, .\ 0r —0s _,
Ki T, O (1) = —Rs Hs o5 (0). (2.77)

Equations (2.75) and (2.77) serve to determine tempegaairthe air-snow and at the snow-ice interfaces,
when these temperatures are below the freezing point, henwo melting at the snow surface (ice surface,
when snow is absent) takes place. During the snow (ice) mgeltom above, the temperaturés andd;
remain equal to the freezing poifit, and the heat fluxeQs and(); are zero.

Snow and Ice Thickness The equations governing the evolution of the snow thickreass of the ice
thickness are derived from the heat transfer equation \2¥8 incorporates an additional term on its right-
hand side, namely, the terif ()L sdM/dt that describes the rate of heat release/consumption due to
accretion/melting of snow and ice. Het®, is the mass of snow or ice per unit arda, is the latent heat

of fusion, andf,,(z) is a function that satisfies the normalization condititfr,%’*HS fu(z)dz = 1 and

f(f{f fa(2)dz = 1 for snow and ice, respectively.

The accumulation of snow is not computed within the ice-snmowdel. The rate of snow accumulation is
assumed to be a known time-dependent quantity that is mrdiy the atmospheric model or is known
from observations. Then, the evolution of the snow thickrekging the snow accumulation and no melting
is computed from

2.7
dt dt (2.78)

whereMg = p;Hg is the snow mass per unit area, aad/s /dt), is the (given) rate of snow accumulation.
When the temperaturgy at the upper surface of the ice is below the freezing pdjnthe heat conduction
through the ice causes the ice growth. This growth is accaiefdy a release of heat at the lower surface of
the ice that occurs at a raferdM; /dt, whereM; = p; H; is the ice mass per unit area. The normalization
function f); is equal to zero throughout the snow-ice cover except atcthrevater interface wherg,, =
5(0), d(z) being the Dirac delta function. Integrating Eq. (2.53) freme= —0 to z = +0 with due regard
for this heat release yields the equation for the ice thisgné reads

dp(;fh = Qu + Ki ef HIHI
where@,, is the heat flux in the near-surface water layer just bendeghce. If the r.h.s. of Eq. (2.79) is
negative, i.e. the negative of the heat flux in the waigy, exceeds the negative of the heat flux in the ice,
Q1l.—0, ice ablation takes place.

As the atmosphere heats the snow surface, the surface @omgeeventually reaches the freezing point and
the snow and ice melting sets in. This process is accompagiadonsumption of heat at rategdp, Hs /dt

and L sdp; Hr/dt for snow and ice, respectively. Notice that the exact fornthefnormalization function
far is not required by virtue of the normalization conditionsisiolered above. Integrating Eq. (2.53) from
z = —(H; + Hg) — 0to z = —Hy with due regard for the heat loss due to snow melting and gdtiie

(given) rate of snow accumulation yields the equation ferghow thickness,

Ao H AM dp,
Ly pdt S = Qs+ 1)+ I(—H) + Ly (ﬁ) + eyl Hs dpt. (2.80)

dpsHgs (dMS>

Ly 7 (0), (2.79)
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Integrating Eq. (2.53) from = — H; to z = 40 with due regard for the heat loss due to ice melting yields
the equation for the ice thickness,

dp;Hp
dt

If the ice melts out earlier than snow, the snow depth is matseously set to zero.

Ly = Quw+ 1(0) — I(—Hj). (2.81)

The Temperature Profile beneath the Ice The simplest assumption is to keep the temperature profile
unchanged over the entire period of ice cover. This assomiifair for deep lakes, where the heat flux
through the bottom is negligibly small. In shallow lakesstassumption may lead to an underestimation
of the mean temperature. The heat accumulated in the tHgrawive upper layer of bottom sediments
during spring and summer is returned back to the water coldwnimg winter, leading to an increase of the
water temperature under the ice. The water temperature tineléce can also increase due to heating by
solar radiation penetrating down through the ice. The tloelynamic regimes encountered in ice-covered
lakes are many and varied. Their detailed description regui set of sophisticated parameterizations.
The use of such parameterizations in the framework of thegpitdake model is, however, hardly justified.
The point is that it is the snow (ice) surface temperaturedbemunicates information to the atmosphere,
the water temperature is not directly felt by the atmosphsuiface layer. It is, therefore, not vital that the
temperature regimes in ice-covered lakes be describee@at detail. Only their most salient features should
be accounted for, first of all, the heat budget of the wateurool

When the lake is ice-covered, the temperature at the icerwderface is fixed at the freezing poiht= 0.

In case the bottom temperature is less than the temperdtarexamum densityf, < 6,., the mixed-layer
depth and the shape factor are kept unchandéddt = 0 anddCy/dt = 0, the mean temperaturgis
computed from Eq. (2.54) and the bottom temperatyris computed from Eq. (2.51). If the entire water
column appears to be mixed at the moment of freezinghi-e.D andd, = 6 = 0, the mixed layer depth

is reset to zeroh = 0, and the shape factor is set to its minimum valtig= 0.5 (see Section 2.4.5).

The heat flux from water to ice is estimated from

0y — 0
Bt .. 2.82
Qw Ruw D ( 8)

if h =0, andQ,, = 0 otherwise. Notice that the estimate @f, given by Eq. (2.82) and the shape
factor Cy = 0.5 correspond to a linear temperature profile over the entitemelumn. A linear profile is
encountered in ice-covered shallow lakes whgnr< 6, and the heat flux is from the bottom sediments to
the lake water.

As the bottom temperature reaches the temperature of maxidgemnsity, convection due to bottom heating
sets in. To describe this regime of convection in detail, mveotively mixed layer whose temperature is
close tof,., and a thin layer adjacent to the bottom, where the temperatecreases sharply frofp > 6,

to 4,., should be thoroughly considered. We neglect these peitigisaof convection due to bottom heating
and adopt a simpler model where the bottom temperature g éikéhe temperature of maximum density,
9, = .. The mean temperatureis computed from Eq. (2.54). K > 0, the shape facto€ is kept
unchanged, and the mixed-layer depth is computed from EBL)2As the mixed-layer depth approaches
zero, Eq. (2.51) is used to compute the shape faCiothat in this regime would increase towards its
maximum valueC'y***. The heat flux from water to ice is estimated from

9(,—95

max [1, Py (0)], (2.83)

Qu = —FKu

if h =0, and@,, = 0 otherwise.
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One more regime of convection is often encountered in iser@al lakes. In late spring, the snow overlying
the ice vanishes and solar radiation penetrates down thritagice. As the mixed-layer temperature is be-
low that of maximum density, the volumetric radiation hegtieads to de-stabilisation of the water column
and thereby drives convective motions. Such regime of aiimrewas analysed by Farmer (1975), Mironov
and Terzhevik (2000), Mironoet al. (2002), and Jonagt al. (2003), among others. A parameterization of
convection due to solar heating (e.g. a parameterizatisachan a bulk model developed by Mironetal.
(2002)) can, in principle, be incorporated into the preseatlel. We do not do so, however, considering
that the major effect of convection beneath the ice is tostatiute heat in the vertical and that it takes place
over a limited period of time.

2.4.5 Empirical Relations and Model Constants

The Shape Functions
We adopt the following polynomial approximation of the sadpnction®,({) with respect to the tempera-
ture profile in the thermocline:

2 1
Py = ( Cy — —0> ¢+ (18 = 30Cy) ¢? + (20Cy — 12) ¢ + (g — ?ch> ¢t (2.84)
The shape factat’y is computed from
o sign(anfan BTG cpin < ¢y < o, (2.85)

wheret, . is the relaxation time scale, and sign is the signum funcstn)=—1 if = < 0 and sign{)=1

if > 0. The minimum and maximum values of the shape factor are s€ft¢ = 0.5 and C}**® =
0.8. During the mixed-layer deepenindh/dt > 0, the temperature profile evolves towards the limiting
curve, characterised by a maximum value of the shape faCfpf’ = 0.8, and the maximum value of
the dimensionless temperature gradient at the upper bouwoéithe thermocline®),(0) = 4. During the
mixed-layer stationary state or retredh,/dt < 0, the temperature profile evolves towards the other limiting
curve, characterised by a minimum value of the shape faCfft? = 0.5, and the zero temperature gradient
at the upper boundary of the thermocliri,(0) = 0. Notice thatC}*™ = 0.5 is consistent with a linear
temperature profile that is assumed to occur under the ice Wieebottom temperature is less than the
temperature of maximum density (see Section 2.4.4).

According to Eqg. (2.84), the dimensionless paraméigrdefined through Eq. (2.59) is given by

Cop = 8(]9 — % (2.86)
The relaxation time,.. is estimated from the following arguments. The titpgis basically the time of the
evolution of the temperature profile in the thermocline frone limiting curve to the other, following the
change of sign inlh/dt. Then, a reasonable scale oy is the thermal diffusion time through the thermo-
cline, that is a square of the thermocline thickné#s - h)Q, over a characteristic eddy temperature conduc-
tivity, K .. Using a mean-square buoyancy frequency in the thermodiine {(D —h)~ fh N2%d }1/2
as an estimate oV and assuming that the TKE in the thermocline scales eithén@onvective velocity

wy, EQ. (2.62), or on the surface friction velocity, we propose (see Mironov (2008) for details)
. (D - h)’N
rc — Crcu% Y

whereC,.. is a dimensionless constant estimated at 0.003 (this valelra altered as new information
becomes available).

up = max(wy, Uy ), (2.87)
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We adopt the following polynomial approximations of the phdunctions® z1((p1) and ® g2 ((p2) with
respect to the temperature profile in bottom sediments (@gavet al. (1998)):

Pp; =2p1 — (1, Ppy=6Chy — 8Py + 3(ho. (2.88)

which are the simplest polynomials that satisfy a minimumo$econstraints. The condition®p;(0) =
$po(0) = 0 andPp(1) = Ppe(1) = 1 follow from the definition of(z1, (B2, Pp1, andP®p,. The
conditions®’s, (1) = ®/5,(0) = ®5,(1) = 0 provide a zero temperature gradient at the depthsH and

z = L, and the conditio®’;, (1) = 0 follows from the requirement that the temperatéreat the outer edge

z = L of the thermally active layer of the sediments is constanime. The shape factors that correspond
to Eq. (2.88) ar&€'s; = 2/3 andCpy = 3/5.

As a zero-order approximation, the simplest linear tentpeggprofile within snow and ice can be assumed,
$g(¢s) = (s and®;(¢r) = ¢;. This givesC's = C; = 1/2. Although a linear profile is a good approxima-
tion for thin ice, it is likely to result in a too thick ice in tbregions, where the ice growth takes place over
a long period, and in a too high thermal inertia of thick ice slightly more sophisticated approximation
was developed by Mironov and Ritter (2004) who assumed ttaide thickness is limited by a certain
maximum valueH;*** and that the rate of ice growth approaches zer& agpproachedi;*** (the snow
layer over the ice was not considered). They proposed

Hy
- H}TUI:L'

Hy

Ty G +

CI+ (2—@)*1)

b = [1

(@ur 1)%1 &, (2.89)

where®,; is a dimensionless constant. The shape factor that comdsgo Eq. (2.89) is

1
12

(14 ®.5) 2 (2.90)

Cr = Fp

N | —

The physical meaning of the above expressions can be eledides follows. The relatio®’(0) =

1 — H;/H* that follows from Eq. (2.89) ensures that the ice growth isrghed as the ice thickness
approaches its maximum value. Equation (2.90) suggestthihahape factaf’; decreases with increasing
ice thickness. A smalle€’; means a smaller relative thermal inertia of the ice layehiknhessH; [the
absolute thermal inertia is measured by the téfnil; that enters the I.h.s. of Eq. (2.75)]. This is plausible
as it is mostly the upper part of thick ice, not the entire &eet, that effectively responds to external forcing.
For use in the global numerical weather prediction model Gdflthe German Weather Service, Mironov
and Ritter (2004) proposed an estimategff** = 3 m. This value is typical of the central Arctic in winter.
The allowable values ob,; lie in the range between1 and5. ®,; > 5 yields an unphysical negative
value ofC'; as the ice thickness approachég**. ®.; < —1 givesC; that increases with increasirg;.
There is no formal proof that this may not occur, but it is venjikely. A reasonable estimateds,; = 2.
With this estimate”; is halved ag{; increases from 0 té/;**”. Notice that the linear temperature profile
is recovered a#l;/H"** <« 1, i.e. when the ice is thin.

It should be stressed that, although the shape functionssafel in that they provide a continuous temper-
ature profile trough the snow, ice, water and bottom sedispeheir exact shapes are not required in the
present model. Itis noby(¢), ®p1(CB1), Pra((r2), Ps(Cs) and®;((;) per se, but the shape factars,
Cp1, Cp2, Cs andCy, and the dimensionless gradiefit§(0), @'z, (0), ®5(0), ®}(0) and®’, (1), that enter
the model equations. The estimates of these parametersrameasised in Table 2.2.

Constants in the Equations for the Mixed-Layer Depth The estimates of’.; = 0.2 andC.; = 0.8 in
Eq. (2.63) were recommended by Zilitinkevich (1991). Theyrevobtained using laboratory, atmospheric
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and oceanic data. Apart from being commonly used in mixgdrlanodels of penetrative convection driven
by the surface buoyancy flux, these values were successfaly by Mironov and Karlin (1989) to simulate
day-time convection in the upper ocean that is driven byasertooling but inhibited by radiation heating,
and by Mironov and Terzhevik (2000) and Mironetval. (2002) to simulate spring convection in ice-covered
lakes where convective motions are driven by volumetricataah heating of the water at temperature below
the temperature of maximum density (Mironetal. (2002) used”., = 1.0). A slightly modified estimate

of C.; = 0.17 was obtained by Fedoroviatt al. (2004) from large-eddy simulation data. We adopt the
estimates oC.; = 0.17 andC., = 1.0 for use in the equation of convective entrainment.

For use in Eq. (2.66) for the equilibrium mixed-layer depthstable or neutral stratification, we adopt
the estimates of’,, = 0.5, Cs = 10 and C; = 20 obtained by Zilitinkevich and Mironov (1996). The
estimates of”s andC; are based on a limited amount of data and may need to be glajkgred as new
(and better) data become available. The estimaté,ofras corroborated by the results from further studies
(Zilitinkevich and Esau, 2002) and is reliable.

The estimates of the dimensionless constantin the relaxation-type rate equation for the depth of a gtabl
or neutrally stratified wind-mixed layer, Egs. (2.64) and8), are not abundant. Kim (1976) and Deardorff
(1983) recommended that the value@f, = 0.28 be used to describe entrainment into a homogeneous
fluid. The same value was used by Zeman (1979), and a sligivigrlvalue oiC’;, = 0.26 by Zilitinkevich
etal.(1979). The rate equations given by Khakimov (1976) andidilevichet al. (2002) use the reciprocal
of the Coriolis parameter as the relaxation time scale. rraé equations suggest the values’pf = 0.45
andC,, = 0.5, respectively. A similar form of the rate equation was pisggbearlier by Deardorff (1971)
who used a much lower value 6f.;, = 0.025. We adopt an estimate @f,;, = 0.03 suggested by the
sensitivity experiments with the present lake model (kegpi mind that this value may need to be altered).
The estimates of dimensionless constants in the equat@nthd mixed-layer depth are summarised in
Table 2.2.

Thermodynamic Parameters The exponential approximation of the decay law for the flusaér radi-
ation is commonly used in applications. It reads

I(tv Z) = Is(t) Z ag exp[_’Yk(Z + Hgs + HI)]? (291)
k=1

where I, is the surface value of the solar radiation heat flux mu#iphlby 1 — «, « being the albedo of
the water, ice or snow surface with respect to solar radiatids the number of wavelength bands, are
fractions of the total radiation flux for different waveleéhgands, andy.(z) are attenuation coefficients
for different bands. The attenuation coefficients are pigse constant functions of height, i.e. they have
different values for water, ice and snow but remain deptistant within these media. The optical charac-
teristics of water are lake-specific and should be estimatedery particular case. Rough estimates,of
and-~;, for ice and snow are given by Launiainen and Cheng (1998).

The lake model includes a number of thermodynamic paraseiérey are summarised in Table 2.3. These
thermodynamic parameters can be considered constanttdégcéipe snow density and the snow heat con-
ductivity that depend, among other things, on the snow tigsk and the snow age. As a first approximation,
the following empirical formulations (Heigsa al. (2003)) can be used that relateandx; to the snow thick-
ness:

ps = min {p"", [1 = HsTy, /pu| " p™" }, (2.92)

wherep™™ = 100 kg-m~2 and p™* = 400 kg-m~3 are minimum and maximum values, respectively, of

S
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the snow density, anl,, = 200 kg-m~* is an empirical parameter, and
K¢ = min {/ﬁsm‘”, g 4 HSI‘,{SpS/pw} , (2.93)

wherex™™ = 0.2 Jm~t.s7L.K~t and k7 = 1.5 Im~1.s71.K~! are minimum and maximum values,
respectively, of the snow heat conductivity, did = 1.3 IJm~2.s"1.K~! is an empirical parameter.

2.4.6 Conclusions

A lake model suitable to predict the vertical temperaturecstire in lakes of various depths on time scales
from a few hours to many years is developed. The model, tefrhalle, is based on a two-layer parametric
representation of the evolving temperature profile and enitegral budget of energy for the layers in
question. The structure of the stratified layer between fiigeumixed layer and the basin bottom, the
lake thermocline, is described using the concept of seiftaiity (assumed shape) of the temperature-depth
curve. The same concept is used to describe the temperatuctuse of the thermally active upper layer
of bottom sediments and of the ice and snow cover. An entiiragquation is used to compute the depth
of a convectively-mixed layer. A relaxation-type equatisrused to compute the wind-mixed layer depth
in stable and neutral stratification, where a multi-limitrfalation for the equilibrium mixed-layer depth
accounts for the effects of the earth’s rotation, of theam@fbuoyancy flux, and of the static stability in the
thermocline. Both mixing regimes are treated with due reédarthe volumetric character of solar radiation
heating. Simple thermodynamic arguments are invoked teldpvthe evolution equations for the ice and
snow depths. Using the integral (bulk) approach, the prokdé solving partial differential equations (in
depth and time) for the temperature and turbulence quesitii reduced to solving ordinary differential
equations for the time-dependent parameters that spéwfevolving temperature profile. The result is a
computationally efficient lake model that incorporates matthe essential physics.

It must be emphasised that the empirical constants and p#eesnof FLake are not application-specific.
That is, once they have been estimated using independeritiemhpnd numerical data, they should not
be re-evaluated when the model is applied to a particula. |3kere are, of course, lake-specific external
parameters, such as depth to the bottom and optical chasticke of water, but these are not part of the
model physics. In this way FLake does not require “re-tuhiagprocedure that may improve an agreement
with a limited amount of data and is sometimes justified. n@cedure should, however, be considered
as a bad practice and must be avoided whenever possible rasitygeduces the predictive capacity of a
physical model (Randall and Wielicki, 1997).

Apart from the depth to the bottom and the optical charasties of lake water, the only lake-specific
parameters are the depthof the thermally active layer of bottom sediments and thepenatured;, at that
depth. These parameters should be estimated only onceclotaa, using observational data or empirical
recipes (e.g. Fang and Stefan (1998)). In a similar wayghmperature at the bottom of the thermally active
soil layer and the depth of that layer are estimated oncetardused in an NWP model as two-dimensional
external-parameter arrays.

The proposed lake model is intended for use, first of all, infNawd climate models as a module (parameter-
ization scheme) to predict the lake surface temperaturartApm NWP and climate modelling, practical
applications where simple bulk models are favoured oveeraocurate but more sophisticated models (e.g.
second-order turbulence closures) include modelling ttgyeaosystems. For ecosystem modelling, a so-
phisticated physical module is most often not required bseaf insufficient knowledge of chemistry and
biology.
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Appendix. A Summary of Model Parameters

Table 2.2: Empirical Constants and Parameters

Constant/  Recommended Value/ Comments
Parameter Computed from

Ce1 0.17

Ceo 1.0

Ch 0.5

Cs 10

C 20

Crn 0.03

Cre 0.003

Cy Eq. (2.85)

Cyin 0.5

cyrer 0.8

Cho Eq. (2.86)

Cq 2C99/Cy

Cp1 2/3

Cpo 3/5

Cr 1/2 Optionally Eqg. (2.90)
Cy 1/2

5 (0) Egs. (2.84) and (2.85)

By (0) 2

(0) 1 Optionally Eg. (2.89)
(1) 1 Optionally Eqg. (2.89)
P5(0) 1

D,s 2

Hyae 3m
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Table 2.3: Thermodynamic Parameters

Notation Parameter Dimensions Estimate/
Computed from
g Acceleration due to gravity g2 9.81
0, Temperature of maximum density K 277.13
of fresh water
0r Fresh water freezing point K 273.15
ar Coefficient in the fresh-water ® 1.6509 - 10~°
equation of state
Puw Density of fresh water kgn—3 Eq. (2.48)
D Maximum density of fresh water kip—3 1.0-10%
i Density of ice kgm—3 9.1-102
s Density of snow kgm—3 Eqg. (2.92)
Ly Latent heat of fusion Bg! 3.3-10°
Cu Specific heat of water Kg~1-K! 4.2-10°
c; Specific heat of ice Bg~1.K-! 2.1-10%
Cs Specific heat of snow Kg~—1-K-1 2.1-10%
Kuw Molecular heat conductivity of water -md—!'.s~'.K—! 5.46-107!
K Molecular heat conductivity of ice  -@—t.s L.K—=! 229
Ks Molecular heat conductivity of snow -md~!.s71.K=! Eq. (2.93)
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Chapter 3

Urban and artificial areas
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3.1 Introduction

Due to the complexity and diversity of towns around the woddnclusions drawn from experimental
studies on the interaction between the atmosphere andinedaareas most of the time are limited either
to a particular site or physical processes. To overcome fioblem, numerical studies are aimed to
simulate the urban climatology or energy budget. Howevay still follow some simplified approaches.

53



54

Building-resolving models - i.e. models in which individuauilding shapes are described - allow the
detailed examination of some processes (radiative effes¢sfor e.g. Terjunget al. (1980), or wind
channeling), but because of computational cost, appbieatare limited to local urbanization and comfort
studies. Simpler building-averaged models have also beegelaped. The most famous is the 'canyon’
model, from Oke and colleagues developed during the segntiedicated to urban streets: a road is
bordered by two facing building walls. Several numericaldels are built using the canyon geometry
(Johnsonet al. (1991), Mills (1993), Arnfieldet al. (1998)) to study radiative trapping, surface energy
budgets (using multiple facets for each surface) or windhéndanyon.

The two model types presented above are used in urban cloggtm order to understand town energetics.
The next modelling step is to perform a coupling between theam surface and the atmosphere in
mesoscale atmospheric models. The most common way to ds thisise a vegetation-atmosphere transfer
model whose parameters have been modified (Seahah (1989), Menut (1997)), as opposed to an
urban model. Cities are then modeled as bare soil or a cenplate. The roughness length is often large
(one to a few meters, see Wieringa (1993) or Petersen (L99Rp soil moisture availability (or the soil
depth) is reduced, so that the Bowen ratio is shifted towhaigk values (large sensible heat flux). The
most recent works tend to simulate other factors, such assbeage, by the use of a concrete canopy
above the surface. A horizontal plate is in radiative intéoa with the surface in Best (1998), and the
treatment is similar to a forest canopy in Sabal. (1998). The Taha (1999) mesoscale study uses a semi-
empirical formulation for the heat storage flux - the Objextiysteresis Model by Grimmored al. (1991a).

This shows the gap between the state of the art in urban diott and its parameterization in atmospheric
models. The objective of the present paper is to present lmmumodel which links the climatologists
approach of city representation to an atmospheric model.

The Town Energy Budget (TEB) scheme is built following theyaan approach, generalized in order to
represent larger horizontal scales. The physics treatethdgcheme is relatively complete. Due to the
complex shape of the city surface, the urban energy budgetiisnto different partsthree surface energy
budgets are considered: one for the roofs, roads, and v@tlentation effects are averaged for roads and
walls. Up to two energy budgets are added for snow when itésegnt on roofs or roads. Some of the
physics were derived from the literature (long wave radiatr thermal conduction through the surfaces),
since they are classically assumed to estimate tempesaitureonditions without feedback towards the
atmosphere (during nights with calm wind). However, mostaf the physics need an original approach
(short wave radiation, thermodynamical and anthropogimctreatment, rain and snow), since they occur
when interaction with the atmosphere is strong.

3.2 Presentation of the Town Energy Budget scheme

3.2.1 Objectives

The TEB model is aimed to simulate the turbulent fluxes intodtmosphere at the surface of a mesoscale
atmospheric model which is covered by buildings, roads ngraatificial material. It should parameterize
both the urban surface and the roughness sublayer, so ¢hatnttospheric model only 'sees’ a constant flux
layer as its lower boundary.

It must be considered as a part of the surface parameternizafithe atmospheric model. The fluxes should
be computed for each land occupation type by the approm@dteme, and then averaged in the atmospheric
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model grid mesh, with respect to the proportion occupied dgheype. For example, a partition should
be: (1) sea; (2) inland water; (3) natural and cultivatedetgrial surface; (4) towns. The following fluxes
are calculated: latent and sensible heat fluxes (W)pmupward radiative fluxes (W nt) and momentum
fluxes along the axes of the model{is1?).

3.2.2 Town geometry description

Numerous fine-scale studies on building climatology existhose, several individual buildings are usually
present in order to study their radiative interaction, thiediachanneling effects, or the building insulation.
Thecanyonconcept, developed by city climatologists (e.g. Oke (1B8&es such a framework: it considers
a single road, bordered by facing buildings. In these stdiedels are, at best, forced by atmospheric data
(radiation, wind above the roofs) but are not in interactioth it.

The TEB model is aimed to parameterize town-atmospherendignand thermodynamic interactions. It
is applicable for mesoscale atmospheric models (a grid Heggbr than a few hundred meters). Then,
spatial averaging of the town characteristics as well asffect on the atmosphere, are necessary. The
individual shapes of each building are no longer taken igtmoant. The TEB geometry is based on the
canyon hypothesis. However, a single canyon would be tddatdge at the considered horizontal scale.

We therefore use the following original city representatio

1. the buildings have the same height and width (in the modshhn The roof level is at the surface
level of the atmospheric model.

2. buildings are located along identical roads, the lendtivltch is considered far greater than their
width. The space contained between two facing buildinggisdd as a canyon.

3. any road orientation is possible, and they all exist win $ame probability. This hypothesis allows
the computation of averaged forcing for road and wall s@s$acln other words, when the canyon
orientation appears in a formula (with respect to the surherind direction), it is averaged over
360°. In this way, no discretization is performed on the origntat

These hypotheses, as well as the formulations chosen fphtfscs (see hereafter), allow the development
of a relatively simple scheme. The parameters describiagiti1 are displayed in Table 3.1, and the scheme
variables can be found in Table 3.2.

The TEB model does not use one urban surface temperatur@gepresentative of the entire urban cover),
butthree surface temperatures, representative of roofs, roads altsl Where are two reasons for that:

 urban climatologists generally consider complex (nhot)-fl@eometry cases, in particular the 'canyon’
geometry. In order to be consistent with their findings, tB8Tmodel uses a complex surface con-
sisting of multiple explicit energy budgets.

 one spatially-averaged surface temperature is often inssall-vegetation schemes, in order to com-
pute the turbulent fluxes towards the atmosphere followireg Monin-Obukhov similarity theory.
However, over towns, the use of only one surface temperautebatable, because it has been ob-
served that the Monin-Obukhov similarity theory does ngilgafor temperature in the urban rough-
ness sublayer.

The second point will be adressed in more detail in secti@®3.The parameters of the scheme depend
directly on building shapes and construction materialsis Thakes the TEB scheme easy to initialize,
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without the need for any atmospheric data for parametengunConstruction material characteristics can
be found in the literature (e.g. see Oke (1988)).

One must separately treat road and walls, as they reaatatitfg to all the physical processes (sky viewing,
thermal structure, source of heating inside the buildirgysthe presence of water or snow on the road).
In contrast, the sunlit and shadowed walls are not treatpdrately, as the two facing walls are identical
for all processes, except one: the direct solar radiatioate Khat the two walls behave similarly for the
scattered solar radiation (i.e. in cloudy conditions). phablem is that it is not clear how to separate sunlit
and shadowed walls. It would be easy if there was only onetstlieection, but at the town scale, this is
not true, and streets parallel or perpendicular to the stactibn are found. To treat separately the walls
according to illumination by the sun, would then necessitaseparate treatment for the street directions.
A discretization for the streets should be performed at leasry 45 or 30, leading respectively to four or
six energy budgets for roads, and twice as many for wallshEtmore, the effect of the infra-red radiation
non-linearities caused by a unique wall temperature is sargll: supposing a canyon with a road width
equal to the buildings height (leading to a sky-view factorthe walls of¥,, = 0.3, see section 3.2.6) and
a wall emissivity of 0.85, the difference in the canyon topldpet between two walls at 290 K or two walls
at 280 and 300 K is only 1.5 W n?. Therefore, for sake of scheme simplicity, only one enenggdet

is chosen for the walls. Particular attention is still payedhe solar radiation budget, and the validation
presented in section 3.2.7 shows it is accurate at canyds sca

snow R

TR V\s/n ow R

Figure 3.1: Canyon geometry in the TEB scheme ,and its psigneariables.

3.2.3 Temperature evolution equations

As discussed above, the urban surface is very inhomogenatiusespect to shape and building materials.
Urban climatologists need at least four surfaces to desdtitbhe roof, the road, and two facing walls. The
problem considered here (the evaluation of the turbuledtradiative fluxes from the urban cover to the
atmosphere) allows the treatment of only three types ofsad (roof, road, wall), while keeping enough
accuracy to correctly represent the different terms of thitase energy budget. This is why the TEB model
usesthree surface temperature$y, 7, andT),, representative of roofs, roads and walls, respectively.
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Furthermore, in order to treat the conduction fluxes to omfithie building interiors (roof, wall) or the
ground (road), each surface type is discretized into skleyars (Figure 3.1). Per convention, the layer
with subscriptl is the one in contact with the air (hereafter 'surface lgyer’

The equations describing the evolution of the temperatofrése layers (representative of the middle of the
layer) are based on energy budget considerations.

The prognostic equations for the surface layers of the kgall, and road respectively, read:

aTRl o 1 * *
Cr, ot (1 = dsnowr) E (SR + L —Hp— LER — GRI’Q)
1
+(SSTLO’LUR @ (GRsnow,l - GRl,Q)
1
0T, 1
w1 A, - . L — Hw — Guw
C 1 at dw1 (Sw+ w G 1,2)
8Tr 1 * *
Crl 8t1 (1 - 5sn0w7’) d_rl (Sr + Lr —H, - LE, - G7’1,2)
1
+6STLO’LUT d_ (Grsnmu,l - GTI,Q)

T1

These three equations can be written in a generic way:

oT, Lo | rx 1
Lo (1- 55”‘"”*)61_ (S;+L;—H,— LE, — G,,,) + Osmows =— (Gronows — Garn)  (3.1)
*1

*1

Cu ot

Where, the subscript stands either fog, , or ,,, describing roof, road and wall variables (only roof and
road for water variables) respectively. This conventionsed in the rest of this paper.
T,, is the temperature of the’” layer of the considered surface (in the above equatibns, 1). Chp
represents the heat capacity, the thermal conductivity and,, the layer thickness.
The fluxesS;, L}, H,, LE,, Gy, and Grnown stand for net solar radiation, net infra-red radiation,-sen
sible heat flux, latent heat flux, and conduction heat flux betwsurface layer and the underlying layer,
conduction heat fluxes between the base of the snow mantahansurface, respectivelyi, ., iS the
snow fraction on the surface (which is zero on the walls).
It is assumed that the surface layer of each surface is suffigithin such that the layer averaged tem-
perature can be used to evaluate the radiative and turbsigfsce fluxes. This means that the surface
temperatureq’, are computed as:

T, =T,

For the sake of clarity, the subscript will be removed in the next sections.

The other layer temperatures evolve according to a simgledmnduction equation. For tiké” layer:

or,, 1

C*kw = @ (G*k—l,k - G*k,k+1) (3.2)

In these equations, the conduction flux between layeasdk + 1 reads (fork < n wheren is the number

of layers):
< Ty, — T,
G, .. =\ S .l (3.3)
e T O (dy t dy )
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with
d*k + d*k+1

Mkl =
- (d*k /)‘k‘) + (d*k+1//\k+1)
The lower boundary conditions for the roofs and walls aregilsy the building internal temperature, the

road one being represented as a zero flux lower boundary. Ttesfbetween the'” layer (the inner layer)
and the underlying material are then:

(3.4)

Tr, — T,

GRypir )\nf(T?ﬂd (3.5)
2 n
Ty, —1;

Gu, . S WL — (3.6)
i %(dwn)

Tn,n+1 0 (37)

Note that the number of layers for roof, wall and road carediffn this study, three layers for each surface
are chosen. Due to large temperature gradients which caty ard because of the multi-layer structure of
the walls or the roofs, it is recommended that at least 3 fagiex used to represent each surface.

3.2.4 \Water reservoirs evolution

Liquid or solid precipitation intercepted by urban surfade rarely addressed in the literature, except for
sewer system and hydrological considerations. An excepioGrimmondet al. (1991b), however, in
which the model used was initially dedicated to forest gisdand is limited to the water budget, computed
from the Penman Monteith equation. They added anthropogeaier sources and used the Grimmantd
al. (1991a) heat storage flux formulation.

Thanks to the presence of the surface temperatures in thes@liBne, the saturation specific humidity, and
then the turbulent latent heat flux can be computed moreygasi section 3.2.9).

The liquid precipitation is intercepted by both roofs andde. There is runoff from roofs and roads to the
sewer system. Roads and roofs can be covered by a certaimtofavater, parameterized by the variables
W, and Wp, respectively. These surfaces are impervious. Then,adsbé defining a relative humidity,

it is more judicious to treat the fraction of surface covebgdhe waterg,. anddr. This part is saturated
(fractional water pools), while the other part is assumeleary. Water evaporates when the air humidity
is not saturated until all water has disappeared from themnpus surface.

The snow-free fraction of the surface occupied by liquidewas computed ass, = (W*/W*mm)g,
(Noilhan and Planton (1989)), wheVg, . is the maximum water amount on the surface.

Furthermore, urban dew is taken into account (in case oftiveglatent heat flux), as its occurrence can
have significant effects, as pointed out by Richards (1998¢quires a special treatment: when conditions
are present for dew to occur (air humidity larger than thdaser saturation humidity), the surface is
considered wetd, = 1). This allows then a (negative) latent heat flux, which cantli¢ interception
reservoirs. These treatments are deduced from those fdoliage interception reservoirs in vegetation
schemes (Deardorff (1978), Noilhan and Planton (1989)).

Addition of an anthropogenic water source was not retainefiEB, because it does not compute evapo-
ration over gardens or parks. Irrigation water input shduddtaken into account through the vegetation
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scheme dedicated to these natural surfaces. Howeverppotenic fluxes of water vapor directly into the
air exist in the scheme (see section 3.2.9), in order to septefactory release for example.

Finally, the water-reservoir evolution equation is (foofor road):

oW,
ot
whereR is the rain rate (kg m?> s™!) and L, is the latent heat of vaporization.
The reservoirs are of small capacity (the water in exces®ss as runoff). They are set equal to
Wrg,...=W, =1kg m 2, which is well in the range of values explored by Grimmond &ia (1991).

Tmazx

The total depletion of the reservoirs by evaporation rexgjiin general, a few hours for daytime conditions.

—R-LE,/L, (W, < Wa,..) (3.8)

3.2.5 Snow effects

Snow is intercepted by roofs and roads. A snow scheme is meiéed on each surface type. Snow density,
albedo, temperature and thickness of water equivalenhdeptparameterized. Radiation, sensible heat flux,
sublimation, conduction and melting are taken into account

The evolution rate of snow albedo is enhanced (and its mimindalue lowered) in order to represent car
pollution (dirty snow). A time-dependent drainage ternmidiided to take into account snow-plow work (if
any).

The snow fraction on roof or road surfaces is set equal to atifum of the snow interception reservoir
(Wsnow*): 5snow* = (Wsnow*)/(Wsnow* + Wsnow*max)' The parameteWsnow*ma:c is set equal tol kg
m~2. The snow has an effect on:

* the energy budget of the surfaces (as part of the downwarddmes from the base of the snow),
» the heat fluxes from the road towards the canyon or from tbktowards the atmosphere,

« the radiative calculations for the canyon surfaces, beezatithe snow albedo, emissivity and temper-
ature.

3.2.6 Longwave budget

The trapping of long-wave radiation by the canyon surfasesoimputed with one re-emission taken into
account (from the Johnsaat al. (1991) formulation).

The sky-view factors are needed. They are computed for tHggdometry (an infinite canyon) according
to Noilhan (1981):

U, = [(hjw)?+ 1Y% = hjw (3.9)
Vo = g {hfw 1= [(hfw) + 172/ (/) (3.10)

These factors represent the fraction of sky seen from the aod one wall respectively, compared to the
sky fraction that a flat horizontal surface would see withahstruction. The sky-factor for the roof is then
equal to 1. If the buildings are very low,. tends to 1 and’,, to 0.5 (one wall then sees one half of the sky).
In this case, longwave radiative fluxes from the roads wilubdisturbed by the walls. On the contrary, if
the buildings are very tall, both sky factors tend to zera, mdiative exchanges will mostly occur between
the walls, and less energy will escape towards the sky.
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The net longwave radiation absorbed by the snow-free roddvali surfaces is given as:

L= 60, L — e,«JT;l + eey(l— ‘IJT)JT;%
+ (1 — €)1 — V), L + erew(l —€p) (1 — U, (1 — 20, )oT4 (3.11)
+ (1 —ew)(1 - ‘Ijr)‘llwam
Ly = P — ewan) + ewwwam
+ (1 -2V,)oT2 + (1l —&)U, VU, L
+ ew(l =€) Wy(1 =2V, )L+ (1 —€,)(1 —2V,,)%0T4 (3.12)
+ 1 -)V,(1 - U,)0Td  + ew(l —ep)Ty(l —20,)0e T2
Where:
& = (1= dsnowr)er  FHlsnowr€renon
&TE = (1= Genowr)er T +snowr€ranon T how.

By inverting the snow-covered and snow-free road chariaties in Eq. 3.11, the longwave radiative budget
on top of snow mantel can be defined. To deduce Eq.s 3.11 akdv@elused the fact that ¥, represents
the contribution of the sky to the road viewing, th@n— ¥,.) is the contribution of the two walls. For the
budget of one wall, the sky-view factor ,,, the road view factor i¥,, (per symmetry), and the facing
wall view factor is(1 — 2W,,).

3.2.7 Solar radiation
Direct solar radiation

Because of shadow effects, special computations are eehjtarestimate the solar flux received either by
the walls or the roads.

Let SV be the direct solar radiation received bylasrizontal surface at the first atmospheric model level.
The roof surface receives this amount of radiation.

Let 6 be the angle between the sun direction and the canyon axis \dme the solar zenith angle
(from zenith). Let us first consider a road perpendicularhte sun direction = 7, Figure 3.2).
Ao = arctan(w/h) is defined as the zenith angle for which the sun begins to illate the road. It can be
noted that whatever the sun position, one of the two walls ghadow, the other one is (partially) in light.
The mean direct solar fluxes received by both walls and bydad,rfor a street direction perpendicular to
the sun, are:

Stg=T) — Tugh if A>Xo
v 2 stan(A) St if A<Xo
SU(Q z) _ 0 if A> X

2 (1- Ltan(n)) S¥ if A< Ao

In order to take into account the other canyon orientations, should replace by w/sin(#) in the above
expressions, and then multiply the wall fluxessby(#). Then letd, be the critical canyon orientation for
which the road is no longer in the light (or for which the radia is minimum if the sun is high enough),
ie.

0y = arcsi ( [w# 1})
o = arcsin ( min B tan(y)
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sl

road perpendicular to sun direction road perpendicular to sun direction

Sun low over the horizon A> A, Sun high over the horizonA< A,

Figure 3.2: Solar radiation input for a road perpendicutathie sun azimuth. In the TEB scheme, the
contribution of all the other road directions are averagét this one.

Averaging a flux with respect to the canyon orientation ifqrened with two integrations, one between
¢ = 0 and® = 6, and the other one betweén= 0, andd = 7. The direct solar fluxes for walls, roads and
roofs then read:

st= gt [2% — %%tan(/\) (1— cos(@o))] (3.13)
sbo gu [% (% - %) + %tan()\) (1-— cos(@o))] (3.14)
Sp= s (3.15)

Note that from the previous equations, one can check thesoaatson relationS¥ + 2%53) = st

Solar radiation reflections

The scattered solar radiation received by the surfa@é}?iQ directly deduced from the sky-view factors.
Because of the canyon shape and the possible high albede siditfaces (white paint, snow), the shortwave
radiative budget is computed by resolving a geometric systg an infinite number of reflections. The
reflections are assumed to be isotropic: there is no spe@ilaction in this model. Details of the following
calculations are given in Appendix A.

One defines\Z, as the sum of the reflections against the road and wall:

Ry (0)+(1—¥, )@ (Ruw (0)+Wwaw R (0
M, = (12(1(72q1w§aw(+(1(—\)1/r)\1’wa—raw( : (3.16)

Rup (0)+ Wy vy Ry (0
My = 17(172\P1£))o¢w+(17‘llr)(\ll)wa_raw (3.17)

with

R,(0) = Sy +a S
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R, (0) = Sy —|—awS$)

ar = (1 - 5snowr)ar +5snowrarsnow

The total solar radiation absorbed by each of the surfacestig

Sf= (1-a)8Y+(1—-a)S +(1—a)(1—V,)M, (3.18)
St = (1 —ay)SE+ (1 —ay)SL (1 — ) (1 = 2W,) My, + (1 — ) ¥y M,

(3.19)
St = (1—ar)Sh+ (1 —agr)Sk (3.20)

Note that in these equations, a specific albedo of the swféglass, wet surface) for the direct solar
radiation, would change only thJeka terms.

3.2.8 Anthropogenic fluxes

Due to human activity, heat and moisture are released t@thedatmosphere. The two main sources come
from domestic heating and from combustion.

Domestic heating is explicitly resolved by assuming a amisinternal temperature, whatever the external
temperature. The default value is 290.15 K. The heat is thlased towards the wall/roof surfaces and
then towards the atmosphere through the conduction fluxulation.

The combustion source is split into two contributions in &8 model: traffic and industry. For each, the
heat and moisture fluxes, averaged on the town surfdgg {;. andL Ey.q 1 fic, Hindustry aNALE;pqustry),

are specified by the user (from available information on tiwentactivity).

However, these fluxes dwt directly modify the surface energy budgets since they deased into the air.
The traffic related fluxes will modify the canyon air budgeteft are incorporated in Equation 3.24, see
next section). The industry fluxes are assumed to influerecatthosphere directly.

3.2.9 Turbulent fluxes
Treatment of the urban roughness sublayer, momentum fluxes

In this section, the method to compute the turbulent fluxesvdsen the surfaces and the atmospheric
model will be presented. The resolution of the atmosphendehis far too low to be able to represent the
urban roughness sublayer motions, as it applies to the masosThe atmospheric models do not usually
parameterize the exchange processes in this layer: it is bpthe surface scheme. If the first atmospheric
level is outside the roughness sublayer, the traditiondhse layer formulations can be used to compute
the turbulent fluxes. The problem is that the roughness geblzan have a substantial extension over an
urban surface (several tens of meters), and the first lewbecditmospheric model (often a couple of tens of
meters) is often within it.

Itis therefore necessary to have a closer look to the pasination of the fluxes. Feigenwintetal.(1999)
conducted measurements on a 50m height mast in the city ef B&gitzerland). The authors found that the
mechanical properties in the roughness sublayer (sucloéieprof velocity variances, non-dimensionalized
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velocity variances and spectra of wind components) behaviady to rural surface layers. Furthermore,
they concluded that these quantities are quite well pamnizet! within the Monin-Obukhov similarity
theory, if local Monin-Obukhov length is applied.

Following their results, the TEB scheme computes thementum fluxes for the entire urban (or
suburban) cover, with a roughness length formulation and the stability ficieihts of Mascartet al.
(1995), whatever the relative positions of the atmospHeviel and the roughness sublayer height.

In contrast, Feigenwintest al. (1999) found that the temperature characteristics, aneaiticplar the tur-
bulent heat flux, cannot be satisfactorily reproduced byMioain-Obukhov similitude framework. They
attribute this discrepancy to 'thermal inhomogeneity andlfferent source areas’. The use of one unique
surface exchanging heat with the atmosphere (the classidalce layer approach) becomes debatable.
The approach of the TEB scheme is to suppose that thertsvarmajor sources of heat from the artificial
cover towards the atmosphere, leadingtwm turbulent heat fluxes. These two different surfaces are
the roofs on the one hand, and tlmanyon systemson the other hand (see Figure 3.3). The two flux
contributions are averaged relative to their horizontalaar this is a way to represent the mixing in the
urban roughness sublayer.

Considerations on the turbulent transfer of moisture

Both for roof and roads, one will also explicitly supposetttiee transfer coefficient for turbulent heat and
moisture fluxes are identical (but different than for moroemt Very few direct measurements of turbulent
moisture fluxes exist in the literature to validate or indate this hypothesis.

Roth (1993) and Rotkt al. (1993) computed statistics from data (including moistueasurements) gath-
ered during 10 days in summer in a suburb of Vancouver. Tharbuwas composed of 36% artificial cover,
and of 64% greenspace. They showed poor correlation betteegperature and moisture characteristics,
and suggested it was caused by spatial inhomogeneity. Tovluded that in their case, the mixing for
moisture was less efficient than for heat. However, thereneasin during this period, and the evaporation
came from the greenspace. Therefore, it is not possibleato donclusion about a specific formulation for
the moisture flux in the TEB model.

Other latent heat flux data exist, but again during dry perigdrimmondet al. (1999) gathered data from
seven north-American cities, but five of them are suburbaesarhe two most purely urban cases (central
Mexico city, presented in detail in Olet al. (1999), and an industrial site in Vancouver) show very small
evaporative flux: equal to 4% and 10% of the net radiationifduthe day) for the two sites, respectively.

Roughness length for momentum fluxes

The momentum fluxes are computed for the entire urban surfém@ever, one difficulty lies in the determi-
nation of the roughness length to use in urban areas. Weeib@93) reviewed some experimental rough-
ness length estimations for rather homogeneously builingas. Dense low building roughness lengths
were found between 0.4 and 0.7m, and those for regularlytowns ranged from 0.7 to 1.5m. In these ex-
periments, they are approximately equal to 1/10 of the r®aséuilding heights. Bottema (1997) presents
a model computing roughness lengths from building shapdgeative positions (normal or staggered).
He found the modeled,, ,, to be in agreement with the available measurements. Satysékperiments

of his model show that the ratie), . /h ranges from 0.05 to 0.1 (except for very sparsely built greas
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Therefore, as a first approximation, the roughness lengieiiTEB model is set equal to:
Zotown = h/lo

(with an arbitrary limit of 5m), but it can be specified indedently, either from in-situ measurements or
more complicated formulations (see for example the recaew of Grimmond (1999)).

Heat fluxes between roofs and atmosphere

The turbulent heat fluxes for the roofs are also recoverenh fttassical boundary layer laws (because
the roof heights are supposed uniform), with a roughnesstheof 15cm (as observed by Sturroekal.
(1977)). Again the stability coefficients of Mascat al. (1995) are used to compute the aerodynamic
resistanceRE Sp.

The effect on temperature and specific humidity of the diffiee in height between the atmospheric level
and the roof level is corrected using the Exner functibn= (p/pO)Rd/C”d, wherep is the pressurep(
andp, are the surface pressure and the first level pressure inrt@spheric model respectively), is a
reference pressure (equal to 100000 Pa),&nthe gas constant for dry air. One defines:

T, = T,11, /11,
do = qa 9ous(To:Ps)/0u(Ta, Pa)

The heat and moisture turbulent fluxes between roof and aineos read:

Hr= Cyppa (To—Tean)/RESR
LER = Lypg (qAa - QCan)/RESR

wherep, is the air density at first atmospheric level, aiigl, the heat capacity of dry air.

Wind inside the Canyon

The computation of the wind inside the canyon is necessaggtimate the heat fluxes between the surfaces
and the canyon. The vertical speed along the wails,,,, as well as the horizontal wind speed in the
canyon,U..,, must be defined. Rotach (1995) presents turbulence measnigin and above a road in the
center of Zurich (Switzerland), for which the canyon aspatib ish/w ~ 1. Rotach (1995) observed that
fluctuations of the vertical wind speed,,, in the upper part of the canyon, are almost equal to thedrict
velocity u,, whatever the stability or wind direction above. Feigertetiret al. (1999) finds that,, /u.. Is,
on the contrary, increasing with height for unstable cood#. However, their value ef,, /u. near the roof
level (extrapolated using the Monin-Obukhov function) \epproximately 1.15, which is of the same order
of magnitude as the Rotach (1995) results. They also foumiddh stable to weakly unstable conditions,
presents a maximum between the roughness sublayer ancktlialisublayer above. However, does not
depart by more than 10% from its value in the inertial sublaged is assumed constant with height in the
scheme.
Then, (assuming that all this holds true for other canyoreetsgatios), the vertical speed along the walls
reads:

Wean = us = \/C_dHU_;zH (3.21)

U, is the wind velocity at the first atmospheric model level. Tnag coefficient(;, is computed from the
temperatures and humidities in and above the canyon, anutfie roughness lengthy,, ., taking into
account the stability effects according to Maseral. (1995).
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The horizontal wind speed/.,, is estimated at half the height of the canyon. First, theézbatal wind
speed at the top of the canyon is deduced from the logaritlani@bove it (Figure 3.3, right side), and the
displacement height is equal to two thirds of the buildingyhefrom road surface (i.e. &t/3 under the roof
level - which is the zero height of the atmospheric model daasical assumption for plant canopies). Fur-
thermore, in order to consider all canyon orientations, sinde only the along canyon wind is considered,
an integration over 360s performed. At canyon top, this gives:

h/3
Usop = g In (Zotown) ||U_' ||
op — Az+h/3 a
T ln ( Zotown )
whereAz is the height of the first atmospheric model level above tloésto
To calculatd/..,,, a vertical profile of the wind inside the canyon is assumeade®ponential form is chosen

(as is done in vegetation canopies, cf e.g. Arya (1988))h%uyarofile applied at half-height gives:
Ucan = Utopexp(_N/Q)

N must be determined. Rotach (1995) finds from his case stutly & 1), thatU.,,, ~ 0.75U;,,. Studies
in corn fields {/w ~ 4), which could be assimilated to narrow streets, divg, ~ 0.4Uy,, (Arya 1988).
Therefore, the parameté&f = 0.5h/w should be pertinent.

Then: ( , )
2 1h\ In{5 .
can — —— | T teun a 3.22
v weXp< 4w) In <—Az§+h/3) 1Tl (3.22)
town

Sensible and latent heat fluxes in the canyon

The turbulent heat fluxes between the canyon air and the ptrecs are computed from the temperature and
humidity inside the canyon. The fluxes between surfaces angon air follow an empirical formulation.
The air characteristics inside the canyon are deduced fierodntinuity between the fluxes coming from the
surfaces and the flux with the atmosphere (inspired by thetaggn canopy scheme of Deardorff (1978)).
The heat fluxes are used in the energy budget conservatiatieus involving the surface temperatures.
This is why a precise approach has been chosen, specificiccaeace. Figure 3.3 displays a summary of
the TEB options.

Fluxes between canyon air and atmosphere: Above the canyon, the fluxes are estimated from classical
surface boundary layer laws. However in these formulaeatheharacteristics in the canyofi.(,, and
gean) @re used instead of the surface characteristics. The yasnuc resistance above the canyon, called
RES;,p, is calculated with,,,,, using the stability coefficients of Mascaat al. (1995) (this formulation
leads to different drag coefficients for momentum fluxes amdhéat or moisture fluxes).

The heat and moisture turbulent fluxes between canyon anssptmare then read:

Higp = Cpypa (Ta—Tean)/RESuop
LEtop = vaa (qAa - qam)/REStop

Fluxes between walls, roads and canyon air: Between the canyon surfaces (road and walls) and the
canyon air, the Rowlewt al. (1930) and Rowleet al. (1932) aerodynamic formulations are used. They
were obtained from in-situ measurements. These formukaalao used in the canyon circulation model of
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Mills (1993). Other formulations of similar form exist inghiterature (see e.g. Sturroekal. (1977), either
from wind tunnel or in-situ measurements).

For simplicity, the same value is chosen for both road andswarlhe resistance is independent of the
stability inside or above the canyon. It reads:

—1
RES, = RESy = Cy,pa (11 8+ 4.2/UZ,, + (us + w*)Q) (3.23)

1/3
o g
w* N ( TC(ITZ QOh)

Whereu, + w, is the turbulent wind and@), encompasses both road and wall turbulent heat fluxes.
Finally, the heat fluxes between the canyon surfaces andith@n air read:

H, = Cp,pa (Ty — Tean)/RES,

Hw - depa (Tw - can)/RES
LET = vaa 57‘(qsat( rvps) QCan)/RESr
LE,= 0

Notice the form of the latent heat flux, where the fraction et wad,j,, is applied outside of the brackets.
Therefore, the evaporation from the surface occurs whel(Z,) > g.qn, €ven if very little water remains
in the interception reservoir. The same humidity treatnieperformed for roofs.

Canyon temperature and humidity

These quantities can be considered as output of a metemaldgrecast. They are computed diagnosti-
cally: the equilibrium between thermodynamic fluxes for ¢aayon air is assumed to be valid at each time
step.The anthropogenic flux due to traffic is also taken into accoun Note that in this formulaldy, . sic.
representative of the whole urban surface, has been scelbd toad surface.

HtOP = (1 - 5snow7’)Hr +%Hw +Ht7'affic + dsnowr Hsnowr

1 — apiq
(3.24)
1
LEtop = (1 - 5snowr)LEr +LEtrafficl ~ b + 5snoerEsnowr
(3.25)
Then
T 2h Ty H raffic H.snowr
T _ (1 - (5snowr)REST + ‘w RES,, + RESmp + depi(lfjabld) + 55”0“”“ CpyPa (3 26)
can — 1 .
(1 = Gsnowr) RHS; T+ = RESy + RES
and
_ 6T‘qsa (T’f‘vps) LEleffiC LET.snow
qcan _ (1 5sn0wr) RtE‘ST + REStop vaa,(l abld) + 6517,0101” vaa. (327)

(1 — 6sn0w7’) RES + REStop
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h/3

Aerodynamical resistances wind profile

Figure 3.3: Scheme options for: (a) aerodynamic resis&r{bg wind profile within and above the canyon.

Averaged fluxes at town scale

As mentioned above, the averaging operation performed tairokthe turbulent fluxes at town scale is in
itself a way to solve the problem of the roughness sublayenirics the mixing of the different sources of
turbulent heat fluxes, and then produfleges which are representative of the upper part of the surfae
layer, above the roughness sublayer. The energy fluxes releagbe bydustrial activities is also added at
this stage.

The total heat fluxes from the artificial material areas talsahe atmosphere are then:

Hiown = apgHp + (1 — apg) Hiop + Hindustry (3.28)
LEtown = abldLER + (1 - abld)LEtop + LEindustry (329)
In order to have the total turbulent fluxés, LE from the surface towards the atmospheric model, these

fluxes should be averaged with those computed by the vegetatheme for the other land surfaces (city
parks, gardens, fields, forest, bare soil...) and those fvataer covered surfaces (rivers, lakes, sea...).

Solar radiation reflections

Suppose hereafter that the direct and scattered albedadbrsairface are identical. If this is not the case,
only the first direct solar reflection would be modified.
When the first reflection occurs, the fluxes stored by the roadaall, A, and A,,, are respectively:

A4,0)= (1-a)(S +SY
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The reflected part®, andR,, are:

After n reflections:

An+1)= A(n) +(1—oa)(1 =¥, )Ry(n)
Apn+1)= Ay(n) +(1 — ay)VyR.(n) + (1 — ay)(1 — 2V ) Ry(n)
R.(n+1) = +a,(1 =V, )Ry(n)
Ry(n+1)= +a, Yy R (n) + (1 — 204, ) Ry (n)
Then
A(n+1)= A.(0) +01-Y)1—-«p) zn: Ry, (k)
k=0
Apn+1) = Au(0) +Pu(1 — ) zn: R, (k)
k=0
+(1 - Q‘I’w)(l - aw) En: Rw(k)
k=0
and
Zni R.(k) = (1—=W.)a, Y355 Ru(k)  +R.(0)
k=0
2": Ry (k) = Vo Y1 2g Re(k)
k=0

+(1 = 2Wy) o, Y020 Ru(k)  +Rw(0)

Solving this geometric system yields, in the case of an i&inumber of reflections:

> B (1=¥,)ar (Rw(0)+VwawRr(0)
DY Re(k) = Re(0) + 1m0t oaas = Mr
k=0

> R (0)+ Wy Ry (0
S Ru(k) = e Pearan = My
k=0

The total solar radiation stored by road and wall is then:

Si= (1-a)S¥+(1—a)S} +(1—a)(1—T,)M,

SZ; = (1 - aw)Sz% + (1 - Oéw)Si +(1 - aw)(l - 2\ij)Mw + (1 - aw)(l - ‘Ilw)MT
The total albedo for the town is:

froadS:oad + fwallSZ)all + froofS:oof
Froad(Syoaq T Soad) + Fuwatt(Spay + Shan) + fTOOf(Siioof + S}’oof)

arpp =1—

(3.30)

Where froaa = 1 — apid, froop = apia AN froof = 22 (1 — ayq)
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symbol designation of symbol unit
geometric parameters
Qtown fractional area occupied by artificial material -
abid fractional artificial area occupied by buildings -
1 — apa fractional artificial area occupied by roads -
h building height m
h/l building aspect ratio -
h/w canyon aspect ratio -
Z0t0wn dynamic roughness length for the building/canyon system m
radiative parameters
AR,y Oy, Qo roof, road and wall albedos -
€R, €ry € roof, road and wall emissivities -
thermal parameters
dr,,, dr),, dw, thickness of the:*" roof, road or wall layer m
ARp» Argor Mg thermal conductivity of thé&" roof, road or wall layer wmt K™t
Chrys Cryyy Cuy, heat capacity of thé*" roof, road or wall layer Jm! K™t

Table 3.1: Parameters of the TEB schenmféote thatas,.,,, is not strictly a parameter of the TEB scheme,

but is used to average the output TEB fluxes with those couhputehe vegetation and water portions of

the grid mesh. Note also that some surfaces between theéngs|dsuch as gardens or parks for example,

are not treated by the TEB model, but modify the canyon width,
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symbol designation of symbol unit
prognostic variables
Try,, Try,, T, temperature of thé'” roof, road or wall layer K
Wgr, W, roof and road water interception reservoir kgt
Wanowrs Wsnownr roof and road snow interception reservoir kgt
Tsnowrs Tsnowr roof and road snow temperature K
Psnow gy Psnowy roof and road snow density kg m—3
Asnow Ry Xsnowr roof and road snow albedo -
diagnostic variables
Tean canyon air temperature K
Gean canyon air specific humidity kg kg™!
Ucan along canyon horizontal wind ms?
Qtown town effective albedo -
Tsiown town area averaged radiative surface temperature K
input energy fluxes
! downward infra-red radiation on an horizontal surface Wm
St downwarddiffuse solar radiation on an horizontal surface W
st downwarddirect solar radiation on an horizontal surface W
Hiraggic anthropogenic sensible heat flux released in the canyon “Wm
LEraffic anthropogenic latent heat flux released in the canyon Wm
Hindustry anthropogenic sensible heat flux released by industries “Wm
LEindustry anthropogenic latent heat flux released by industries Wm
other energy input
Tiyg building interior temperature K
output energy fluxes
Sk, Sr, S5, net solar radiation budget for roofs, roads and walls Wm
Ly, Ly, L}, net infra-red radiation budget for roofs, roads and walls Wm
Hgr, H,, Hy, turbulent sensible heat flux for roofs, roads and walls Wm
LER,LE,, LE,, turbulent latent heat flux for roofs, roads and walls Wm
GRy ji1r Grysrr Guy oy, conduction heat flux betweeri” andk + 1°* roof, road or wall layers W m?
Hiown town averaged turbulent sensible heat flux Wan
LEown town averaged turbulent latent heat flux W

Table 3.2: Energy fluxes and variables in the TEB scheme
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experiment name- reference  buildings suburban Insulated Insulated, Ti
parametel

Qtown 100% 70%

abld 50%

h/w 1 3 0.5

Z0town 5m Im

Tipra 290.15 K variable
dr, (dense concreje 5cm

dr, (aerated concrefe 40 cm

dr, (insulation layej 5cm 20 cm 20 cm
d., (dense concreje 2cm

d., (aerated concrefe  12.5cm

dw, (insulation layey 2cm 8cm 8cm
d-, (asphal) 5cm

dr, (dry soil) 10cm

dr, (dry soil) 100 cm

QR 15%

Qly 25%

o 8%

€ER 90%

€w 85%

€r 94%

Table 3.3: Urban characteristics for the sensitivity ekpents. Only the parameters different from the
reference experiment are shown. Composition of the layerdisplayed with the corresponding layer
thickness.
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4.1

ISBA surface scheme

4.1.1 Force restore approach

Treatment of the soil heat content

The prognostic equations for the surface temperdiyr@nd its mean valugé; over one dayr, are obtained
from the force-restore method proposed by Bhumralkar (188 Blackadar (1976):

T 2
oTs  _ Cr(Rn— H — LE) — (T, — Ty), 4.1)
ot T
Ty 1
T2 T -y, 4.2
ot T( ) (4.2)

where H and LE are the sensible and latent heat fluxes, &dis the net radiation at the surface. The
surface temperaturg; evolves due to both the diurnal forcing by the heat ilix= R, — H — LE and a
restoring term towards its mean valilig. In contrast, the mean temperatdfgonly varies according to a
slower relaxation towards;.
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The coefficientCr is expressed by

c, . o

wherewveg is the fraction of vegetatior(), is the ground heat capacity, is the snow heat capacitg;, is
the vegetation heat capacity, and

CT _ 1/ ((1 - U@g)(l _psng) + veg(l _psnv) psn> (43)

W, hs

Psng = W W Dsnv = hSTOOOZO; Psn = (1 — veq)psng + vVEIPsno (4.4)

are respectively the fractions of the bare soil and vegwtatovered by snow, and the fraction of the grid
covered by snow. HeréV .., = 10 mm, andhs = W/ p; is the thickness of the snow pagk; (s the snow
density). The partitioning of the grid into bare soil, vegg&in, and snow areas, is indicated in Fig.(4.1) .

E,
Es

IE on ‘!\ Snow
V /1

/ 1

| 1-p o |

Psiw psng

|
veg I 1-veg———

I
I l_psnv
|
]

Figure 4.1: Partitioning of the grid

The heat capacities of the ground and snow canopies arectesbegiven by

1Cy <1.5x107° Km?J ! (4.5)

b/2log10
C. =C (wsat> /2og
g — “Ygsat
w2

whereG g, is the heat capacity at saturation, ang,; the volumetric moisture content of the soil at satu-

ration; and
T 1/2
Cs=2x ( ) (4.6)

AsCsT

where), = \; x pst88; ¢ = c;(ps/pi): \i is the ice conductivityy; is the heat capacity of ice; and is
the relative density of ice (Douville (1994), Douvik al. (1995)).

After an intermediate surface temperatiité is evaluated from Eq. (4.1), the cooling due to the melting of
snow is considered following

7.5 =T — CrLs(melt)At 4.7)
whereL ¢ is the latent of fusionAt¢ is the timestep, and the melting rate of snow is

T, — 1o
CSLfAt

melt = psp, < ) i melt >0 (4.8)

Here,
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Ty = 273.16 K;

T, = (1 —veg)Ts* 4+ vegTy

Similarly, the intermediate mean temperati€ obtained from Eq. (2) is also modified due to the melt-
ing/freezing of water in the soil layer occurring for temgteires between-5°C' and 0°C' (Booneet al.
(2000)). The resulting mean temperature is

T2+ =1 + (Aw2)frozeanng (4.9
with
T5* — 268.16
(Aw2) frozen = |:1 - (257>:| (wa(t) —wa(t — At)) (4.10)
(AwQ)frozen =0 ifTy < —5°C or if Ty > 0°C (4]_1)

whered = 15 ¢m is an estimated average of the penetration of the diurnat\vaw the soil. Only the mean
temperaturel;, is modified by this factor. The surface temperatilite however, indirectly feels this effect
through the relaxation term in Eq. (1).

Treatment of the soil water

Equations forw, andw, are derived from the force-restore method applied by De#ir(@077) to the
ground soil moisture:

ow 1 Co

atg _ i (Pg _ Eg) - (wg — wgeq) 10 < wg < wgat (4.12)
Ows 1 Cs3

2 - o~ (P, — E, — Ey) — Br maz 0., (wa —wge)] ;0 < wp < Weqy (4.13)

whereP, is the flux of liquid water reaching the soil surface (inchglithe melting),E, is the evaporation
at the soil surfaceF,, is the transpiration rates,, is the density of liquid water, and; is an arbitrary
normalization depth of 1 centimeter. In the present fortmoma all the liquid water from the flux’, goes
into the reservoirsy, andws, even when snow covers fractions of the ground and vegatalioe first term
on the right hand side of Eq. (12) represents the influencerfdice atmospheric fluxes when the contri-
bution of the water extraction by the roots is neglected. ddefficientsC; and Cy, and the equilibrium
surface volumetric moisture,.,, have been calibrated for different soil textures and maist (Noilhan
and Planton (1989)).

The expression fof’; differs depending on the moisture content of the soil. Fdrseés (i.e.,wg > wy),

this coefficient is expressed as
w b/2+1
Cy = Clsar ( uj‘“) (4.14)

g

For very dry soils (i.e.3, < wyir), the vapor phase transfer needs to be considered in ordeproduce
the physics of water exchange. These transfers are pam@edtas a function of the wilting point,,;;;, the
soil water contentv,, and the surface temperaturfg, using the Gaussian expression (Bracl. (1993),
Giordani (1993)

_ 2
C1 = Climaz €XP l—%] (4.15)
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where wyae, Cimaz, @ndo are respectively the abscissa of the maximum, the mode, lendtandard
deviation of the Gaussian functions (see Appendix B). Themtoefficient(Cs, and the equilibrium water
contentwg.,, are given by

w2
= re 4.16
s Care (wsat — Wy +o.o1> (4.16)
P 8p
Wgeqg = W2 — AWgqat (7;02 ) ll — (;02 ) 1 (4.17)
sat sat

For thews evolution, Eq. (13) represents the water budget over tHdaar of depthd,. The drainage,
which is proportional to the water amount exceeding the feglpacity (i.e..w2 — wy.), is considered in
the second term of the equation (see Mahfouf and Noilhang)99he coefficient';s does not depend on
wy but simply on the soil texture (see Appendix A). Similarlynfoff occurs whenv, or w, exceeds the
saturation valuev,,; or when a sub-grid runoff scheme is used. Coeffici€nts;, Cipaz, Corer @andp are
made dependant on the soil texture (Noilhan and Mahfouf@®)99

Root zone soil layer option In the standard two-soil layer version of ISBA, it is not pbsesto distinguish
the root zone and the total soil water reservoirs. With tliegHayer version, the deepest soil layer may
provide water to the root zone through capillary rises oahg the available water content for transpiration
is defined agwsqr — wsqt) X da.

The bulk soil layer (referred to as, in the previous sections) is divided into a root-zone layeth a depth
ds) and base-flow layer (with a thickness defined:as ds). The governing equations for the time evolution
of soil moisture for the two sub-surface soil layers aretemitfollowing Booneet al. (1999) as

Ows 1 C C

_ _E — _ 8 _ _ 4 _
ot puds (P; — Ey— Ey) dngaX 0, (w2 — wyc)] . (wo — w3) (4.18)
aw3 o d2 C3 C4
B ddy {(ZlQ—TmaX [0, (w2 —wye)] + — (w2 = wg)} (4.19)
C
o (d3 _::12) TmaX [0’ (U)S - wfc)] ; 0 S w3 S Wsat (420)

whereC), represents the vertical diffusion coefficient. It is defired

Cy = ChpepTaztir (4.21)
(4.22)

wherew;, 3 represents the interpolated volumetric water contentesatative of the values at the layer
interface ¢>). TheCy,.r andCy, coefficients are defined using the soil sand and clay contentsistent
with the other model parameters (see the section on mod#iaeets). In addition, the’y,.., coefficient

is scaled as a function of grid geometry. The equations &egriated in time using a fully implicit method.

Exponential profile of ks,; In this version, the soil column assumes an exponentiallprafthe saturated
hydraulic conductivityks.:, with soil depth (Decharmet al. (2006)). This parameterization depends only
on two parameters, which represent the rate of decline of theprofile and the depth where,,; reaches
its so-called "compacted” value.

ksat(2) = Fsat,ce” 727 (4.23)

wherez(m) is the depth of the soil profilef (m~!) is the exponential profile decay factor a#dm) the
compacted depth whefg,; reaches its compacted valug,. . given by Clapp and Hornberger (1978). In
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the standard approacli,varies with soil properties (texture and/or rooting defttis) can not exceeim !
andd,. assumes to be equal to rooting de@gth Sensitivity tests to these parameters and a detailedsdisru
about this parameterization can be found in Dechaetred. (2006). The main hypothesis is that roots and
organic matter favor the development of macropores andneehthe water movement near the soil surface,
and that soil compaction is an obstacle for vertical watendfer in the deeper soil. This exponential soil
profile increases the saturated hydraulic conductivitthatdurface by approximately a factor 10, and its
mean value increases in the root zone and decreases in {éagleein comparison with the values given
by Clapp and Horneberger (1978). In ISBA, all hydraulic terestore coefficients{1, C'2, C3 and C4)

are re-formulated to take into account thig; profile.

Treatment of runoff in th Isba initial version Run-off occurs whenuvy exceeds the saturation value
wsqt. IN its standard version, ISBA simulates surface runofbtigh the saturation excess mechanism (also
known as Dune mechanism), therefore, runoff is only prodweken the soil is saturated (i.e:, exceeds
the saturation value,,;). Note that ifws exceeds the saturation, the excess water is added to timagleai
term.

When the scale of variability of runoff production is smalllean the typical scale of the grid scale (which
is common in most applications), the soil almost never sédsrand the runoff production is very low, even
though, in reality, a fraction of the cell is saturated andsiproduce surface runoff.

In order to account for subgrid scale runoff, three paraisetons are available and are described hereafter.

The variable Infiltration Capacity (VIC) scheme. This subgrid parametrisation was introduced by Ha-
betset al. (1999) following the approach of the Variable Infiltratiom@acity (VIC) scheme, described in
Woodet al. (1998) and Dumenil and Todini (1992) and inspired from thajia model Zhao (1992). In
this scheme it is considered that the infiltration capadhg haximum depth of water that can be stored in
the soil column) varies non-linearly within the grid cellhd fraction of the grid cell that is saturated is a
function of some soil parameters (the soil water contenatatration, the wilting point and the root depth),
the soil water content of the root zones() and a new parameter, callegwhich represents the shape of the
heterogeneity distribution of effective soil moisture aefy.

This approach is summarized in Fig. 4.2. A grid cell is asslitnde composed of an infinity of elementary
reservoirs, whose infiltration capacity continuously garfirom 0 and a maximum valdg,. The mean water
content {vg-) is the sum of the water content of all the reservoirs.

1 is the water content of the non satured elementary reserg@lirreservoirs with a water content below
are saturated)A(7) is the saturated fraction of the cell. In case of preciptai{P), all reservoirs with an
infiltration capacity lower tham + P will be filled, and then produce runoff. The runoff is the sufrtte
contribution of the elementary reservoirs.

In this scheme, the infiltration capacity is given by :

=i 1= (1= A(0))F] = A(i) =1 - (1 - Z—‘))b (4.24)

im

where A(:) is the fraction of the grid cell whose the infiltration capgds lower thani (0 < A(i) < 1),
i IS the maximum infitration capacity of the grid cell, alhg the curvature parameter, which controls the
distribution functionA : the runoff is high wherb is high, and low wher is small.

In the grid cell, the runoff is given by :
. b+1 2o\ b+1
(1 i P) - (1 - i) ] (4.25)
Tm Tm
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Figure 4.2: Simplified scheme of the VIC subgrid runoff. Lefirinciples. Right : variation of the saturated
proportion of the grid cell for several values of the soil &atontent and of the parametein the VIC
model. In Isba, the saturated fraction of the grid is comgpietweenwy,,;;; andw;q:

For a water content, the saturated fraction of the grid celd(ws2)) is given by:

Alws) =1 — (1 -2 )"% (4.26)

Wsat

After preliminary testing of this parameterization on thdofir watershed, Habeg al. (1999) found that
the parameterization generated too much runoff in summeirfosoil conditions. To avoid this problem, a
threshold was introduced in the soil wetness, under whinbffwas not produced. This threshold was set
to be the wilting point ().

TOPMODEL approach TOPMODEL (TOPography based MODEL) attempted to combineirtipor-
tant distributed effects of channel network topology andadyic contributing areas for runoff generation
(Beven and Kirkby (1979), Silvapalaet al. (1987)). This formalism takes into account topographic het
erogeneities explicitly by using the spatial distributiointhe topographic indices\;(m), in each grid-cell
defined as follows:

Ai = In (a;/ tan 3;) (4.27)
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wherea;(m) is the drainage area per unit of contour of a local pixeindtan (3; approximates the local
hydraulic gradient wherg; is the local surface slope. If the pixel has a large drainaga and a low local
slope, its topographic index will be large and thus, itsighbib be saturated will be high. Then, this topo-
graphic index can be related to a local water deficit, andgusia spatial distribution of the topographic in-
dices over the grid cell, a saturated fraction, fsat, irelgrproportional to the grid cell mean deficid; (m),
can be defined. The "coupling” between TOPMODEL and ISBA wappsed by Habets and Saulnier
(2001) and generalized by Decharteal. (2006). The active layer used for the ISBA-TOPMODEL cou-
pling is the rooting layer, and not the total soil column. TMMPDEL describes generally the evolution of
a water storage deficit near the soil surface that reacts-qsiantaneously following rainy events (Beven
and Kirkby (1979)). In that case, the root zone appears to t@asonable compromise in ISBA. So, the
relation between the grid cell mean deficit and the soil moéstomputed by ISBA is simply expressed as:

0< Dy = (wsat - w?) X d2 < dO (428)

whereds(m) is the rooting depth and,(m) the maximum deficit computed as the difference between the
saturationwsat, and the wilting pointw,,ilt :

do = (Wsat — Wyirt) X do (4.29)

So for a given rooting soil moisturey,, a mean deficit,D;, is calculated and it is therefore possible to
determine the saturated fraction of the grid-cell. The fr@;,,, is thus simply given byQ;,, = P, x fsa
where P, is the throughfall rain rate. Fav, lower than the wilting point, the mean deficit is a maximum,
Dy =dy, fsat = 0 and no surface runoff occurs. Note that, the spatial digiob of the topographic index
in each grid-cell can be computed with the three- parametemga distribution introduced by Silvapalan
et al. (1987). The three parameters are derived from the meargasthmleviation, and skewness of the
actual distribution that can be done by the HYDRO1K datatsetlakm resolution or another database. This
TOPMODEL approach has been intensively validated botheatagional and global scale (Decharpetel.
(2006), Decharme and Douville (2006 and 2007)).

Horton runoff approach. The Horton runoff occurs for a rainfall intensity that exdeehe effective
maximum infiltration capacity. This infiltration excess rhanism tends to dominate the overland flow
production in most desert or semiarid regions where shfalbevents can be very intense, but also where
the absence of vegetation and other organic matter pretlemtdevelopment of a porous soil structure
through which water can move easily. The development ofradhust at the soil surface can also inhibit the
infiltration (arid or frozen soil). So the Horton runoff);,,,;, is calculated using two infiltration functions
following Decharme and Douville (2006):

Qhort = (1 — 5]0) X max (O, S + Pg — Iunf) + 5]0 max (0, S + Pg — ]f) (430)

where S, is snowmelt,P, the throughfall rain rate/,,,; and I the infiltration functions over unfrozen
and frozen soil, and; the fraction of the frozen soil. These functions depend @t rone soil moisture

conditions as well as on soil hydraulic properties. WhenHioeton runoff (being estimated only on the
non-saturated fraction of the grid) is activated with th&€\dr the TOPMODEL runoff, the surface runoff
is given by :

Qs = Qtop_or_vic + (1 - fsat) Qhort (431)
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Treatment of drainage The gravitational drainage when > wy, is given by the following equations
(Mahfouf and Noilhan (1996), Booret al. (1999)) :

Ky = %g—zmax[o, (wa —wige)] (4.32)
K3 = %dﬁsdz max|0, (ws — wye)] (4.33)

wherer is a characteristic time (one day).
(s is theforce-restoreparameter which account for the velocity at which the hutyigrofile is restored
to the field capacity. This parameter depends on the hydratdperties of the soil (Noilhan and Mahfouf
(1996)). In ISBA, it can be described by an empirical equatiod depends on the proportion of clay in the
grid cell.

Cy = 5.327 - X ,-0% (4.34)
Subgrid drainage In the original formulation, the drainage stops below th&feapacityw.. Within
the framework of the Safran-lsba-Modcou model Halee¢tsl. (2008) a subgrid drainage was introduced in
order to account for unresolved aquifers in the model. Adwesi drainage was introduced in ISBA. The
equations above are slightly modified :

Ky = %%max[wdg, (wa — wyge)] (4.35)
K3 = %dgd_?’d2 max|wgs, (w3 — wyc)] (4.36)

In this formulation,w,; (for each layer) is expressed as :

min (w e, w;) — wgmm> (4.37)

Wq; = Werainmax | 0,
wfc - wgmin

wherewgy,qn, IS @ parameter to be calibrated, ang . a small parameter to avoid numerical problems.
Wyrain MUSt be calibrated using discharge measurements duringetiyds. See Caballewt al. (2007),
and Habetgt al. (2008) for calibration with discharge for the Safran-19¥adcou model.

Treatment of soil ice

The inclusion of soil freezing necessitates the additiosm€alled phase change to the thermal and hydro-
logic transfer equations. In addition, a freezing/dryinetting/thawing analogy is used to model changes in
the force-restore coefficients so that they must also befieddiccordingly. Terms which have been added
to the baseline ISBA scheme are underlined in this sectidnlevierms which are modified are denoted
using anx superscript. Additional details related to soil freezioheme can be found in Booee¢al. (2000)

and Boone (2000).

The basic prognostic equations including soil ice are esqwe as

0T . . 2m
5 = Or [Rn — H = LE* — Lg(M, - Fy)| — (T~ T) (4.38)
0Ty _ l(Ts —Ty) + Ca*LiFyy (4.39)
ot T 2w
Owg 1 CQ*
S _ (P, — B, + M) — F, | — - * 4.4
a1 1w [Cl ( g gl T+ s) gw} - (wg Wy eq ) (4.40)
(wmin < Wy < Weat — wgf) ) (441)
8w2 1 * C'3 *
W = —dppw (Pg — Egl - Etr + Ms - F2 w) — Tmax(o, Wwo — Wee ) (442)
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(wmin < wy < Wgay — Wa f) 5 (443)
Owy 5 1
81!51 = m (Fyw — Egy) (0 < wy ¢ < Wsat — Win) 5 (4.44)
8’[1)2]0 1
= — < < Wgat — Wrnin) - 4.45
ot (dg—dl)pr (0 < wgp < Weat — Winin) (4.45)

wherew, ; andw, ; represent the volumetric soil ice content(m~?) in the surface and deep-soil reser-
voirs, respectively. The phase change mass and heat sinkcéderms {'; kg m—2 s~!) are expressed
as

Foow = (1_psng) (Fgf - Fgm) ) (4.46)
Fow = (1=png) (Foy — Fam) , (4.47)
where them and f subscripts represent melting and freezing, respectividig freezing and melting phase

change terms are formulated using simple relationshipsdbas the potential energy available for phase
change. They are expressed for the surface soil layer as

F,r = (1/7) min [Kes pmax(0, Ty — T5)/Cr Ly, pwdi (wg — Wiin)] (4.48)
Fom = (1/7) min [K; €5y, max(0, Ts — To)/Cr Ly, pwdiwg ] (4.49)
and for the deep soil layer as

Fyy = (627/m) min [z y max(0, To — T2)/Cr Ly, pw (d2 — di) (w2 — wmin)] ,  (4.50)
Fyp = (1/7;) min [€2,, max(0, 7o — T)/Cr Ly, py (do —di) way] - (4.51)

The characteristic time scale for freezing is represenyed £s). The phase change efficiency coefficients,
¢, introduce a dependence on the water mass available foe ghasges which are expressed as the ratio of
the liquid volumetric water content to the total soil potgdor freezing, and the ratio of ice content to the
porosity for melting. The ice thermal inertia coefficientlisfined as’; = 2(xw/\; C’ipiT)l/Q (@m2 Kb,
The insulating effect of vegetation is modeled using a coieffit defined as
veg LAI

K, = (1 - 7) (1 - 7) | (4.52)
where the dimensionless coefficients have the valties= 5.0 and K3 = 30.0 (Giard and Bazile (2000)).
The most direct effect of vegetation cover is to slow the mdtphase changes for more dense vegetation
cover as energy not used for phase change is assumed to @aoltive vegetative portion of the lumped
soil-vegetation layer.
The deep-soil phase change (freezing) term is multiplieca dgctor ¢ ;) which essentially limits ice
production during prolonged cold periods. It is defined as:Q i> z ..« Where

Zfmax = 4/(CG*CQ) (453)

and the actual depth of ice in the soil is defined as

wgf
= dy | ——— 0<zr<d 4.54
Zf 2 <w2f+w2> ( S Zf 2) ( )
Ice is assumed to become part of the solid soil matrix. Thiacsomplished by defining the modified
porosity (eg. Johnsson and Lundin (1991)) as

Wsat© = Wsat — wsj f (4.55)

wherej corresponds to the surface) (or sub-surface2) soil water reservoirs. This, in turn, is used to
modify the force-restore coefficients (see Boenal. (2000)) for more details).
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4.1.2 Diffusive approach
Governing Equations

The governing equations for the heat and mass transfer fiersurface down through the soil column for
the snow-free case are expressed as (Boone (2000), Bbah€2000), Habetgt al. (2002)):

oT, oG

929 _ % g 4.
h ot 0z + (4.56)
owy oF ) S;
. = - N T — — min S S sat — Wy 4.57
5 o Liw  pu (w w; < Wsat — W) (4.57)
g _ — < ) < sat — in 4
ot prw Py (0 S Wi S Wgat — Wi ) ( 58)

Eq. (4.56) is the vertical component of the heat transfeatgu: heat flow is induced along the thermal
gradient and due to convection, is the total heat capacity (=2 K—1): it is represented by a lumped heat
capacity in the surface layer, and by the soil heat capaejlyiif the sub-surface layers\ is the thermal
conductivity (Wm~1 K1), F'is the vertical flow rate of water (81!), 7, is the composite soil-vegetation
temperature (K) at the surface and the soil temperaturefonub-surface layer® (Jm—3s~1!) is a latent
heat source/sink resulting from phase transformation ibfrgter, and the soil depthy, (m), is increasing
downward.
w; andw; in Eq.s (4.57) and (4.58) represent the volumetric liquidevand liquid water equivalent ice
contents of the soilh® m—3), respectively. They are related to the total volumetritevaontent 3 m—3)
through

w = w; + w; . (4.59)

In Eq. (4.57),5; (evapotranspiration, lateral inflow) arfj (sublimation) represent external sources/sinks
(kg m—3 s—1), of the liquid and ice liquid equivalent soil water, resgesly, Ly is the latent heat of fusion
(3.337 x10° J kg~ 1), andp,, is the density of liquid water (1000 kg —3). The total Soil porosity igusq
(m?3 m~3), andw,;,, is a minimum liquid water threshold (0.0013 m—3).
The phase change terms on the right-hand sides of Eq.s @871%.58) represent a mass transfer between
the solid and liquid phases of the soil water. The contineiuation for the total soil volumetric water
content is obtained by adding Eqg.s (4.57) and (4.58) and soéstituting Eq. (4.59) into the resulting
expression to have

ow OF 1

7 - 27— (q. < < )
ot 02 o (Sz + Sl) (wmzn S WS wsat)

Surface and soil heat transfer
Heat flow is along the thermal gradient, so that the soil heat(flv m~2) can be expressed as

orT
G=\—.
0z
The soil thermal conductivity and heat capacity are exjwasas functions of soil properties and moisture.

The parameterizations are described below.

Calculation of the thermal properties The thermal heat capacity and thermal conductivity arematar-
ized as functions of the soil moisture and texture by mostTS&#hemes. SVAT schemes which participated
in PILPS-phase2c predicted, in general, ground heat flugedyp which is most likely related to thermal
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conductivity parameterization Liargf al. (1996). ISBA uses the formulations from McCumber and Pielke
(1981 : MP81) together with parameter values from Clapp andthberger (1978) to evaluate the heat
capacity and thermal conductivity (Noilhan and Plantor8&9NP89)), but it is known that thermal con-
ductivity estimates using the MP81 model tend to be too l&wgevet conditions (nearing saturation) while
underestimating thermal conductivity for dry soils. Alsbere is no consideration of frozen soils in this
formulation. There are several alternatives to using th&Mmodel for thermal conductivity, and one such
method is that discussed in Peters-Lidat@l. (1998). The layer-averaged soil heat capacity can be writte
as
cgj = (1 =wsat)CooitPsoil + WijCw + w;jci (4.60)

wherec; andc,, are the heat capacities of ice and liquid watei{(J m—3). C,,;; is the specific heat of the
soil (Jkg~! K1) andp,,;; represents the soil dry density. The specific hégt() value of 733 kg ! K—*
for soil minerals/quartz from Peters-Lidaed al. (1998) is used. The dry density is sometimes measured,
but it can also be estimated from the soil porosity assunfisggame solids unit weight (Peters-Lidatcal.
(1998)):

Psoil — (1 - wsat)psolids )

wherep,iqs represents the unit weight of the solids (2700nkg). The heat capacity of air in the soil is
neglected in Eq. (4.60).

For fine soils or coarse frozen soils, the method of Johank@nsj was shown by Farouki (1986) to be
the most accurate relative to other commonly used methadsafoulating thermal conductivity. Follow-
ing Peters-Lidarcet al. (1998), the thermal conductivity is calculated as the wigidlsum of the dry and
saturated thermal conductivities from (Johansen (1975))

A = Koot + (1= Ko) Aary (4.61)

wherekK. is the non-dimensional Kersten number.

The dry thermal conductivity is defined as

0.135ps0i1 + 64.7
Psolids — 0-947psoil '

)\dry -

wherelg,, isin Wm~! K. For crushed rock,
Airy = 0.039wsq 22 .
The saturated thermal conductivity is written as
Asat = Agoig170met) ) (Wt =xu) ) o (4.62)
wherey,, represents the unfrozen volume fraction of the soil. It isnée as
Xu = Wsat (W /w) (0 < xu < Wear) -

In Eq. (4.62),)\; represents the thermal conductivity of ice (2.2 ! K), )\, represents the thermal
conductivity of water (0.57 Wn—! K), and the thermal conductivity of solids is written as

Asoil = )\qq Aol_q .
The quartz conten)(< ¢ < 1) is non-dimensional. Itis fit as a function of sand (follogithe method of
Noilhan and Lacarrere (1995) using the data from PL98:

g = 0.038 + 0.0095 Xguna (4.63)
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where the fraction of the soil comprised by sand is represkby X...q (%). The relation is shown graphi-
cally in Fig. (4.3). The thermal conductivity of quartz ipresented as, (7.7 Wm ™! K), and the thermal
conductivity of other minerals is represented\g§W m ! K) where

20 ¢>02
» :{

3.0 ¢<02

1.0
q=0.0378 + 0.0095 Xsand
0.8 - i
0.6 E
jon
04 r @ Data 4
---- 11
Linear fit
0.2 E
00 4 L L L L
0.0 20.0 40.0 60.0 80.0 100.0

Xsand (%)

Figure 4.3: The relation between quartz contefiahd sand fractionX..q) of the soil (%). The relation-
ship between quartz and sand content is described by E®) (4 6e data are plotted using the valueg of
from Peters-Lidarat al. (1998) and the sand fraction from Coséiyal. (1984).

The Kersten number is written as

K - 0.7log;00 + 1.0 6 >0.05 coarse
© ]| logf+1.0 6>01 fine ’

and for frozen soils it is
K.=0 (4.64)

wheref is the degree of saturation(ws) of the soil layer. Because use of Eq. (4.64) can result imgela
jump in K. as a soil begins to freeze, the following expression is ugse@drtially frozen fine soils:

K. = (w;/w) (log1g 0 + 1.0) + (w;/w)0 (4.65)

The same weighting scheme in Eq. (4.65) can be used for ceaitseas well.
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Integration of the heat equation Integrating the heat transfer equation [Eq. (4.56)] downawiato the
soil to obtain the average temperature fosoil layers:

—#-1 0T, —Zi-1 0G -1
—dz = —d dd 4.66
/zj ch ot : /Zj 0z e —2z; : ( )
where 1
-
T, = —/ T, dz (4.67)
9,7 Azj ., g

T, ; is the layer averaged temperatuje< 1, ..., N), the vertical indey is increasing downward anfiz;
is defined ag;; — 2.
Carrying out the integration in Eq. 4.66 using the operatdeq. 4.67 yields

a1y,
Azjchj 8‘?] = ijl - Gj + Aqu)j (468)

The layer average temperatufg ; is assumed to be centered(af + z;_1)/2. The layer-averaged heat
capacity of each layer is represented as

Cgj (]:2>N)
Chj = {
1/

CrAz) (j=1)

where the surface thermal inertia coefficiefit-{ K m—2 J-1) is described in the next section. The soil heat
flux across each level; is defined using the flux defined from Carslaw and Jaeger (1£59)
3 (Tg,j _ Tg,j+1)

= N D) 2

where); is the thermal conductivity at the interface between twetayexpressed as

X' . AZJ' + AZjJrl
T Az /A1) + (Azi/Ay)

In general, the contribution of convective heating to thealcsoil temperature change is relatively small
and can be neglected. Vapor transfer effects have beerpmated and are currently being tested: they
are not outlined here. The model grid configuration is shawhig. 4.4. The shaded region at the surface
represents a vegetation/biomass/litter layer. The prstimeariables [}, ;, w;, andw;) are shown (water
store variables will be discussed in subsequent sections).

Boundary conditions

Upper boundary condition The surface temperature of the mixed soil-vegetation nmedsuexpressed

as:
1 9T,

Cr Ot
whereT, = T, 1, and the flux between the atmosphere and the surface is sggras>y) = G = R,, — H —
LE. This definition of the prognostic equation fy is similar to that presented by Bhumralkar (1975) and
Blackadar (1979). Itis the same as the standard Force4Rastethod of Noilhan and Planton (1989)3{
is expressed as a restore term. The thermal inertia coeffitiethe composite surface layer is expressed as

1
 veg/Cy + (1 —veg)/Cq

= R,—H—-LE—-G{+Az1D, (469)

SURFEX V7.2 - Issue9? - 2012



CHAPTER 4. SOIL AND VEGETATION 89

0 0

""" Tl Wip Wy
A —1z
Gl Fl 1

Az | [~ T w. -

j i
G F. Z;
i

77777 TN Wiy Win™ 77

GN FN ZN

Figure 4.4: The model grid configuration: soil prognosticialles temperaturel{, ;), liquid volumetric
water content(; ;) and volumetric ice contentu( ;) are layer mean quantities. The soil heat( and
liquid water fluxes £;) are evaluated at each level,. The surface energy budget is evaluated defining
Ts = Ty,1. The shaded region at the surface represents a vegetatioads/litter. The soil depth, is
increasing downward (away from the atmosphere).

whereveg represents the vegetation cover fraction. The thermalignfar the vegetation((y ) can be case
or species dependent. The soil thermal inertia is defindolWolg Noilhan and Planton (1989) as

o\
Cg = 2()\10917)

wherer is a time constant corresponding to one day. In ISBA, thetatiga medium and the uppermost soil
layer are lumped together and are assumed to have the saperédume (i.e7; = T, whereT), represents
the vegetation temperature). The uppermost soil thickn&ss, must be chosen to be sufficiently thin in
order to be consistent with the daily surface temperatucéedy.e., several cm).

The flux between the surface layer and the sub-surface yeil is expressed as

— By (TS_Tg.,Q)
C_;l =2 )\1 Az1+Azo
)\1 o Az1+Azo

(Azl/)\s)+(Azz/)\2)
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(4.70)

The thermal conductivity of the surface layer is represgiie) ;. There is an option to include the effects
of a vegetation/mulch/thin biomass litter layer using:

A= [1—veg(1- f)l M

where f, is a reduction factor for the surface layer thermal condigtidue to the presence of mulch or
organic material. The value of this parameter ranges betwee f, < 1, depending upon the insulating
effect of the material. Following from the ideas of GonzaBasaet al. (2001), it is assumed that the
humidity effects dominate the mulch thermal conductiviased on the aforementioned work at MUREX,
fuv is currently assigned a value of 0.10 (meaning the mulchmibeconductivity is roughly a tenth of that
corresponding to the soil). The impact of assuming a lowermtial conductivity for the mulch layer is to
increase the insulation of the soil (relative to a baresadled thereby increasing the surface energy (which
can then increase the surface temperature diurnal wavdtadeglaugment the surface fluxes, etc.) and
diminishing the thermal wave penetration depth within tbg. sin the limit when there is no vegetation
(i.e.,veg = 0), the thermal inertia coefficient collapses intC'r = Az cy andA; = A; so that Eq. (4.69)
takes on exactly the same form as the sub-surface soil tetuperequations. When the mulch-layer option
is inactive, them\; = Aq.

Lower boundary condition The average temperature for the lowest layer is writtenguBig.(4.68) as
0Tn B (GN,1 — GN)

ot cgN Az

where the heat flux from belowy is assumed to be negligible, resulting in a zero-flux loweuraary
condition (i.e.Gy = 0). Note that in order for this assumption to be valig; must be sufficiently large
(deep). The annual temperature wave penetration depth gerieral, on the order of several meters (eg.,
Figs 4.5 and 4.6), so thaty must be at least this deep in oder to accurately model thaesojperature
profile at time scales of an annual cycle or more. An alterna¢hod to increasing the soil depth is to
specify the lower boundary flux using an annual mean soil &gaipre and an appropriate scaling depth
(Lynch-Stieglitz (1994)). This depth can be estimated estimual wave penetration depth [see Eq. (4.73)].
The only drawback is that the mean annual soil temperatuletfa annual wave penetration depth must
be knowna priori. The advantages are that less model layers can be used (attmalemodel depth)
thereby reducing computational expense and memory/soeglirements, and the soil temperature profile
is “constrained” to some extent by observational data. €hly in the model, there is an option to apply a
prescribedl™ (either as a constant or varying in time)zat

[Tn — T" (2 = zn)]
(2N +2n-1) /2

GNy = AN

9

Vertical grid  The soil model grid levels do not necessarily have constaatisg. The assumption that
the vertical temperature gradients are largest near tfi@gcgeuand smaller deeper in the soil indicates that the
grid spacing can increase with increasing soil depth. If isterest to specify the first grid level to be thin
enough to resolve the diurnal temperature wave. An estiofates depth is calculated using conductivity
calculated by Eq. (4.61) for thawed soils with the relationvave penetration depth from Dickinson (1988):

1/2
2y = <A”> (4.71)

Cgl7r
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Since the diurnal wave penetration depth)(is a function of soil moisture and texture, an average or
maximum value could also be used to a good approximatios: vililiue might represent thg depth for
the average soil moisture etc. The diurnal wave penetrakémths computed using Eq. (4.71) are shown in
Fig. (4.6). The depthy is plotted as a function of the normalized volumetric watamntent defined as

Wnorm = ——— L (0 < Waorm < 1) (4.72)

Wsat — Wwilt

Thez, depth usually ranges from 12-18 cm for most soils across tioaninal range of soil moisture: values
in the range from 12-15 cm could be used for most general cases
It is of interest to compare the method of Johansen to theodesghMcCumber and Pielke (1981) which is
used by many surface vegetation atmosphere transfer (33¢%Emes including ISBA (Noilhan and Planton
(1989)). Thez, values computed using the method of McCumber and Pielkeljli®gether with the soil
classification and hydrological parameter values For theefoestore method used by ISBA, this variability
in zg is accounted for as there are no fixed soil depths which effectiurnal cycle. But when using a
fixed grid geometry, as is the case for the diffusion methdtred herez,; calculated from the method of
Johansen is more consistent with a fixed grid geometry.
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Normalized Volumetric Water Content (m3/m3)

Figure 4.5: The diurnal temperature wave penetration deftf) for the 11 soil classes from Clapp and
Hornberger (1978). Depths are plotted as a function of ntizethsoil water content [Eq. (4.72)]. Thermal
conductivity is calculated using the method of McCumber Rielke (1981) together with soil hydraulic
parameter values from Clapp and Hornberger (1978). Sothdegre in m.

The depth of the lower limit of the soil-temperature modeindin depends upon the time scale: if annual
cycles are to be properly handled, the lower boundary deptban be determined using Eq. (4.71) as

1/2
2y = <A365T> (4.73)

CqgT
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Figure 4.6: The diurnal and annual soil temperature wavetpation depths(;) for the 11 soil classes from
Clapp and Hornberger (1978). Depths are plotted as a funcofinormalized soil water content [EqQ. (4.72)].
Thermal conductivity is calculated using the method of dgka (1975) as presented by Peters-Lidztrd
al. (1998). Soil depths are in m;; should be used as a guild-line for determining the maximupeupost
soil layer depthz;, and the minimum total soil depthy .

where z, denotes the annual wave penetration depth. Notedhand A should be evaluated using an
estimate of the total soil column mean water content. Theianwave penetration depths computed using
Eq. (4.73) are shown in Fig. (4.6). The depth(labeled on the right side of the figure) is plotted as a
function of the normalized volumetric water content.

Numerical solution of the soil temperature equation Neglecting the phase transformation term,
Eq. (4.68) can be written using an implicit time scheme as

At
ng AZJ'

T" — ijn—l +

) (1=9) (6" = G N +e(Gia" - 6] 4714

wherep = 1 (backward difference) is currently used for the soil terapgne profile ¢ = 1/2 corresponds

to the Crank-Nicolson scheme). Using either scheme, thealiset of diffusion equations can be cast
in tridiagonal form and solved with relative ease. Although Crank-Nicolson scheme is more accurate
(second order), the surface energy budget equation iscswiy&BA using the backward difference scheme,
so for consistency this scheme is used to evaluate the idiffdisrm in Eq. (4.68).

The superscripts — 1 andn represent the values at the beginning and end of the timegAtepespectively.
The solution method is shown in Appendix B. Once the new teatpee profile has been determined, phase
changes are evaluated and the profile is updated. The phasgecmethod is described in section 4.
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Liquid Soil Water

The vertical soil water flux from Eq. (4.57) is derived assognsoil water transfer arises due to pressure
gradients and a background drainage, and it is expressed as
D,
0 Dyy 0% _ K

F=—-k—0W+z2 —

4.75
0z P 0z ( )

whereF is the vertical soil water fluxigs™!), & is the hydraulic conductivityrgs—1), ¢ is the soil matric
potential (m),K; is an additonal linear background (low) drainage term @)s andz is the soil depth
(m). The first term on the right hand side of Eq. (4.75) repres®arcy’s law for liquid water transfer.
The second term represents the water flux due to vapor trafgie third is used to maintain a minimum
streamflow under dry conditions. The isothermal vapor cotidty D, (kg m~2 s™!) is a function of soil
texture, water content and temperature following Bratel. (1993), except for some slight modifications
due to the inclusion of soil ice outlined here.

This representation of the fluxes results in the so-callestétiform” of the Richard’s equation. It permits
the use of a heterogenous soil texture profile (by consigehia gradient of matric potential as opposed to
soil water content).

Flux parameterization The vertical soil water flux term [Eqg. (4.75)] can be expréessemore compact
form as:

oY
N5 -
wheren (m? s~1) represents the effective diffusion coefficient anid the total drainage flux (nTs). They
are expressed as

F = (4.76)

n =gp(k+Dyy)
¢ =k+ Ky
(4.77)

The factorp is a coefficient which acts to limit vertical diffusion in thpgesence of a freezing front (see
[Eqg. (4.80)]). The first term on the RHS of Eq. (4.76) is thdudifon term and usually is positive (directed
upward), the exceptions possibly being during precigtgtisnowmelt or perhaps soil thaw events. The
second term on the RHS of Eq. (4.76) represents total draiaad is always directed (positive) downward.
Note that if vapor diffusion is neglected, the soil is notziea and the linear drainage term (option) is
negligible, the vertical flux given by Eq. (4.75) collapsetoithe standard Darcy flux expression for liquid

water movement:

0

Soil Freezing As a soil freezes, ice is assumed to become part of the soilxiaereby reducing the
liquid water holding capacity of the soil. The degree of sation of the soil by liquid water is expressed as
w — Wy wy

o = - 0<e<1),

Wsat — Wy Wsat |

wherew,,;; represents the soil liquid water holding capacity. The pityds decreased in the presence of
soil ice as it is assumed ice becomes part of the soil mates Booneet al. (2000) for more information).
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The hydraulic conductivity and soil water potential areatetl to the liquid volumetric soil water content
through the relations (Clapp and Hornberger (1978)):

k = kg, ©%13 (4.78)

Y= Ysat @711 (4.79)

whereb is an empirical parametek;,,; is the hydraulic conductivity at saturation,,; is the water potential
at saturation and,,; is the soil porosity. In recent years, several SVATs (eg.A/lI¥ang and Niu (2003))
have adopted the idea that the saturated hydraulic condtycttecreases exponentially with increasing soil
depth (Beven and Kirby (1979)). This can be handled by ISBR-8ince Richard’s equation is expressed
in mixed-form (i.e. a heterogeneous profilekgf; can be specified).
Soil ice has the effect of decreasing the hydraulic conditgtielative to a thawed soil with the same total
soil moisture. The ice impedance coefficient is represebjed. It is calculated following Johnsson and
Lundin (1991):

o = 107 % wi/w (4.80)

where the coefficient,, is currently assigned a value of 6 proposed by Lundin (1990)is coefficient
prevents an overestimation of the upward liquid water fluxh freezing front. Note that the model is
rather sensitive to this parameter, and a calibration mightequired to obtain optimal agreement with
observations. The dependencegobn ice content ratiow; /w) is shown in Fig. 4.7. Note that the effect of
this coefficient is currently under investigation, and talérnate formulations (such as dependence on soil
temperature rather than soil ice) will also be explored.
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Figure 4.7: The dependence on the water flux impedance fggt@n soil ice fraction {; /w) for various
values ofa,, (denoted as “Eice” in the figure). This coefficient is mulpl by the vertical soil water flux,
and as such can strongly modulate vertical flow of liquid watel subsequent freezing.
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Vapor diffusion  The isothermal vapor conductivity can be expressed as

Dy, = D Opy (4.81)

v a’l[)
wherep, represents the water vapor density in the air-filled poreemd the soil, andD, represents an

effective molecular diffusivity (Milly (1982)). It can be mtten following Braudet al. (1993) as

D, = Dy, fua(p_p;p) (4-82)

where the tortuosity is,, = 0.66, and the atmospheric and soil vapor pressures are repedseyp and
pu, respectively. The functiorf,, is defined as

fua =

9

{ [Wsat — (w; +wi)] [1 + (w; +w;) [/ (Wsar — wg)]  (w > wy)

Wsat (w < wk)

wherewy, is a parameter which defines the point corresponding to ggedbcontinuity of the liquid phase
in the soil pores (0.05 fm~3 for the current study). The functiofy,, is related to the available pore space
for vapor, or volumetric air contentu(,,: — w; — w;). The molecular diffusivity coefficient for water vapor

iS given as
T\"
Dy, = ¢ (%) (T_f> 5

wherec, = 2.17 x 107> m? s71, n,, = 1.88, andpy = 10° Pa. It is assumed that the soil water vapor is in
equilibrium with the liquid, and that the air is saturatedhariespect to the ice present in the soil so that the
vapor density can be expressed as

Pv = Pv sat(T)Xsat hV + (1 - Xsat) Pv satimin(Ta Tf) 5

where the humidity is given by

The soil ice factor is defined as
Xsat = (wsat - wi)/wsat (483)

Taking the derivative op, with respect ta) and substituting the resulting expression and Eq. (4.88) in
Eq. (4.81) using the ideal gas law for water vapor results in

a,p Dyg fra Xsat 9 Pv sat P
(p - pu) (R,, T)2

Dy =

The diffusion coefficientd),) is shown in Fig. (4.8) for four soil textures over the entage of soil wetness
(w;/wsq) @aSSUMINgG a constant temperature and pressure of 300 K 48@3.@a, respectively. It is largest,
in general, for the most coarse textured soils approximattebr below the soil permanent wilting point
value. A comparison between the vapor diffusion and the duyldr conductivity are shown in Fig. (4.9).
This shows that vapor diffusion comprises the most signiticantribution to the net diffusion process over
a soil water range around the wilting point. In the Isba ferestore method, this vapor phase transfer is
parameterized within the coefficie@Y for dry soil (Braudet al. (1993) and Giordani (1996))
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Figure 4.8: Soil vapor diffusion coefficient() for four soil textures assuming constant soil temperature
and pressure.

Linear Drainage ISBA is increasingly used in studies for which river hydmyas simulated. The stan-
dard Richard’s equation poses a problem for dry conditinrtkat the observed constant minimum riverflow
occuring during dry seasons is poorly simulated. The adcaase of such flows is most likely subterranian
lakes, surface lakes, water table interactions, etc.,lwaie all not currently explicitly modeled by ISBA.
The most simplistic fix to this problem is to impose a lineaidage term which can be calibrated based on
observed minimum riverflows outside of periods of activecgr#ation or snowmelt.

Etcheverst al. (2002) calibrated such a parameter for the 3-layer ISBA&®testore approach and greatly
improved discharge statistics for certain sub-basinsiwithe Rhone basin in France. In this method,
a drainage is calculated assuming the water content is a& somall increment just above field capacity
(thereby resulting in a steady, but relatively small drgamdlux). Adapting this method into the current
model results in

[min (w e, wy) — Winin] }

Ka = Fsatl(wge + warain) /wsat] " x{ (wpe = wmin)

The term on the left of the multipication sign is constantiing. The rightmost term is a linear scaling term
which reduces the constant drainage as the source soildaigasrout. The field capacity water content is
given byw .. Thewg,q:, can be calibrated and is generally on the order of 0.091m?, although it can
vary by an order of magnitude. It is zero (therefdfg = 0) when this option is off (i.e. local scale studies
etc.).
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Figure 4.9: The total hydraulic conductivity contributsofrom liquid water g) and vapor D) for three
soil textures as a function of soil wetness. The soil tempesaand surface atmospheric pressure have
constant values of 285 K and 1Pa, respectively.

Layer averaging Integrating Eqg. (4.57) downward into the soil to obtain tihegmostic equation for the
layer-average volumetric liquid water content for egadayer gives

— i — 2 F —Zi_ (p
/ ]l%d,z:—/ Jla—dz—/ Jl(Sl— )dz (4.84)
—z ot —z 0z —z Lt puw
where
L / T (4.85)
wp; = —— wydz .
’ Az )z

wy ; is the layer averaged volumetric liquid water contgint=(1, ..., V).
Carrying out the integration in Eq. 4.84 using Eq. 4.85 yseld

ow; Az: O
Azi—2L = F| —F —Q, - =5
o ~z; —2j-1 @; Lypy
where
Qj = AZ]' Sj (486)
is in kg m~2 s—1. The flux across a model level;] is written as
i Vi1 — Y5 i
F = F; = n; (v — (i (Y 4.87
—Zj J 77] (wj) [(AZj + AZjJrl) /2 Cj (wj) ( 8 )
1 represents the so-called interfacial matric potentids ¢@lculated from
b = Oypjrby + (1= 0p;)ieq; (4.88)
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where the delta functioby, ; is defined as

1 ¢j2wleqj
Oy :{

0 ¢j < ¢leqj

Y1eq 5 1S the interfaical matric potential assuming hydrostatjaitgrium. It is calculated assuming that the
total matric potential or head is constant from the layeeriiaice ;) to the mid-point of the layer below
(Noilhan and Planton (1989), Koster and Suarez (1998))/0z = —1:

Vieg; = Yjr1 — (Azj +Azjyp) /4 .

From Eg. (4.88), diffusivity and conductivity are evaluatesing the so-called upstream value of the matric
potential, which is similar to the simple model proposed bgh and Pan (1984), except that the equilib-
rium matric potential value is used in place of the lower fayatric potential (equivalently the volumetric
water content in their case as they assumed a homogenowsxsoik profile). As in Mahrt and Pan (1984),
the upper layer matric potential (water content in theiegas used in the presence of a wetting front. Such
an interpolation is needed due to the coarse nature of thiealegrid mesh typically used in SVATs intended
for atmospheric models. A graphic representation of therpalation method is shown for two contiguous
soil layers with different textures (and therefore, diffietr soil hydraulic properties) in Fig. 4.10.
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Figure 4.10: The interfacial soil matric potentia[zj represents the matric potential centeredatand
Afj = (AZ]' + Azj+1) /2.

This method results in a better approximation of the soilewéitix than specifying that the flux from the
mid-point of layerAz; to z; is equal to that from layet; to the mid-point of layerAz;,; (as is used to
derive the solil heat flux), as the diffusivity and condudyivare more consistent with the soil water gradient
(Mahrt and Pan (1984)).

Boundary Conditions

Lower Boundary The lower boundary condition is modeled as gravitationairdirge (vertical diffusion
is neglected). The mean water content of the lowest layesead to evaluate the flux so that from Eq. (4.87)
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one can write
Fy = —(v = —kn—Kq4 .

Under moist conditionsFy ~ —ky, whereas for very dry conditions, it is possible tl#§t dominates the
drainage (depending on the value specifiedAQ).

The diffusion term (i.e. capillary rise across the lower mldabundary) can be significant, however, when
the water table is neatry. An option exists for utilizing this information using a gie expression consistent
with the vertical flux formulation used for the other modsjdes, however it is currently not included in the
current model release (as typically water table infornmaisonot available in atmospheric models).

Upper Boundary The upper boundary condition represents infiltration. Wigten as
I = —FO = min(Rt — QT, _FmaJCO) (489)

wherel is infiltration (ms~!), R; (m s~1!) is the through-fall rate (sum of canopy drip, precipitatiand
snow-melt) and,,... o represents the maximum water flux into the surface soil lallee sub-grid surface
runoff, Q),., is assumed to be zero for local spatial scales, but it carigméfisant at larger scales (it is
described below). For simplicity, it is assumed that the imaxn infiltration rate is simply given by:

Frazo = FEsat (490)

Note that for small or point scales,,.... o can be sufficiently small compared & to generate surface runoff
from Eqg. (4.89). But for climate scale applications (largeet steps and spatially averaged precipitation
rates),Fi,q. 0 from Eq. (4.90) will almost always be larger th&a (except for the cases of thoroughly frozen
soils or large snowmelt rates) because rain rates are ae@agr relatively large spatial (and sometimes
temporal) scales.

For non-local scale applications, an alternate form of ggimgy surface runoff is needed. A variable-
infiltration capacity (VIC: Dumenil and Todoni (1992)) sgbid surface runoff scheme is used in ISBA
(Habetset al.(1999)). Q- represents sub-grid surface runoff from saturated regidgtingn the computational
unit/cell which is computed as

}1/(1+B) RiAL

I _ (W) _ 1
Qr crit — [1 " PwZr {(1+B)(Esatfwwilt)}

(wsat 7wwilt)

Qr = Rt - %{ (wsat - wr) - (wsat - wwilt) [max (07 QT crit)]1+B}

(4.91)
with the constraints:

Qr =0 if (Qr < O) or (mr < mu)ilt) )

w, represents the average total water content of a soil laiggriqland solid waterw) integrated from the
surface down to the depth. It is defined as

— (Ejy:rl Az; ’wj) + wp, y1max (0, 2. — zn,.)

= (Z;V:rl Azj) + max (0, z, — 2n,.)

(zr < 2N)

whereN,. is the total number of soil layers for which > z; (i.e. the depth is greater than or equal to the
lower boundary of the soil layef). Note that the pososity and wilting point volumetric watentents are
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also averaged ovet. using the same operator. This depth should be at least s&msaf centimeters thick
(Liang et al. (1996)).

It should also be noted that several authors use a form ofyi3deav assuming the soil right at the surface
is saturated as the maximum potential infiltration rate (Mahd Pan (1984), Abramopoulesal. (1988)).
This, however, has a very minimal impact on the infiltratioaripared to the above equation) for the time
and space scales considered in typical ISBA applicationd, the linearization of such a term can pose
some numerical problems (the linearized surface flux camdigtexceed the amount of water available for
infiltration under some rare circumstances). For these éasaons, Eq. (4.90) is used currently in ISBA.

Solution method The equation for liquid water transfer is solved using:
oj(wi;" —wi" ) = (=) (B = B ) + @ (B = F) — Q)

wherep; = Az;/At, andn indicates the value at the end of the time st&g, The Crank-Nicolson
time scheme is currently used to integrate the equationsnia i.e., o = 1/2). The flux terms can be
linearized or an iterative solution method can be used. ifleatization method is obviously more attractive
for numerical weather prediction applications as it conssitess CPUs, and for this method, an uppermost
layer of several cm thickness can safely be used for typi€caMGupper limit for At) time steps (Bonan
(1996)). Note that updates in mass owing to phase chadgesr¢ evaluated in a subsequent computation
(see section 4).

Soil moisture sink term  The sink term is composed of soil water losses/gains due dpagranspira-
tion/condensation and gains due to lateral inflow or scedadbil water excess. The production/reduction of
soil ice decreases/increases the liquid soil water comibiié¢ leaving the total soil water content unchanged.

Evapotranspiration Bare soil evaporation/,, is extracted from the uppermost soil layer only. Transpi-
ration, E,., can be extracted from multiple layers. A normalized romtez fraction is specified for each soil
layer, and is zero for layers below the root zone. Normaltzadspiration weights are then calculated based
on the specified vertical root zone fraction and the thickredseach model soil layer:

Tj Azj
N
=1 Tj AZJ'

§ = 0<g <1,
where¢; represents the transpiration weight. Note @jéﬁl ¢; = 1 unless there are no roots, in which case
& = 0. T; represents the root fraction:

N
Ty =1.
j

This parameter is not well known for many regions and traasipn from SVAT models can be highly
sensitive to the vertical root zone distribution (Desbglo(l997)): this study suggests the use of a uniform
distribution. A uniform root zone distribution can be sfiexl by settingY; constant within the root zone
soil layer(s), or a simple exponential function dependanplant cover can be specified (Jacksainal.
(1996)). In ISBA, the effect of water stress on transpirati® modeled using a normalized soil moisture
factor (Noilhan and Planton (1989), Caldtal. (1998)):

Waj = Wy 5 — Xsat j Wwilt j (6 < W i < 1) (492)

Xsat j (wfcj - wwiltj)
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wherew,,;; is the wilting point volumetric water content, ards a small numerical valuex{ 1073 ).
The coefficienty,; is related to the reduction in layer-average porosity duthéoinclusion of soil ice
[Eq. (4.83)]. From Eqg. (4.92), sail ice in the root zone candar plant evaporation even if atmospheric
conditions are conducive to transpiration and the totdlveaier content is above field capacity.

The factor in Eq. (4.92) is applied to the stomatal condustaso that transpiration can proceed at an
unstressed rate relative the soil water for moisture vafese field capacity, and is negligible for soils
drier than wilting point. The layer-averaged water stressdr, which is applied to the net transpiration, is
calculated as Pan and Mahrt (1987)

N
Wy = ijwnj .
j=1

The above coefficients are simply used to partition the pgiaaon among the various root-zone soil layers.

Soil moisture excess When the increase over a given time period in observed toialater content
exceeds that of precipitation less evapotranspiratioafeadlly induced source (negative sink) is assumed
to occur (Calvetet al. (1998)). This can be due to lateral inflow of water (most liedr capillary rise
from below the observation depth. Since vertical diffuséamoss the base of the model is assumed to be
negligible, this source is parameterized as lateral infldlve vertical distribution is assumed to be linear
down to the depth of the soil moisture observations:

_ 0By
TSN 5 A
j=10vj2%j

)

wherev; represents the normalized soil water excess coefficiediy,anis a delta function which is either 1
or 0 depending on whether or not excess inflow is occurringyer;. For applications where soil moisture
excess is not available, this source is set to zero.

Liquid water sink  The external soil water source/sink term [Eq. (4.86)] isregped as

Q; = & (%) Ey + 6g;Egr, — vj Xs .
Xs represents the soil water excess (lateral infloui), ;, is the evaporation from the bare soil surface
(uppermost layer), and, ; is a delta function which is unity only the uppermost soildag,; = 1), and
is zero for all the other soil layers. The uppermost layerresgribed to be thin in order to capture the
daily cycle in bare-soil evaporation. The root zone frattio this layer, Y, is usually set to zero. The
transpiration, bare-soil evaporation and water excessstare in units okg m—2s 1.

Soil ice

Soil ice [Eqg. (4.58)] increases when there is energy auailédr ice production, while decreases are due
to melting and sublimation. In order to avoid a more compaitaily intensive iterative solution procedure
[between Eq.s (4.56)-(4.58)], the soil temperature is ¢iatulated using Eq. (4.74), then the phase change
term @;) is evaluated. The temperature for a given layer at tinvéll then be adjusted at the end of the
time step such that;” — T if melting or freezing occurs (wherg; is the freezing point temperature).
The method presented in Booagal. (2000) and in Boone (2000) for ISBA-DIF has been modified gwin
to research involving PILPS-2e (Bowlirgg al. (2003)) with ISBA (Habetst al. (2002)). In original test
simulations involving ISBA-DIF using the PILPS-2e expeeintal design and forcing, it was found that
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nearly all of the near surface water froze, and this causea smrealistic conditions (although no observa-
tions are available to verify this). Boom al. (2000) treated NWP-time-scale events, and soil freezing wa
not as extensive as in the PILPS-2e domain. Thus, it was elgéd¢aadopt an approach which determines
a maximum liquid water content as a function of temperatsiagithe Gibbs free energy method. See for
example Coet al. (1999), Cherkauer and Lettenmaier (1999) and Kateal. (1999) for examples of this
method used in SVATs. Many examples exist in soil-scientegdiure: see Boone (2000) for references.
The main difference between this method and the one presen&ooneet al. (2000) is that not all of the
available liquid water is frozen. The method outlined henmgpresents a near seamless model change in
that it does not augment CPU’s significantly, and it requite&dditional parameters.
The relation between the soil water potential and tempezdtr sub-freezing conditions is from Fucés
al. (1978):

o= LT =Ty)

gT

The potentialy* can be substituted in the expression for the soil matricrgiatiein order to obtain the
maximum unfrozen (liquid) water content at a given soil tenapure,7’. Currently for ISBA, this is the
Brooks and Corey (1966) model as modified by Clapp and Hogeln€d978), so that

—1/b

¢* 1/
Wl max — Wsat <¢—
sat

During phase changes, the total soil water content w; + w;) for each soil layer is conserved, so that,
for example, as a soil freezes, the liquid water content aé@ttrease owing to a corresponding increase in
soil ice content ;). This concept can be used to establish the maximum tenyperat which soil ice is
present (again using the Gibbs free energy concept) as

Ly Ty
(Ly —g)

where the soil liquid water potential is defined as a functibtine liquid water content using the relationship
from Clapp and Hornberger (1978) [Eq. (4.79)]. The maximurfrazen fraction @) max/Wsat) @NAwW; max

as a function of temperature depression are shown in FigylY4for three soil textures. Note that a larger
percentage of liquid water can freeze for more coarse tedtsoils and that relatively dry soils might have
very cold temperatures before any freezing takes place.
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Figure 4.11: The maximum unfrozen fractian; (,.x /wsat) @ndw; max @s a function of temperature depres-
sion for three soil textures. The corresponding porosityes (vs,;) are shown in the right panel (thick
horizontal lines) as a reference.
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The phase change term is parameterized in a manner similaat@resented in Boone (2000), Boosie
al. (2000) and Giard and Bazile (2000), but with the availab&rial energy evaluated using the difference
Tmax — T as opposed tdé'; — 7', and the available liquid water for freezing being defined@is); — w; max

as opposed ta; — w; min. The freezing and melting terms are, respectively:

@ = min [Ksermax (0, Tinaxj — 15) ¢iy Lgpwmax (0, wyj — Wimax;)| /Ti
D, = min [Ksemax (0, T — Tinax j) ¢is Lpwwij] /7
(4.93)

wherec; is the heat capacity of ice (1.88310° J K—! m~3). A parameter which represents the characteristic
time scale for phase changes is represented @iard and Bazile (2000)). It can be determined through
calibration, possibly (eventually) be related to soil tegt A constant value of 3300 &is currently used.
The expressions for the phase change efficieneiearf{de,,) are parameterized as functions of liquid soil
water for freezing and soil ice for melting (similar to thetimed used by Coglegt al. (1990) and Pitmaset

al. (1991):

{ wij/ (Wsar —wiz) (Tj < Ty)

Ej = .

wij/ (Wsat — Wmin)  (Tj > TY)

The principle of using such coefficients is that it is assurnted when the grid box average liquid soll
moisture is relatively large, more energy is used for fregzhe soil compared to a more dry average soil
with the same available energy (for freezing). Itis alsodimentary method for modeling sub-grid freezing
effects. The same basic idea holds for soil ice melting.

The surface insulation coefficienk’s, is modelled following Giard and Bazile (2000) and is writi@gere

in non-dimensional form) as

veg LAI)
Ki=(1—— 1—— K, <1
° ( K2)( K3 O<K.<1)

where the values from Giard and Bazile (2000) are ud€g:= 5 and K3 = 30 m> m~2. For relatively
dense vegetation covers (i.e., latgd I andveg), more energy is used to heat or cool the vegetation while
less is used to freeze/thaw the soil water/ice (comparedtoface with less vegetation).

The total phase change is then simply expressed as theediffebetween the freezing and melting compo-
nents, although note that one or the other is always zero:

Dj=Qpj— P

Using the above model, the phase changes tend to follow Healkm soil specific freezing characteristic
curve from Fuchegt al. (1978), although there can be considerable scatter abisuirth owing toe < 1 and

K, < 1, and ice can be present at significantly above-freezingHayerage temperatures. In the limitas
and K, become unity, the scatter is greatly reduced, and the pregs#rice at above-freezing temperatures
is also greatly reduced.

An example of the application of the above model to a cold ataris shown in Fig. (4.12). The forcing and
parameters are from Goose Bay, Canada (Ross Brown, persmnaiunication). The relationship between
simulated soil temperature and liquid water content fob albil layers using the model as presented herein is
shown in the upper panel, and the relationship for whiahd K have been set to zero is shown in the lower
panel. Each point represents at value at a 30-minute tirpefatevhich eitherl; < T or w;; > 0.001 m?
m3.
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Figure 4.12: The simulated unfrozen liquid water fractian /((w; + w;)) as a function of temperature
depressionqy — T') for five soil model layers. The forcing are from Goose Bayn&ta. The parametets
and K ; have been set to one in the lower panel.

Soil ice and the overall soil water content are decreasedalsgblimation. This term is expressed as

SZ' = AzlEg[ N

whereFE, ; represents the liquid water equivalent loss of soil ice ftbebare soil (uppermost) model layer
(kgm—2sh).

The temperature and soil water profiles are updated at thefetiek time stepAt, using the calculated
phase change term together with:

1} - T] + Chj
wL] B wL] a pr’Ll)
wI] B ij + pr’Ll)

(4.94)

Additional final minor adjustments are made as needed teptesupersaturation of a layer, etc.

4.1.3 Treatment of the intercepted water

Rainfall and dew intercepted by the foliage feed a resembivater contend?,.. This amount of water
evaporates in the air at a potential rate from the fraciiofithe foliage covered with a film of water, as the
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remaining part1 — J) of the leaves transpires.

WT 2/3
d= 4.95
(Wrmax> ( )
Following Deardorff (1978), we set
ag:« =vegP — (Ey — Ey) — Ry 5 0 < Wy < Winaa (4.96)

where P is the precipitation rate at the top of the vegetatidh, is the evaporation from the vegetation
including the transpiratiod;, and the direct evaporatiafi. when positive, and the dew flux when negative
(in this caseF;,. = 0), and R,. is the runoff of the interception reservoir. This runoff ace whenWV,.
exceeds a maximum vall&’,.,,,.. depending upon the density of the canopy, i.e., roughly gntamal to
vegL Al. According to Dickinson (1984), we use the simple equation:

Wimaz = 0.2vegL AL  [mm] (4.97)

4.1.4 Spatial variability of precipitation intensities

With this option, the main assumption is that, generallg thinfall intensity is not distributed homoge-
neously over an entire grid cell. As a first-order approxiorgtthe sub- grid variability in liquid precipita-
tion, P;, can be given by an exponential probability density distidn, f(F;):

J(P)=Her? (4.98)

where P represent the mean rainfall rate over the grid cell ana fraction of the grid cell affected by
rainfall. p is calculated using the results of Fahal. (1996), who showed an exponential relationship
between the fractional coverage of precipitation and adliméte, based on their analyses of over 2 years
radar observations and rain gauge measurements over thaga®Red river basin in the southern plains of
the United States. This relationship is:

p=1—e"b" (4.99)

where( is a parameter which depends on grid resolutibn;

B = 0.2+ 0.5e 0001w (4.100)

dx represents represents lengths of square grid cells rariging40km to 500km. In consequence, the
1 parameter is fixed to 1 at high resolutiod ((0km). This Spatial variability of precipitation intensities
induces a new expression for the runoff from the intercepteservoir,\v, :
bWr =Wrpaqe)
W,=Pxe PAY (4.101)
The second consequence is that the Horton runbff,.;, is calculated by integrating the difference between
the local rainfall and the local maximum infiltration caggci;, as follows:

Quore =11 [ (Pi= 1) F(P)aP, (4.102)

Another assumption is made on the spatial heterogeneithieofdcal maximum infiltration capacity. Its
spatial distribution can also be approximated by an exptadearobability density distribution:
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Single-layer| D95 Douville et al. (1995a,1995b)
Multi-layer | Explicit-Snow (ES)| Boone (2000); Boone and Etchevers (2001
Multi-layer | Crocus Brunet al. (1989,1992); Vionnegt al. (2012)

Table 4.1: Summary of the snowpack schemes available in ISBA

(4.103)

where] is the mean maximum infiltration rate over the grid cell. Asviously said,! is calculated for
unfrozen and frozen soil conditions. So Eq.4.102 , withowemelt, can be noted as :

Qhort = ,U(l - 5f)/0 /I (]Dz - Iunf,z)f(PZ)g(Iunf,z)dBdIunf,z

unf,i

wudy [ [T~ s (P)gU g )dPly, (4.104)
It

After some mathematical developments, the Horton runofiresence of rainfall and snowmeg,,, is
given following Decharme and Douville (2006):

Q ort — 1-9 - mazx (0, Sm — Lun
+9 — + (0,Sm — 1) | dPdI (4.105)
max Y, Om [ 7 :
f 1 If 14 f f7

4.1.5 Treatment of the snow

ISBA features several schemes to handle snow on the grouridhare described below. They range from
single-layer schemes with a minimal number of prognosti@ides and highly simplified treatment of snow
thermodynamics, to state-of-the-art multi-layer snovipschemes (Explicit Snow -ES- and Crocus). Table
4.1 provides an summary of the available snowpack schentetharcorresponding scientific references.

One-layer snow scheme option
The evolution of the equivalent water content of the snowmesr is given by

oWy
ot

whereP; is the precipitation of snow, antl, is the sublimation from the snow surface.

The presence of snow covering the ground and vegetationreatiyginfluence the energy and mass transfers
between the land surface and the atmosphere. Notably, alagewmodifies the radiative balance at the
surface by increasing the albedo. To consider this effeetalbedo of snow; is treated as a new prognostic
variable. Depending if the snow is melting or nat, decreases exponentially or linearly with time.

If there is no melting (i.esnelt = 0):

= P; — Es — melt (4.106)

At PA
(1) = @t = A1) = 70 = + 2= (@ = i) (4.107)
Asmin < Qs < Qsmag (4.108)
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wherer, = 0.008 is the linear rate of decrease per day,;, = 0.50 andag,q = 0.85 are the minimum
and maximum values of the snow albedo.
If there is melting (i.e.melt > 0):

At P,At

as(t) = [as(t — At) — asmin) €Xp |:—7'f—:| + Qgmin + W—(asmw — Qlsmin) (4.109)
T crn

asmin S Oés S asmag; (4110)

wherer; = 0.24 is the exponential decrease rate per day. Of course, theahedo increases as snowfalls
occur, as shown by the second terms of Egs. (21) and (23).
The average albedo of a model grid-area is expressed as

Qi = (1 - psn)a + DsnQs (4111)
Similarly, the average emissivity is also influenced by the snow coverage:
et = (1 — psn)e + Psnés (4.112)

wheree;, = 1.0 is the emissivity of the snow. Thus, the overall albedo andsirity of the ground for
infrared radiation is enhanced by snow.

Because of the significant variability of thermal propestielated with the snow compactness, the relative
density of snowp; is also considered as a prognostic variable. Based on er4d®91), o, decreases
exponentially at a rate of; per day:

At P,At
ps(t) = [ps(t — At) — psmax] exp |:—Tf7:| + Psmaz + Vpsmm (4113)
Psmin < Ps < Psmaz (4114)

wherepg i, = 0.1 andpgmnqe: = 0.3 are the minimum and maximum relative density of snow.
Finally, the average roughness lengghis
20t = (1 - psnzO)ZO + Psnz020s (4115)

where

W
WS + Wcrn + 5592’0

Psnz0 = (4.116)
Here, 3, = 0.408 s?>m~! andg = 9.80665 ms—2 are physical constants, whereag is the roughness
length of the snow.

Multi-layer snow scheme options

Two multi-layer snow schemes options are available in ISBanely Explicit Snow (ES) and Crocus.
Explicit Snow (Boone and Etchevers (2001)) is a so-callégrmediate complexity scheme which is repre-
sentative of a class of snow models which use several layerbave simplified physical parameterization
schemes (Lotket al. (1993), Lynch-Stieglitz (1994), Suet al. (1999)). In contrast, Crocus features a
detailed description of processes occurring within theangrazk (Brunet al. (1989, 1992), Vionneét al.
(2012)). Crocus was initially a stand-alone model, and & weently coupled to ISBA building on the ES
model structure. In what follows, the description applebath ES and Crocus unless otherwise stated.
Compared to the baseline ISBA snow scheme, the explicitiflaykered approach shared by ES and Crocus
resolves the large thermal and the density gradients wlachegist in the snow cover, distinguishes the
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surface energy budgets of the snow and non-snow covereidmouf the surface, includes the effects of
liquid water storage in the snow cover, computes the akbisorpf incident radiation within the pack, and
calculates explicit heat conduction between the snow am@adil. Figure 4.13 provides an overview of the
processes handled in the multi-layer snow schemes, cotgpthd soil and vegetation components of ISBA.
The multi-layer snowpack schemes Crocus and ES are mosistamity used together with ISBA-DIF
rather than the force-restore soil schemes.

Crocus additionnaly handles snow metamorphism, i.e. tgsipél transformations of snow grains through
time, and interactively modifies the vertical discretiaatbf the vertical grid of snow layers to optimize the
representation of internal snow processes. In practicecu@ris generally run with a larger total possible
number of snow layers than ES. ES typically uses up to 3 sngarsdawhile standard Crocus runs use up
to 20 or 50 snow layers. The latter configuration is appro@nighen the focus is placed on the study of the
properties of the snowpack itself (avalanche hazard piedicsnow physical properties, combined use of
remote sensing).

Processes Prognostic model variables
Atmosphere , ++|\ Snow layer J
/ ‘
4 .
// 00
Shortwave Longwave /,’;}fii/ / g
radiation radiation Rain / content
Snow / oo Snow Temperature ~—»
Downward ::Downward grains ‘Heat content
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pwart mitte p e R L
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Figure 4.13: Overview of the physical processes and pragneariables used to characterize the snowpack
in the multi-layer snowpack schemes options of ISBA (ES arat@s). The major differences between the
ES and Crocus scheme is that ES does not treat snow metasrargkplicitly, and that the number of snow
layers is kept significantly lower than for Crocus (on theewrdf 3 typically, vs. up to 20 or 50 for Crocus.

The conservation equation for the total snow cover massgsesged as
oWy
ot
where E; represents evaporation of liquid water from the snow setfand the producps, (P — Ps)
represents the portion of the total rainfall that is intpted by the snow surface while the remaining rainfall
is assumed to be intercepted by the snow-free soil and wegetzanopy. The snow-runoff ratg),,, is the
rate at which liquid water leaves the base of the snow cover.
The snow state variables are the heat contéh),(the layer thicknessl{), and the layer average density
(ps)- The temperaturel(,,) and liquid water contentu;) are defined using the heat content. The use of the
Crocus scheme induces the definition of further variabléschvdescribe the morphological properties of
snow grains { dendricity, s sphericity,gs grain size i historical variable andl age of a given snow layer).
See Vionnett al. (2012) for details.

= Ps+psn (P—Ps) = Es — Egq —Qn (4.117)
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The total snow depth), (m) is defined as
N
Dy, =) D; (4.118)
=1

where a three-layer configuration is currently used by defae. N, = 3). In ES, the thickness of the
surface snow layer is always less than or equal to 0.05 m fasteimperature is used to calculate the fluxes
between the atmosphere and the snow surface. In Crocu$itkedss of the surface snow layer can be as
low as 1 mm although it ranges on the order of 1 to 2 cm typicdlhe thickness of internal snow layers is
on the order of a few cm typically, with a finer mesh towardsahésnow and ground/snow interface. See
Vionnetet al. (2012) for details.

The snow density is compacted using standard empiricaloe&hips (Anderson (1976)). In ES, additional
changes arise from snowfall which generally reduces thevsiensity, and densification resulting from
ripening. In Crocus, snowfall induces the creation of a neanslayer at the surface ; mechanical settling
is computed using a newtonian formalism where the viscas#yends mostly on the snow density and
temperature but also on the snow type (see Vioehat. (2012) for details). When Crocus is used, the slope
angle has an impact on the compaction rate, since only th@@oemt of the weight perpendicular to the
snow layering need be taken into account. In practice, thelexation of gravity ¢ = 9.80665 ms~2) is
then simply multiplied bycos(3;) whereg; is the slope of the grid point

The snow heat content (JT) is defined as

Hsi =c¢si D; (Tsnz - TO) - Lf Pw (wsi - wsli) ) (4.119)

wherew; is the total snow layer water equivalent depth (ma); is the snow layer liquid water content
(m), andc, is the snow heat capacity (JThK~!) (using the same definition as the baseline ISBA snow
scheme). The snow heat content is used in order to allow theepce of either cold (dry) snow which
has a temperature less than or equal to the freezing poinailonyiwet) snow which is characterized by a
temperature at the freezing point and contains water indiéprm. The snow temperature and liquid water
content can then be defined as

Toni = Tf + (Hsz +prw wsz)/(cszDz) 5 wy; =0 (4120)
Wy = Wsq + (Hsz/prw) ; Tsni = Tf and Welj < Welmaxi (4121)

wherewg max; 1S the maximum liquid water holding capacity of a snow layénjch is based on empirical
relations. All water exceeding this flows into the layer melwhere it can do one or all of the following:
add to the liquid water content, refreeze, or continue flordownward.

Snow heat flow is along the thermal gradient as any snow mekimolated water within the snow cover is
assumed to have zero heat content. The layer-averaged smpeitature equatio’(;) is expressed as

aTsni
o =Ggi—1 —Gsi + Rgi—1 — Rsi — Ssi (4.122)

where S, represents an energy sink/source term associated witte piesiges between the liquid and
solid phases of water. Incoming short wave radiati®)(transmission within the snowpack decreases
exponentially with increasing snow depth. At the surfatis éxpressed as

csiDj

Reo =Ry (1 - ay) (4.123)

where the snow albedo is defined using the same relationakipsthe baseline version of ISBA (Douville
et al. (1995)). In Crocus the solar radiation is handled usingetlseparate spectral bands ([0.3-0.8], [0.8-
1.5] and [1.5-2.8]um). First of all, the albedo is computed in each band, as &ifamof the snow properties
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in the top 3 cm of the snowpack. In the UV and visible range3@8] xm), snow albedo depends mostly
on the amount of light absorbing impurities, but also on iisrostructure. The latter is represented by
the optical diameter of snowl,,,,;, which corresponds to the diameter of a collection of moispefsed ice
spheres possessing the same hemispherical albedo asréspooiding semi-infinite snow layer. The impact
of snow browning due to the deposition of light absorbing umies is parametrized from the age of the
uppermost snow layer. In the near-infrared bands, the ispedibedo depends only on the optical diameter of
snow. The optical diametet,, of snow is currently empirically derived from the micrastture properties

of the snow (see below, and Vionrettal. (2012)). Once the spectral albedo is calculated, in evezygtsal
band the incoming radiation is depleted according to theddbvalue, and the remaining part penetrates
the snowpack and is gradually absorbed in the snow layeusrésg an exponential decay of radiation with
depth. The solar flux),, at a depth: below the snow surface is expressed as follows:

3
Qs =Y (1 — o) Rype 4 (4.124)

k=1
where R, represents the incoming solar radiation, the albedo angy;, the absorption coefficient in the
spectral band k. In the current version, the incoming sharearadiationR, is split into three bands using
empirical coefficients (0.71, 0.21 and 0.08 respectivelyldand [0.3-0.8], [0.8-1.5] and [1.5-2.8] mm).
Future developments will allow to allow forcing where indogn shortwave radiation is partitioned into
several bands. Shortwave radiation excess for thin snoergtransmitted through the snow) is added to
the snow/ground heat flux.

The sub-surface heat:() flux terms are evaluated using simple diffusion. At the acef this flux is
expressed as

GSO = €s (RA - USBTsn14) - H (Tsn 1) - LE (Tsnl) — Cyw Psn (P - Ps) (Tf - Tr) 5 (4125)

The last term on the right hand side of the above equatioresepts a latent heat source when rain with
a temperatur€el(.) greater thari; falls on the snow cover, whekg, represents the heat capacity of water
(4187 J kg ! K—1). Rainfall is simply assumed to have a temperature whichedarger of the air temper-
ature (7;,) and the freezing point. The latent heat flux from the snovuthes the liquid fraction weighted
contributions from the evaporation of liquid water and gullkion.

The ISBA surface soil/vegetation layer temperature is ttapled to the snow scheme using

i 0T
Cr Ot

2
= (1=pa) |Ry(1—a) + e (Ra—oT") — H —LE— = (T, — T3)| (4.126)
Crr

+Dn [GSN + Rsn + cwQn (Tf - Ts)] . (4.127)

The term on the right hand side of the above equation invglttie snow runoff@,,) represents an advective
term. The net surface fluxes to/from the atmosphere are #ileunlated as the snow-cover fraction weighted
sums over the snow and non-snow covered surfaces. When mitii@layer option is used (ES or Crocus),
the single-layer snowpack scheme in ISBA is used when th& sower is relatively thin (arbitrarily defined
as 0.05 m depth). When the snow depth exceeds this thresheldnow mass and heat is transferred to the
chosen multi-layer scheme. This prevents numerical diffesifor vanishingly thin snow packs.

Additional features of the Crocus scheme

Evolution of the vertical discretization of the finite-ekmh grid
The dynamical evolution of the number and thicknesses ohtimeerical snow layers is a key and original
feature of Crocus, which aims at simulating the verticaklayg of natural snowpacks in the best possible
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way. The maximum number of numerical layers is an importaetr-aefined set-up option. A minimum

of 3 layers is imposed for solving the heat conduction thhotlte snowpack but there is no limitation

on the maximum number. As the maximum number of layers ise®athe snowpack stratigraphy can
be simulated in more detail. According to the research oraimmal objectives, the user has to find the
appropriate balance between the realism and the compmahtiost of the simulation. An important point

to mention is that the snowpack scheme dynamically manad#éfeent vertical grid mesh, in terms of the

number and the thickness of snow layers, for each grid pdirenwit is run in parallel mode for a spatially

distributed simulation ; this is a common case for snow/awhere coupled simulations or for distributed
stand-alone simulations.

The adjustment of the snowpack layering is achieved witht @fseiles. The procedure is activated at the
beginning of each time step according to the following segae

« for snowfall over a bare soil, the snowpack is built up fratentical layers, in terms of thickness and
state variables. Their number depends on the amount of $resii and on the maximum number of
layers;

« for snowfall over an existing snowpack, it is first attentgpte incorporate the freshly fallen snow into
the existing top layer, provided its grain characterisfios similar and its thickness is smaller than a
fixed limit. The similarity between two adjacent layers igedtenined from the value of the sum of
their differences in terms af, s andgs, each weighted with an appropriate coefficient. If the nreggi
is not possible, a new numerical layer is added to the prigegikyers. If the number of layers then
reaches its maximum, a search is carried out to identify tdjacent layers to be merged. This is
done by minimizing a criterion balancing the similarity Wween their respective grain characteristics
and their thicknesses;

» for no snowfall, a check is carried out to see whether it isveaient to merge too thin snow layers
or to split thoses which are thick. This is achieved by corimgathe present thickness profile to
an idealized profile, which acts as an attractor for the e@rtjrid. This idealized thickness profile
depends on the current snow depth and on the user-definedhadlaaxamber of layers (see Figure 4.14
for an example). Merging two layers is only possible for thagich are similar enough in terms of
grain characteristics. Grid resizing affects only one tgyer time step, with a priority given to the
surface and bottom layers, in order to accurately solve ileegy exchanges at the surface and at the
snow/solil interface;

 for most time steps, no grid resizing is carried out, ex¢kat the thickness of each layer decreases
according to its compaction rate.

The consistency of the physical prognostic variables isntaaied in case of grid resizing. A projection
is achieved from the former vertical grid to the new one. Masst content and liquid water content are
conserved. When a new numerical snow layer is built fromrsé¥@rmer layers, its grain characteristics are
calculated in order to conserve the averaged weightedadgiiain size of the former layers. This insures a
strong consistency in the evolution of surface albedo, eveen frequent grid resizing occur at the surface
in case of frequent snowfalls or surface melting events.

Snow metamorphism

Snow metamorphism is implemented in the snowpack schemeu€brough a set of quantitative laws
describing the evolution rate of the type and size of the sgi@ins in each layer (Bruet al. (1992)). This

is carried out within the subroutine. A distinction is madg#vieeen dendritic and non-dendritic snow. Snow
falls as dendritic snow and remains dendritic ugdtiteaches 0. Snow then reaches the state of rounded
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Figure 4.14: lllustration of the optimal vertical grid of @us, which depends on total snow depth and on
the user-defined maximum number of snow layers.

crystals, faceted crystals or belongs to an intermediate.stt is is then characterized by its sphericity, (
ranging from O to 1, and a grain sizg, ranging from 0.3 to 0.4 mm. Such snow is defined as non-d&mndri
The metamorphism laws that govern the evolution of snowngdapend on temperature, the temperature
gradient, and include wet metamorphism. They are similadhéolaws initially described by Bruet al.
(1992) and are mostly based on empirical fits to experimelaiz. The metamorphism laws that govern the
evolution of snow grain are given in Table 4.2 and 4.3, rei®pelg for dry and wet metamorphism. In the
case of temperature gradient metamorphism, fits to expatahdata by Marbouty (1980) are used. In this
case, the increase of grain siggefollows:

39

2 = F(D)h(p)g() (4.128)

where G is the absolute value of the temperature gradjéfi/oz|) and f, g, h and® are dimensionless
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Table 4.2: Metamorphism laws under dry conditions. G is #rtical temperature gradie(iv7’/dz|), T' the
temperature (K) andis time expressed in day$, g, h and® are empirical functions to predict depth-hoar
growth-rate from Marbouty (1980).

Non-dendritic snow Dendritic snow
s _ 109,—6000/T dd _ 8 —6000/T
G<5Km! 5 = 519? ‘ O ss 2.190 —66000/T
s _ _ 8 —6000/T 0.4
5<G<15Km! o 2§£ ‘ “ 8 — —2.108¢6000/T GO
5 =0
1 . 5 — . [ s
15kl | e8>0 = —2.10% TGO and % =0 | 4, _ g 105 e~ 6000/T (0.4
if s =0: 3 = 0and’% = f(T)h(p)g(G)> | %

Table 4.3: Metamorphism laws in the presence of liquid wates the mass liquid water content ands
time expressed in days.refers to the equivalent volume of snow grain afj@ndv] are empirical constants
taken from Brun (1989).

Non-dendritic snow Dendritic show
Ogs . 0
0<s<1 g o _ _1p3 _ .
- %6: 03 I with 0 = 1000
S __
5 6s 1
= Ty g | s
functions varying from 0 to 1 given by:
0 if T — Ty < —40K
.011 T —Ti 4 if —40<T —1T; —-22K
f _ 0.0 X ( fus + 0) I 0 =~ fus < (4129)
0240.05 x (T — Tpys +22) if —22<T —The < —6K
1 —0.05 x (T — Tiys) otherwise
whereTt,s is temperature of the melting point for water (K), aindy and® are given below:
d =1.0417.10"? ms~! (4.130)
1. if p<150 kgm3
h=1<{ 1-0.004 x (p—150) if 150 < p <400 kgm3 (4.131)
0. otherwise
0. if G<15Km™!
0.01 x (G — 15) if 15<G<25Km™!
1+0. -2 if 25< 40 Km™!
. 0.140.037 x (G—25) if 25<G <40Km (4.132)

0.65 + 0.02 x (G —40) if
0.85 4 0.0075 x (G —50) if

Effects of wind

40<G<50Km™!
50< G < 70Km™!

1. otherwise

SURFEX V7.2 - Issue9? - 2012



114

Table 4.4: Evolution rates of snow grain properties and itheitslayer ¢ caused by snowdrifiting. is time
expressed in hours andrepresents the time characteristic for snow grains chanderuwind transport
given by Eqg. 4.135.

Parameters | Non-dendritic snowl Dendritic snow
s _ 1=s od _ d
H H - 0T ot 21
Grain properties g 5104 s _ l—s
5t — 5t — 7

-
Snow density | %2 = 2me=2 with p,,,,, = 350 kgm>

(D As a 1D model, the continental surface scheme ISBA within SUREX is
NOT designed to handle explicitly wind-induced snow redigibution.
Indeed, grid points are treated independently from each otler.
Nevertheless, the Crocus snowpack scheme includes parametations
that represent some effects of wind drift on the snowpack.

The compaction and the metamorphism of the surface layenrsgiwind drift events are taken into account
in a simplified way, as described initially by Brwet al. (1997). A mobility index, Mo, describes the
potential for snow erosion for a given snow layer and dependfie microstructural properties of snowy (
s andgs):

o { 0.34 (0.75d — 0.55 + 0.5) + 0.66F(p) dendritic case (4.133)

0.34 (—0.583¢gs — 0.833s + 0.833) + 0.66F(p) non-dendritic case

where F'(p) = [1.25 — 0.0042 (max(pmin, p) — Pmin)] @Nd prmin = 50 kgm—3. The expression fotlo

in Eqg. 4.133 combines the parameterization of GuyomarcthMarindol (1998) (first term) developed for
alpine snow with a term depending on snow density)). The purpose is to extend the use\d§, to polar
snow which has a density generally larger than 330 kg upper limit for application of Guyomarc’h and
Merindol (1998)). Fresh snow (high valuesdpfow value ofp) presents high values of mobility index which
tend to decrease with time due to sintering (increasg ahd compaction (increase pf. Guyomarc’h and
Merindol (1998) combined the mobility index with wind speét to compute a driftability index$;:

S; = —2.868 exp(—0.085U) + 1 + Mo (4.134)

Positive values of5; indicate that snowdrifting can occur whilg, = 0 gives the value of the threshold
wind speed for snow transport. During a drift event, blowavgparticles in saltation break upon collision
with the snow surface and tend towards rounded grains ¢@ldt al. (2006)). For a given snow layer a
time characteristic for snow grain change under wind trarisp computed:

T

where I'; 4yiry = max[0, Sp; exp(—z;/0.1)] (4.135)

Ky drift
wherer is empirically set to 48 hours. The pseudo-depth in the srauk,; (in m, positive downwards),
takes into account previous hardening of snow layesguated above the current layierz; = >, (D; x
(3.25—57;)). Therefore, through the variall&, s, compaction and rounding rates in a snow layer depends
on the grain driftability and are propagated to the layetevbavith an exponential decay until it reaches a
non-transportable laye¢ <0). Compaction and rounding rates are detailed in Table 4.4.

As an option and in case of snowdrifting, Crocus computesais@ciated rate of sublimation according
to a parameterization developed by Gordaral. (2006). This parameterization allows the estimation of
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the sublimation rate in a column of blowing or drifting snawmbining existing parameterizations from
Schmidtet al. (1982), Bintanjeet al. (1998) and Dénet al. (2001). The total sublimation rate of blowing
snow(@; depends on the near-surface meteorological conditiorm@iog to:

Qu = AGY) Uipagai(1 — Rbi) () (4136)
a t
whereT, is the air temperaturel), 1y a constant with a value of 273.16 K/, the wind speedlJ; the
threshold wind speed for snow transpait,the air density andkh; the relative humidity with respect to ice.
qs; denotes the saturation specific humidity (kg/kg) at tempeed’,,. v, A and B are dimensionless param-
eters with valued.0, 0.0018 and3.6, respectively.U; is the threshold wind speed for wind transportation,

obtained by setting; = 0. in equation (4.134):

log (Mo +1.)/2.868)
0.085

Using this option, Crocus subtracts the corresponding rfrass the snowpack surface at each model
timestep.

U, = (4.137)

4.1.6 The surface fluxes

Only one energy balance is considered for the whole systeangrvegetation-snow (when the 3-layer snow
scheme option is not in use). As a result, heat and massédransétween the surface and the atmosphere
are related to the mean valu€sandw,.

The net radiation at the surface is the sum of the absorbetiding of the incoming solar radiatiak; and

of the atmospheric infrared radiatid®y, reduced by the emitted infrared radiation:

Ry, = Rg(1— o) + ¢ (Ra — os5T,") (4.138)

whereo g is the Stefan-Boltzmann constant.
The turbulent fluxes are calculated by means of the clasa@aldynamic formulas. For the sensible heat
flux:

H = pac,CrV,(Ts — 1y,) (4.139)

wherec, is the specific heap,, V,, andTj, are respectively the air density, the wind speed, and thpeem
ature at the lowest atmospheric level; arig, as discussed below, is the drag coefficient depending upon
the thermal stability of the atmosphere. The explicit snohesne sensible heat flux is calculated using the
same formulation (but witff,,). The water vapor fluE is the sum of the evaporation of liquid water from
the soil surface (i.e.[;;), from the vegetation (i.ef’,), and sublimation from the snow and soil ice (i.e,
Es andE ¢):

LE = LE, +LE,+ Li(Es+ E,f) (4.140)
Eg = (1—veg)(l = psng) (1 = ) paChVa (hudsat(Ts) — qa) (4.141)
Ey = veg(l = psnw) paCrVah (qsat(Ts) — qa) (4.142)
Es = psnpaCruVa (qsat(Ts) — a) (4.143)
Egp = (1—veg) (1 —psng) 6i paCrVa (hui Gsat (Ts) — qa) (4.144)

where L and L; are the specific heat of evaporation and sublimatigg;(75) is the saturated specific
humidity at the temperaturg;, andq, is the atmospheric specific humidity at the lowest atmosphevel.
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The water vapor fluxz from the explicit snow surface is expressed as

LE(Tsn1) = LEy+ LiE,s (4.145)
Eq = 0snpaCusVa (gsat (Tsn1) — qa) (4.146)
Es = (1=0sn) paCrsVa (@sat (Tsn1) — qa) (4.147)
Osn = Wsi1/Wsimax1; 0<0:,m <1  (4.148)

where evaporation of liquid water is zero whep, 1 < Ty. The transfer coefficient{y;) is calculated over
the snow covered surface using the same formulatiari;as

The surface ice fraction is is used to partition the barelatéint heat flux between evaporation and subli-
mation, and it is defined as

0i = wq r/ (wg 5+ wy) ; 0<éd;<1. (4.149)

The relative humidity,,, at the ground surface is related to the superficial soil mast, following

1
hy = = [1 —cos< l’ 7T>‘| , ifwg < wyc” (4.150)
2 we*

hy = 1 if wy > wp* (4.151)

where the field capacity with respect to the liquid water iSreel using the modified soil porosity so that
Wee" = W Wiy /Wser. The humidity for the ice covered portion of the grid box iscotated in a similar
fashion as

hyi = [1 — cos ( wg** 71')1 cifwg p <wp™ (4.152)

Wie
,ifwg > we™ (4.153)

|l NN

hui =

wherew ™ = wye(wsqr — wy)/wsat- IN case of dew flux when,q(Ts) < qq, hy is also set to 1 (see
Mahfouf and Noilhan (1991) for details). When the fli is positive, the Halstead coefficient, takes
into account the direct evaporatidr). from the fractioné of the foliage covered by intercepted water, as
well as the transpiratiof;,. of the remaining part of the leaves:

hy = (1=0)Ry/(Ry+ Rs)+0 (4.154)
0
E, = wveg(l— psnv)R_ (gsat(Ts) — qa) (4.155)
1-6
By = wveg(l - psm)m (@50t (Ts) — qa) (4.156)

WhenE, is negative, the dew flux is supposed to occur at the potemtia) andh,, is taken equal to 1.
Following Deardorff (1978)¢ is a power function of the moisture content of the interaaptieservoir:

§ = (Wr/Wrmaa)?/? (4.157)

The aerodynamic resistancefts = (CyV,)~!. The surface resistancg,, depends upon both atmospheric
factors and available water in the soll; it is given by:

Rsmm
bk L — 4.1
B FiFyF3FyLAI (4.158)
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with the limiting factorsFy, Fy, F3, and Fy:

f + Rsmin/Rsmaaz

P = 4.159

1 Tt ( )

R o= R27Welt d0< B <1 (4.160)
Wie — Wwilt

Fs = 1—7(qsat(Ts) — qa) (4.161)

Fy = 1—16x1073(T, — 298.15)? (4.162)

where the dimensionless terfrrepresents the incoming photosynthetically active ramhiadn the foliage,
normalized by a species-dependent threshold value:
Rg 2
=0.5———— 4.163

/ Rey LAT ( )
Moreover,y is a species-dependent parameter (see Jacquemin andN@i#80)) andR ... is arbitrarily
set t05000 sm L.
The surface fluxes of heat, moisture, and momentum can bessqu as

atpLta/Ya
— E
(w'ry)s = ) (4.165)
[WV'|s = Cp|Va|* = v} (4.166)

wherer, is the water vapor mixing ratiay is the vertical motionf,, is the potential temperature at the
lowest atmospheric level. The primes and overbars denoterpation and average quantities.

For the drag coefficient€';; and Cp, the formulation of Louis (1979) was modified in order to ddes
different roughness length values for hegand momentumy;, (Mascartet al. (1995)):

Cp =CpnFy; Cqg=CpnNEFy (4.167)
with
]{32
e — 4.1
CoN = Tale /0P (4.169)
(4.169)
wherek is the Von Karmann constant. Also
10R:
F, = 1—-———— ifRi<0 4.170
Gy o
1 . .
V1+5Ri
and
15Ri In(z/20) } R
Fp=11-— X if Ri <0 4.172
" l 1+ ch\/\m\] Ln('z/ZOh) JH= (4.172)
1 In(z/20) } P
F = X Ri >0 4.173
" I T 15RiVI + bR Ln(z/ZOh) of R (4.173)
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whereRi is the gradient Richardson number. The coeffici€risandC), of the unstable case are given by

Cn = 1OCm*CDN(Z/Z0)pm (4.174)

15Cy,*Cpn (2/ zon)P" X {M} (4.175)

C n(=/z0n)

whereC},, Cy, pn,, andpy, are functions of the ratip = In(z9/zon) only:

Cy = 3.2165 4+ 4.3431 x pu + 0.5360 x p? — 0.0781 x u° (4.176)
C* = 6.8741 4 2.6933 x pu — 0.3601 x p® 4 0.0154 x z° (4.177)
pn = 0.5802 — 0.1571 x g + 0.0327 x p* — 0.0026 x (4.178)
pm = 0.5233 —0.0815 x 4 0.0135 x p? — 0.0010 x p? (4.179)

4.1.7 Summary of Useful Parameters

The parameters have been chosen in order to characterimeaihgohysical processes, while attempting to
reduce the number of independant variables. They can baedivnto two categories: primary parameters
needing to be specified by spatial distribution, and seagnparameters which values can be associated
with those of the primary parameters.

In the present state of the method, the primary parametexside the nature of the land surface and its
vegetation coverage by means of only four numerical inditles percentage of sand and clay in the saill,
the dominant vegetation type, and the land-sea mask.

The secondary parameters associated with the soil typevaltgated from the sand and clay composition of
the soil, according to the continuous formulation discdsseGiordani (1993) and Noilhan and Lacarrere
(1995) (see Appendix). These parameters are:

 the saturated volumetric moisture content,;

the wilting point volumetric water content,,;;;;

» the field capacity volumetric water content..,

* the slopeb of the retention curve;

* the soil thermal coefficient at saturatiGitsq:;

* the value ofC; at saturation (i.e (154¢);

» the reference value @y for wy = 0.5wsq; (i.€., Corey);
* the drainage coefficierts ;

+ the diffusion coefficient€s,.; andCy;, ;

+ and the coefficients, p for the w,., formulation.

On the other hand, the parameters associated with the tiegetan either be derived from the dominant
vegetation type, or be specified from existing classificatibobservations. They are

* the fraction of vegetationeg;
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the depth of the soil columd, (or the root zone depth);

the depth of the soil columd (if third soil layer option in use);

e the minimum surface resistané&,,,;,;

the leaf area indeX AI;

the heat capacitg’, of the vegetation;
* the R¢; and~ coefficients found in the formulation of the surface resistaRi,;
» and the roughness length for momentegrand for heatyy, .
Other necessary parameters are
* the albeday
* the emissivitye.

 and characteristic time scale for phase changes (cureotistant)r;.

4.1.8 Appendix A: Continuous formulation of the soil secondry parameters

Following Giordani (1993), Noilhan and Lacarrere (1996 sand and clay composition (i.8.AN D and
CLAY) are expressed in percentage.

The saturated volumetric water content’(n —3):
Wsqt = (—1.08SAN D + 494.305) x 1072 (4.180)
The wilting point volumetric water content®m=3):
Wity = 37.1342 x 1073(CLAY )" (4.181)
The field capacity volumetric water content{m —3):
wpe = 89.0467 x 1072 (CLAY)"349% (4.182)
The slope of the retention curve:
b=0.137CLAY + 3.501 (4.183)
The soil thermal coefficient at saturatioR £22.J ~1):
Casat = —1.557 x 1072SAND — 1.441 x 10" 2CLAY + 4.7021 (4.184)
The value ofC at saturation:
Clsat = (5.58CLAY + 84.88) x 1072 (4.185)
The value ofCy, for wy = 0.5wgq;:

Cyrep = 13.815C LAY ~0-954 (4.186)
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The coefficientCs:

C3 = 5.327CLAY ~10% (4.187)
The coefficientCly,:
Cyp=5.14 + 0.115CLAY (4.188)
The coefficientCy . s:
3
Cires %logm1 o+ (8, SANDT + o CLAYJ')] (4.189)
203 =1

where the3; (j = 0,3) coefficients aret.42 x 1079, 4.88 x 1073, 5.93 x 10~* and—6.09 x 107%. The
a; (j = 1, 3) coefficients are defined as2.57 x 10!, 8.86 x 1073 and—8.13 x 107°.
The coefficients for thev,., formulation:

a = 73242 x 10 3CLAY 95 (4.190)
p = 0.134CLAY + 3.4 (4.191)

4.1.9 Appendix B: Gaussian formulation for the(; coefficient

Following Giordani (1993) and Brauet al. (1993), for dry soils (i.e.w, < W), the Cy coefficient in
Eq. (13) is approximated by the Gaussian distribution:

B 2
O1(10) = Cymag exD [—%1 (4.192)
In this expression,

Cimaz = (L19wWy — 5.09) x 107 2T + (—1.464w,;; + 17.86) (4.193)
Wmazr = NWwilt (4194)

with
n = (—1.815 x 10727} + 6.41)wyi + (6.5 x 107371 — 1.4) (4.195)

and

2
o2 = —% (4.196)
an (Cl;na.r)
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4.2 ISBA-A-gs surface scheme

4.2.1 The Model
Introduction

Météo-France is developing SURFEX (SURFace EXteraa)i$d be used in operational NWP models, and
offline for applications in hydrology and vegetation monitg (Martin et al. (2007)). SURFEX serves the
merging of a number of land and ocean surface models. Ovey BIdRFEX includes ISBA-A-gs, &0-
responsive land surface model able to simulate the diuyté ©f carbon and water vapour fluxes (Calvet
et al. (1998), Calvekt al. (2004), Gibelinet al. (2006), Calvett al. (2008)). This latter model accounts
for different feedbacks in response to changesdi®}], photosynthesis enhancement and transpiration
reduction (fertilization and antitranspirant effectspectively). Daily values of Leaf Area Index (LAI) and
biomass can be produced by ISBA-A-gs.

ISBA-A-gs uses a0, responsive parameterization of photosynthesis basedeomdtuel of Goudriaan
et al. (1985) modified by Jacobs (1994) and Jacebsl. (1996). This parameterization is less detailed
than that commonly used in most land surface models (Faejuar (1980)) for C's plants and Collatzt

al. (1992) forCy plants), but it has the same formulation 18§ plants as forC'; plants differing only by
the input parameters. The model also includes an origimaesentation of the soil moisture stress. Two
different types of drought responses are distinguisheddtin herbaceous vegetation (Calvet (2000)) and
forests (Calvett al.(2004)), depending on the evolution of the water use effayi€dVUE) under moderate
stress: WUE increases in the early soil water stress stagém icase of the drought-avoiding response,
whereas WUE decreases or remains stable in the case of thghthtolerant response.

ISBA-A-gs calculates interactively the leaf biomass arel ltAl (defined as the leaf area per unit ground
area), using a simple growth model (Calettal. (1998)). The leaf biomass is supplied with the carbon
assimilated by photosynthesis, and decreased by a turandea respiration terms. LAl is inferred from the
leaf biomass multiplied by the Specific Leaf Area ratio, whitepends on the leaf nitrogen concentration
(Calvet and Soussana (2001), Gibadiral. (2006)). Gibelinet al. (2006) showed that ISBA-A-gs simulates
realistic LAl at the global scale under various environmaémbnditions. The physics of ISBA-A-gs has
been implemented in SURFEX by CNRM. Meanwhile, the physid§SBA-A-gs has been implemented in
the ECMWEF land surface scheme TESSEL (Van den Haur&l. (2000)) by KNMI. The A-gs extension of
TESSEL is called CTESSEL (Moogt al. (2006), Lafontet al. (2006).

Background information

Vegetation patches SURFEX contains the ISBA-A-gs photosynthesis model, foicWiparticular vege-
tation types need to be distinguished. In each grid box aévegetation types are present, with their own
water and energy budget, and their own roughness lengthA-I5Bs has a reduced number of parameters
but is able to represent contrasting vegetation types. Tdaehincludes 7 vegetation types: 3 of them are
high vegetation types: deciduous broadleaf forest, comife forest and evergreen broadleaf forest. The
other 4 are low-vegetation typeS; grass,Cy grasss crops and’ crops. Thes andC'y carbon fixation
mechanisms correspond to contrasting photosynthetithbiacal pathwaysC's plants represent the vast
majority of the Earths plant biomasg’; plants consist mainly of tropical grasses and some of them ar
cultivated (maize, sorghum, millet, sugar cane).

The canopy resistance in ISBA-A-gs is calculated in theiledlCOTWORES (or COTWORESTRESS for
the most recent version able to differentiate droughtdingi from drought-tolerant biomes). The photo-
synthesis model is called from COTWORES (or COTWORESTRESS)
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Table 4.5: Options of ISBA-A-gs

Option  Drought response Leaf Area Index Above-ground bisna
and leaf biomass (non-woody)
AGS Calvetet al. (1998) Not calculated Not calculated
(prescribed value is used)
LAI Calvet et al. (1998) Calculated Not calculated
(from photosynthesis)
AST Avoiding or Tolerant Not calculated Not calculated
Calvet (2000), Calvett al. (2004) (prescribed value is used)
LST Avoiding or Tolerant Calculated Not calculated
Calvet (2000), Calvett al. (2004) (from photosynthesis)
NIT Avoiding or Tolerant Calculated Calculated

Calvet (2000), Calvett al. (2004) (from photosynthesis) (nitrogen dilution)

(D The parameters of ISBA-A-gs cannot be aggregated/average&patial heterogeneity within a
grid cell has to be represented by running the model severairmmes (as many times as the number of
patches found within the grid cell).

Options of ISBA-A-gs Five options of ISBA-A-gs (Table 4.5) can be activated byngghe NAM.ISBA
namelist

(D The use of the most recent drought response formulation (pient in options AST, LST, NIT) is
recommended as it is based on meta-analyses of leaf-levelselbvations and was validated

successfully at the field and at the global scale (see Rivatld et al. (2006), Gibelinet al. (2006, 2008) and
Calvet et al. (2008)).

This option is used in CTESSEL (Voogtet al. (2006).

Photosynthesis Model (no water stress)

The canopy resistance is calculated from the photosymsthegiich is the neC O, assimilation @,,) of

the canopy. An is calculated as a function of different eswinental factors based on the approach by
Goudriaaret al. (1985).

First, CO4 assimilation limited by the ai€’O, concentration is determined via a saturation equation:

Ap = Ammaz [1 —exp{—g,,(Ci = T')/An.maz }] (4.197)

whereA,,, maq. iS the maximum ne€’ O, assimilationg;, is the mesophyll conductance (with no soil water
stress)C; is theC' O, concentration in the leaf aridis the C O, concentration at which assimilation com-
pensates respiration, calléd), compensation concentrationl,,, .., depends on temperature viala,
function:

Am,max(25) X ngs*QS)/lo
[1+exp{0.3(T1 — T5)}] [1 4 exp {0.3(Ts — T3)}]

Apymaz(Ts) = (4.198)
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whereA,, maz(25) IS Ay, maz @t 25°C,Q1 is fixed at 2.0T is the skin temperature in °C afi§ andT;
are reference temperature values (see Table 4,6 unstressed soil moisture condition3,, depends on
temperature via the sandg;, function asA,, ,,... The dependence on temperaturé'o$ described by:

I(T,) = T(25) x Q\:~29)/10 (4.199)

whereQ)q is fixed at 1.5.
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Table 4.6: Values of model parameters at 25°C and of paramietéhe temperature response functions (T
in °C)

Mechanism Parameter (X) X(@25)Q10 T1[°] Tx1[°]
Cs €0 [mg Jﬁl] 0.017 - - -
15 0.85 - - -
I [ppm] 45 15 - -
gk, [mm s~ 7.0 20 5 36
Apomaz My m~2s71] 22 20 8 38
Cy €0 [mg J71 0.014 - - -
1 0.50 - - -
' [ppm] 2.8 1.5 - -
g, [mm s 17.5 20 13 36
Ammaz [mgm™2s7Y 1.7 20 13 38

As can be seen from Table 4.6, some parameters depend orie @hotosynthesis mechanisiz(C.).
Others, likeg;,, depend on the vegetation type (Table 4.9). The inteff@} concentrationC;, is directly
derived from the”'O, concentration in the aif’;. It is controlled by the air humidity via:

Ci=fCs+(1-f)T (4.200)
and
* DS -Ds
f_fO (I_D%ax>+fmzn (D;Sfmx) (4201)
where Dy, ... is the maximum specific humidity deficit of the air toleratedthe vegetation (with no soil

water stress) and); is the actual deficit. If the deficit exceedy,, ., the plant closes its stomatd is
the value off if there is no saturation deficit (with no soil water stresBpth the unstresse®;, .. and
unstressed are parameters that are vegetation type specific (TableBepending on vegetation type and
stress strategy, soil moisture stress influences theses/&dee Section 4.2.1),,, IS given by:

Je
fmin = (4.202)
9e + 95

whereg. is the cuticular conductance, its value depending on végettype (Table 4.9). Th€'O, assimi-
lation limited byC'O5 concentration is further limited by radiation by:

An = (Am + Rd) [1 — €Xp {_6Ia/(Am + Rd)}] - Rd (4203)

wherel, is the photosynthetically active radiation (PARJs the initial quantum use efficiency arit); is
the dark respiratiore is given by:

(4.204)

1see section 4.2.3
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wheree, is the maximum quantum use efficiency (Table 418).is parameterized simply as:

Ry= An/9 (4.205)

The stomatal conductance €05, g.., is estimated using a flux-gradient relationship, modifeeddcount
for the effect of a specific humidity deficit on stomatal apest The first guesg:. is given by:

o o () a1 ) 200

where A,,,;,, represents the residual photosynthesis rate (at full ligiensity) associated with cuticular
transfers when the stomata are closed because of a higliicpecnidity deficit. It is parameterized as:

whereC,,;, is the value ofC; at maximum specific humidity deficit{; = D;;,,.):
T
Coni = 9eCa Il (4.208)
9e T Im

Taking into account the ratio of diffusivity of water vapaamd C'O, (=1.6), the first guess of the stomatal
conductance to water vapour is:

glrst = 1.6g]irst (4.209)

The diffusion of CO, interacts with that of water vapour. The first guess of thenstal conductance to
CO,, must be corrected for this interaction by:
, M, Cs + C;
— glirst L p_"a 5 ! 4.210
Gse = Gsc = T B A Cy = Cy) (4.210)

whereM, and M, are molecular masses of air and water vapour respectpglg, the air density and E is
leaf transpiration based on the first guess of the stomataluzdance to water vapour:

E = pagl™tD, (4.211)

In order to refine the estimation of the stomatal conductne€’'O, and water vapour, a single iteration
over Egs. 4.209, 4.211 and 4.210 is applied. Finally, thenatal conductance to water vapour is given by:

gs = 1'6986 + 9c (4212)

Soil moisture stress parameterization

Initial version  In the initial version of ISBA-A-gs (Calvett al. (1998)), the effect of soil moisture stress
was applied to the mesophyll conductance, by multiplyijfidoy the normalized soil moisture. This quantity
is referred to by the functiofi:

0 — Hwilt

=

(4.213)

In this versionDy, .. was fixed at 4% kg~—'. The value off, for C3 plants was 0.85 and far plants 0.5.
The routine corresponding to the initial version is callecdTWORES.
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Table 4.7: Differences between figure 4.15 and the model

f2C Dmth Dmth
Figure 0.5 403 55
Model 0.3 300 30

Improved representation of plant response to drought The initial parameterization is replaced by a
more complex one, based on a meta-analysis of several leenm@nd woody vegetation types (Calvet
(2000)), Calvett al.(2004)). The meta-analysis shows relationships betwggesandD,,,... for low vegeta-
tion and betweep,,, and f; for high vegetation. Furthermore, it seems that plantstiaawo different ways

to soil moisture stress. There are plants that try to avoasst by reducing the evaporation via stomatal reg-
ulation, and/or growing during well-watered condition$ig'stress strategy is typified as drought-avoiding
(or defensive). Others apply another strategy in ordergiststress, by a more efficient root water-uptake
or a more rapid growing cycle. This stress strategy is typifie drought-tolerant (or offensive). Among
species within the 7 vegetation classes of ISBA-A-gs bathtesgies may occur. Therefore, it is not easy
to generalize the strategy for each class. It seems mo$y likat coniferous forests ands crops have

a drought-avoiding strategy, whereas an drought-tolestrategy is assigned to the other classes. In both
stress strategies, 2 regimes are distinguished. One witlerate stress, in which the normalized soil mois-
ture f, exceeds the critical valug,.. The other with severe stress, whefkeis less thanf,.. The critical
value is fixed at 0.3 for global modelling. For local modadlithis value may be adapted to available data.

Low vegetation Calvet (2000) discusses the soil moisture stress responsmivbvegetation types. In
unstressed conditions, the following relationship holatddéw vegetation types:

C3 plants : In(g),) = 2.381 — 0.6103 In(D;,,...) (4.214)

max

Cyplants : In(g),) = 5.323 — 0.8923In(D;,,...) (4.215)

max

with g%, in mms~! and D}, ... in gkg~.

The negative correlation betweep, and D,,,.,. indicates that plants that are sensitive to the air humidity
(low D, value), compensate the early closing of the stomata by arhiggophyll conductance. On the
other hand, plants that are less sensitive to the air hwnidive a lower mesophyll conductance. Figure
4.15 shows the stress response for low vegetation typesnstizally. The symbob is equal tof;. The
figure represents an example o€g plant with specific parameter values. Table 4.7 presentsreifces
between the example in the figure and the model values.

The starting point is the unstressed conditiér1(00%). First we follow the drought-avoiding strategy.
When stress sets i), decreases whilg,,, increases until the critical soil moisture is reached. This

described by:

Jo — foc
1- fQC
This strategy leads to less evaporation, but keeps ug'tgassimilation, thereby increasing the water use
efficiency. Under moderate stress Eq. 4.214 is still vali tiis equation, the maximum value @f,, g.,

Dmlm = Drjxaa: + (D::ruw - Drjxaa:)

(4.216)
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Figure 4.15: Responses of C3 herbaceous plants to soil umeistress as represented in the ISBA-A-gs
model, through the relationship between the mesophyll gatashce at 25C, gm, and the maximum leaf-
to-air saturation deficitDmax (adapted from Calvet (2000)): drought-avoiding and dradglerant (red
and blue arrows, respectively). The soil moisture stresepsesented by the ratio of the Available soil
Water Content AW () to the maximumAW C' (M ax AW C). For moderate soil water stress (i4W C' >

Oc x Max AW C), the deviation ofD,,,,, from its unstressed value towards its minimum (0.03 kg'Rg
or maximum (0.30 kg kg') value (drought-avoiding and drought-tolerant, respeby, is proportional to
AWC, scaled betweeM ax AW C andfc x Max AW C. The value ofgm is driven by D,,., through a
logarithmic equation (solid line)n(gm) = 2.3810.6103 x In(Dmax), with gm and D, in units of mm

s! and g kd, respectively. For more pronounced soil water stress l&.C < 0o x Maxz AW C), either
gm or D,,.. (drought-avoiding and drought-tolerant, respectivetigcrease from its value stV C =
Oc x Max AW C to its minimum value, proportional tdW C/(0c x Max AW C'). As an example, the
valuesf- = 0.3 and unstressegln = 1 mm.s~! are used (Calvett al. (2012)).

follows from the value ofD,,..n. If the stress goes below the critical value (severe stréys). does not
change anymore, byt,, drops with ongoing severity of stress:

f2
Gm = g 2= (4.217)
f20
Now we follow the drought-tolerant strategy. When stress sg D,,,.. increases whilg,,, decreases until

the critical soil moisture is reached. This is described by:

+ (D, — DX Jo = Jac (4.218)

X
Dmaw =D mazx maw) 1— f2(:

max

This strategy leads to more evaporation, thereby possistyedising the water use efficiency. If the stress
goes below the critical value (severe stregg),does not change anymore, bt drops with ongoing
severity of stress:
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Dyas = DX, 22 (4.219)

max E

For low vegetation types in the new parameterizatibtj,,,., follows from g7, via Eq. 4.214. f; for Cs
plants is fixed at 0.95 and far, plants at 0.6. The routine corresponding to the new versocailed
COTWORESTRESS.

High vegetation Calvetet al.(2004) discuss the soil moisture stress response by higttataon types. In
unstressed conditions, the following relationship holatddéw vegetation types:

In(gy,) =4.7—-T7f; (4.220)

with g#, in mm s—!. The producty,, fo controls A,,, sinceC; is influenced byf,. Therefore the negative
correlation between the two parameters makes@h@s assimilation flux does not drop too much. Figure
4.16 shows the stress response for high vegetation typesnstically. The starting point is the unstressed
condition §=100%). First we follow the drought-avoiding strategy. Wstress sets iry,, decreases while
gm keeps its unstressed value until the critical soil moistsireached. This is described by:

1—f
1_f2c

where fJV is the value off; given by the relationship betweep, and f, under severe stress conditions,
with g, = g7,

fo= 15+ (5 - f) (4.221)

In(g:,) = 2.8 — 7fo (4.222)

This strategy leads to an increase of the water use efficietidpe stress goes below the critical value
(severe stress)) increases ang,,, decreases via:

*f?

= g 4.223
g g o ( )

Now we follow the drought-tolerant strategy. When streds 8 f, keeps its unstressed value whilg
decreases until the critical soil moisture is reached. Ehikescribed by:

Im = G — (G — ) : (4.224)
1-— fQC

whereg?) is the value ofy,,, given by Eq. 4.222 wittfy = f¢ . This strategy leads to a decrease of the water
use efficiency. If the stress goes below the critical valegdre stress)f, increases ang,,, decreases via:

i gﬁﬁ (4.225)
f20

For high vegetation types in the new parameterizatifnfollows from g, via Eq. 4.220. FoD
relationship withg, was developed based on results from Caétedl. (2004):

*
max a

*
Dmaa:

= —37.97In(g",) + 150.4 (4.226)

This equation was used in Table 4.9 to determitjg, .. in the case of forests.
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Figure 4.16: Stress responses for high vegetation. Repeaduom Calvett al. (2004)

From leaf to canopy

The photosynthesis model calculates the @él, assimilation at the leaf scale. For the upscaling to the
canopy, integration over the canopy is needed. It is assuinadariables’, D, andC, do not vary within

the canopy together with the model parameters. In SURFEX]em®es from the interception of rain or
leaves covered by snow do not assimil@t@-. The tile-specific skin temperatu#g is calculated by solving
the surface energy balance for each tile. In COTWORES (antVWWORESTRESS)D; at canopy level

is calculated fromD; at the reference atmospheric level from a simple flux-gradielationship by using
the aerodynamic resistance ra and the water vapour flux gfrheous time step. Fars, this is done too,
with the netC O, flux. The incoming shortwave radiation is attenuated in taeopy. At the top of the
canopy, the incoming PAR is assumed to be 48% of the inconfingwave radiation. The PAR extinction

is described by Roujean (1996). The PAR at height z in themarsogiven by:

I,(2) = (1 - K(2)) x I4(h) (4.227)
where h is the height of the top of the canopy and K is the etitincoefficient given by:

K(z) = f(0s) x Kgr(2) + (1 — f(6s)) x Kgr(2) (4.228)

WhereK 4 (z) and K4, (2) are the extinction coefficients of diffuse and direct liglespectively:

Kg(z) =1 —exp(—0.80LAI(h — 2)/h) (4.229)

Kdr('z) =1- eXp <_C089

whered, is the solar zenith angle and G is a parameter that desctibadistribution of leaves (a spherical
angular distribution is assumed: G=0.5)is the ratio of diffuse to total downward shortwave radiatai
the top of the canopy given by:

bLAI(h — z) /h> (4.230)
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0.25
10s) = 0.25 + cos (4.231)
b is the foliage scattering coefficient:
g tovl-w (4.232)
14+v1l—w

wherew (=0.2) is the leaf single scattering albedo in the part ofdblkar spectrum corresponding to the
PAR.

Assuming an homogeneous leaf vertical distribution, thegrated canopy n&t'O, assimilation and con-
ductance can be written as:

LAI b
Ay =22 / Andz (4.233)
h Jo
| LAI [
gsr =—=—— [ gudz (4.234)
Ts h 0

wherer; is the canopy resistance. The integrations are paramedenwih a three-point Gauss quadrature
method:

3
Anr = LAI x> W;Ay(z) (4.235)
=1

3
gs1 = LAI x> Wigs(z) (4.236)
=1
wherez; andlV; are the Gauss levels and weights respectivelys used in the calculation of the exchange
of water vapour between the vegetation and the atmosphere.

Biomass evolution

The user may define whether the vegetation must be calculate@ctively, or must follow from surface
climatology fields of LAI. This can be done via a flag (Table)4rbthe namelist NAMISBA (CPHOTO).
This section presents the calculations belonging to inteavegetation.

With a dynamic representation of LAI, the model is able tocaet for interannual variability, droughts in
particular. The interactive LAl is based on biomass evohlutiue to photosynthetic activity. The biomass
module simulates growth and mortality of the vegetationtotighout SURFEX, the vegetation biomass is
expressed in units of kg of dry matter pef.m

Initial version In the initial version a single biomass reservairis considered (Calvett al. (1998)).

It represents the photosynthetic active biomass, inctuthie leaves and also a proportion of the stem and
roots, which provide water for transpiration. Once a day<£ 1 day), at midnight, both growth and mortality
is calculated:

B(t+ At) = B(t) + ABT — AB~ (4.237)
The growth is based on the accumulated@@ét, assimilation over the previous day:

Me

ABt = ¢
PcMco,

Anl,dayAt (4238)
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where P, is the proportion of carbon in the dry plant biomass, for Whacconstant value of 0.4 is chosen,
andM¢ andM¢o, are the molecular weights of carbon afid; (12 and 44gmol—1). Anr day 1S the daily
accumulatedd,,; . Mortality can be due to soil moisture stress, diseases andssence but also to the
transportation of organic molecules from the active bigrasstocking and structural organs. It is given by
an exponential extinction a8 characterized by a time-dependent effective life expegtan

AB™ =B <1 — exp (—ﬁ)> (4.239)
T
and
T(t) = TM;Z”” m(?) (4.240)

wherer,, is the maximum effective life expectancy, depending on tagm type (Table 4.9)4,, ¢, is the
maximum leafA4,, reached on the previous day and ,,.. is the optimum leaf4,, obtained when:
Dy=0gkg!

I,(h) =500 W m~—2

T, = 25°C for C3 plants andl’; = 35 °C for C4 plants.

In order to avoid extreme loss of biomass in periods wHgns low, the following constraint on leaf span
time is imposed:

™

>0 (4.241)
The LAl is obtained from the biomass assuming a constarg, rdépending on vegetation type (Table 4.9):
B

One other vegetation parameter is needed, in order to emapkdation to start assimilatingO- after a
period of unfavourable conditions: a LAl minimum valdel l,,,;,, (Table 4.9). The routine of biomass loss
is called LAILOSS. The routine of biomass growth is calledlGAIN.

Version with nitrogen dilution

Theory In reality, oz depends on climate (temperature &@, concentration) and nitrogen fertilisation.
In order to account for plant morphology, the nitrogen dilntconcept by Lemaire and Gastal (1997) is
applied in the new version of biomass evolution. The plantddlide model is a well-established agro-
nomical law relating the plant N in non-limiting N-supplyraditions to the accumulated aboveground dry
matter. The critical plant N is the value of N maximizing gtbwand this value decreases for increasing
biomass accumulation following a negative power law. Th&isaf the model is that the metabolic com-
ponent of the plant biomass is related to total biomass gir@n allometric logarithmic law (Calvet and
Soussana (2001)). In ISBA-A-gs, the metabolic biomass corapt is identified as the active biomass, or
leaf biomass. The relationship between active biomassd total, non-woody aboveground biomdss

is:

1/(1—a)
Br = <§> (4.243)

C
wherea andc are constant parameters:= 0.754, anda may vary withC O, concentration, but for the
sake of simplicity a constant value= 0.38 is used (XCA1x CO2NIT). The total aboveground biomass
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consists of the active biomass reservoir and the structlmaveground reservoi3;), which can be con-
sidered as the "living” structural biomass, like the sterar ferests, wood is a dead reservoir and does not
contribute toB,. Within the nitrogen dilution model a relationship betwédba leaf area ratio LAR and the
aboveground nitrogen concentratidf- is applied:

LAI
LAR=——=eNr+f (4.244)
Br

wheree and f are called plasticity parameters and are derived per viagetype (Table 4.9). Eq. 4.244
can be used as a closure equation to estimate

1
" eN, + f/(cB%)

where N, is the nitrogen concentration in the active biomass. It ddpeon vegetation type and on the
nitrogen fertilisation. For further details and derivasosee Calvet and Soussana (2001). In this way,
has become a model variable depending3n. However, for global simulations, it is desirable to keep

as a constant parameter in order tadgtrepresent rather intrinsic plant characteristics degadibiological
adaptation to average climate and growing conditions @awnd Soussana (2001)). For that purpose, Eq.
4.245 can only be solved by iteration. Moreoverd R and Ny data to derive the plasticity parameters by
regression is lacking. However, data is available for |lsamehe form of the specific leaf aréd. A and the
nitrogen content in leave¥,:

ap (4.245)

SLA = LB—M —eNL+ f (4.246)
L

Both the iteration issue and the availability of data towe¢iand f give rise to modify the nitrogen dilution
module. Eq. 4.245 is simplified by consideriag as the ratio of the biomass of green leaves 1/ :

1
 SLA  eNp+f

It must be noted thalv;, may decrease for increasiig), concentration (Calvedt al. (2008)) and section
4.2.3).

ap (4.247)

Biomass reservoirs The different biomass reservoirs are calculated using plgied allocation scheme
(Calvet and Soussana (2001)). Figure 4.17 presents tlmttlo scheme schematically. NextBoand B,
there is a belowground structural biomass reserii. The active biomass is calculated in the same way
as in the initial version (Eq. 40). The B-decline term (E®3Q) is split into a mortality and storage term:

AB™ = Mp+ Sp (4.248)

In the growing phaseXB* > AB~) the N decline equations can be applied. When the vegetation bescom
senescentA B < AB™), the equations are no longer valid. Therefore a distindvietween the two phases
is made.

In the growing phase, following th& decline equationsi3y is derived fromB using Eq. 4.243 andB; is

the difference between the two terms. The mortality3gfis assumed to be independent of photosynthesis
and is given by:

Mps = By (1 — exp <—§)> (4.249)

™
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Figure 4.17: Schematic representation of the simple bismmaxlel. Nitrogen (N) and carbon fluxes are rep-
resented by dashed and solid lines, respectively. The thoeeass (B) compartments are indicated together
with storage and mortality terms (S and M, respectively)telrrophic respiration (R) is represented by
dotted lines. The mortality terms may be used as an input ad@ehof wood production and SOM. From:
Calvet and Soussana (2001)

The structural biomass also looses carbon through regpirafhis term is estimated using the common
observation that maintenance respiration of non-actiwenbss is proportional to the biomass value, with a
Q10 temperature dependence:

Rps = nrB,Q /107 (4.250)

whereT is the skin temperature in °Gg is a respiration rate fixed atioday ' and@,9 = 2.0. Finally,
the storage ternyp is calculated as the residual of the structural biomasséddudg

Sp = AB, — Mp, — Rps (4.251)

The mortalityMp in Eq. 4.248 is obtained by difference. In situations wh&geexceedsA B~ (implying
that Mp < 0), an alternative formulation of B-decline is employed. slisissumed that there is no loss of
active biomass outside the plant system during the coresidene step, s@/p = 0 and that the difference
in total aboveground biomass is the difference betweenithredss gain due to daily net assimilation and
the mortality and respiration losses of structural biomass

ABr = ABY — Mps — Rps (4.252)
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B is derived from this difference and the value at the previouse step.B follows from B via Eq. 4.243
and B is the difference between the two terms. A new value of theag®termS is given by Eq. 4.251.
In the senescent phage, evolves independently fro. Sy is set to zero and the mortality and respiration
losses are directly applied 18;:

B, = B! — Mp, — Rp, (4.253)

The belowground structural biomasks is not treated by the plant N decline model. The mortality and
respiration losses aB,, are calculated using equations similar to Egs. 4.249 areD4.2

At
Mps2 = Bsa (1 — exp (——)) (4.254)
™

whereTy,,;; is the temperature in °C of the soil layer in the force-restegrsion of ISBA. Note that both
Rps andRp,- are calculated every time step and accumulated over ondxays fed by two mechanisms.
First, when the storage ter8y is negative (this may happen, e.g., when a cut is prescribétki model),
this quantity is redirected tB,,. Second, when the total aboveground plant bioniasss lower than:!/,

it is assumed that the mortality terfd becomes a storage term that increaBes

The routine corresponding to the nitro dilution versionaied NITRODECLINE.

The module can be coupled to a soil organic matter (SOM) mddet SOM is fed by the mortality terms
(Calvet and Soussana (2001)). Besides, the model stilslaclwvood (dead biomass) reservoir. Those
extensions have been developed by Gibetial. (2008) (ISBA-CC, see Sect. 4.3).

Note: In the model, the biomass loss is calculated befordith@ass gain. When NITRODECLINE is
called and values from the previous day are needed, thogbakalues of the previous day calculated in
NITRO_DECLINE, so before the biomass growth due to photosynthesisulated in LAIGAIN) is added
to the biomass reservoir. In that case, LAILOSS is not cdiile EGETATION_EVOL).

Respiration

Since the biomass model is not coupled to a soil model, sspliration needs to be parameterized in another
way. In ISBA-A-gs, a simpl&),, equation is used to represent the ecosystem respiratidithisumethod
lacks a representation of the effect of soil moisture on tileraspiration. The representation of all the res-
piration terms (including the heterotrophic respiratiom és dependence on soil moisture) was developed
by Gibelinet al. (2008) in ISBA-CC (see Sect. 4.3).

The C'O, ecosystem respiration is parameterised #a function, weighted by a soil moisture scaling
factor (Albergelet al. (2010)):

RECO = RE25 - f(w,) - Q{Fi=2)/10 (4.256)
fwg) =min(1l, wy/wpgc) (4.257)

where RE25 is the reference respiration at 26 , Ty,;; is the temperature inC of the root-zone soil layer
(at a depth of about 20cmy, is the surface soil moisture, corresponding to the first top€the soil,w .
is the soil moisture at field capacity, ag, is fixed at 2.0.
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Table 4.8: Example of harvest estimate€'(ha=! y ')

Vegetation type Harvest

Deciduous 3.2
Coniferous 2.3
Evergreen 3.2
C5 grass 2.3
Cy grass 3.2
C5 crops 2.3
Cy crops 3.2

RE25 has to be determined per vegetation type in each grid boxnasg equilibrium between multi-
annualC'O4 assimilation by photosynthesis (or gross primary produgti- P P, i.e. raw carbon uptake by
photosynthesis), harvest and ecosystem respiration:

GPPyoe — Harvestye = RECOgee = RE25 { F(wg) - Qe =2/ 10} (4.258)

acc

where acc stands for accumulated over the multi-year period. Fordsirvexamples of yearly harvest
estimates per vegetation type are given in Table 4.8. Nusrdoer based on a 40% carbon content of dry

biomass.
Once RE25 is calibrated for each vegetation type within each grid hibxnay be treated as a surface
climatology field, which is input to the model.

COs fluxes

The photosynthesis model is called from COTWORES (or COTWORRESS) for all present vegetation
tiles (Section 4.2.1).

The net ecosysterfiO, exchange (NEE) per vegetation type is given by:

NEE = GPP — RECO (4.259)

Throughout SURFEX, the unit of the kinema€i©),, flux is kgC O, kgAir—' m s~! (as opposed to dynamic
COs flux units of kgC Oy m=2 s71).

4.2.2 \egetation parameters

Gibelinet al. (2006) have proposed default values for the parametergafetv version of ISBA-A-gs (NIT
option). They are listed in Table 4.9 for 7 vegetation types.
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Table 4.9: Values of ISBA-A-gs parameters for the ECOCLIMAggetation typesy(;, in mm s~1, 7y in
days,LAIL,, inm? m=2, D}, .. ingkg™ !, f& dimensionlessg. in mm s~1, strategy of response to soil

moisture stress (drought-tolerant or drought-avoidifig)dimensionless; in m? kg~ %!, finm? kg—!,
andN; in %

Vegetation type g ™ LALpimw Dle 1o Je Strategy 0o e f N,
Deciduous broadleaf 3 230 0.3 109 0.51 0.15 tolerant 0.3 4333 2

trees

Evergreen broadleaf 2 365 1 124 0.57 0.15 tolerant 0.3 4.833 2.2.5
trees

Needle leaf trees 2 365 1 124 057 O avoiding 0.3 4.85 -0.24 2.8
Cj3 crops 1 150 0.3 50 0.95 0.25 avoiding 03 3.79 984 13
Cy crops 9 150 0.3 33 0.6 0.15 tolerant 0.3 7.68 -4.33 1.9
C5 natural herbaceous 1 150 0.3 50 0.95 0.25 tolerant 0.3 5.583 6.1.3

Cy4 natural herbaceous 6 150 0.3 52 0.6 0.15 tolerant 0.3 7.683-41.3

@ Inthe code, g, Tar, LALnin, D}yuss 165 9cs Oy e, f, N; are named

GMES, SEFOLD, LAIMIN, DMAX, FZERO, GC, F2l, CE _NITRO, CF _NITRO,
CNA_NITRO, respectively.

GMES and GC are in units of m s~!, SEFOLD in s, DMAX in kg kg~!

For herbaceous vegetation:f; is prescribed in MODD_CO2V_PAR, Dy, ... is derived
from the inversion of 4.214.

In the case of trees:f; and Dy, .. are not prescribed in the code, they are derived from
the inversion of Eqs 4.220 and 4.226, respectively.

4.2.3 Discussion

In this final chapter, some issues are discussed that desidewion for future code development.

Respiration

Ecosystem respiration is a major component of the(f@s flux. ISBA-A-gs lacks a soil carbon reservoir
and a wood (dead biomass) reservoir. Moreover, roots arexpdititly represented. Those extensions (and
the associated respiration fluxes) are present in the ISBA4&sion, which has been coded into SURFEX
(see Sect. 4.3). This provides possibilities for respiratialculations for each of the carbon reservoirs, that
might replace the present respiration calibration. Thesestrong need for direct respiration measurements
to validate the parameterization.

With respect to the preseft;( calibration of ecosystem respiration, soil moisture @ffeze not accounted
for. This hypothesis is not correct and a simple representaif the surface soil moisture effect on ecosys-
tem respiration has to be introduced in SURFEX. Furthermbievalue ofQ)+ is fixed at 2, because it is
generally used in literature about respiration. Howev@nate conditions may ask for a differentiation in
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the Q1o value.

Soil moisture stress parameterization

The soil moisture stress parameterization may depend owadkiesoil hydrology is represented. Since the
soil moisture content depends on the soil parameterizatwiich is different for ISBA-FR and ISBA-DF,
this may lead to divergent behaviour. The use of ISBA-A-ghuhe ISBA-DF option has still to be tested.

Temperature response ofy,,, for C5 plants

Table 4.6 presents far; plants al» of 36 °C forg,,,. However, in the beginning of the ISBA-A-gs develop-
ment, this value was 28 °C (Calwetal.(1998)). This was changed during the development of newores's
(e.g. Calvet (2000)). This implies that the temperaturpaase ofg,,, which is a sensitive parameter for
photosynthesis, fof’s plants approaches the responsedgmlants, i.e. an optimal temperature for photo-
synthesis of 32 °C. This is certainly too high for boreal &iseand grasslands adapted to cold climates (high
latitudes or mountainous areas). Theparameter will have to be adapted as a function of a climgjotd

air temperature.

Radiative transfer within the vegetation

The radiative transfer equations and the quadrature methscribed in section 4.2.1 are based on many
approximations (Calvegt al. (1998)). In particular, the representation of (1) scatgprdf the photosyn-
thetically active radiation (PAR), (2) the interceptiontbg diffuse radiation, within the canopy, may be
oversimplified for regions/seasons with a lot of diffuse P@Ruds, high solar zenith angles), especially
for dense canopies.

The radiative transfer influences (1) photosynthesis aact#mopy conductance, (2) mortality. Moreover,
Calvetet al. (2008) have shown that the way light interception within ¢ta@opy is modelled may impact
the simulated plant response to climate change.

Tropical evergreen forests Simulations with ISBA-A-gs showed that,, is underestimated in tropical
evergreen forest. This may cause an underestimation ofinedy production (NPP) and an overestimation
of the mortality of leaves. A solution must be found to impEgwhotosynthesis and mortality. Mortality
depends on the optimum n€t0, assimilation (with 5007 m~2 PAR). For evergreen forests that have a
high radiation extinction in the canopy, 500 m 2 PAR may not be realistic under optimal conditions.
Therefore, mortality might be overestimated. This couldibalt with by either reducing the optimum PAR
or by considering a different mortality parameterizati®adiative transfer equations may also be improved
for dense canopies in order to account better for diffuseatiach.

For the photosynthesis and canopy resistance, the vegetsirameter values in the photosynthesis model
may be reconsidered. Therefore, data sets of tropical mergorests are needed to calibrate parameters
like g,, and V.

Representation of mortality In NITRO_DECLINE, a correction of mortality is introduced for dense
canopies. The effective life expectancy of the leaves (gong the exponential decline @) is increased.
Indeed, Eq. 4.240 relates mortality to the factors actingplotosynthesis at the leaf level. The factors
accounted for by Eq. 4.240 include self shading sifge,, is the maximum average leaf net assimilation:
this quantity depends on LAI, which is employed to computeaRtinction of solar radiation (see section
4.2.1). Preliminary tests of the nitrogen dilution optidfiT) showed that at very high values 6fA7, the
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self shading effect in Eq. 4.240 may trigger exaggeratedgesabf mortality and, finally, underestimated val-
ues of biomass. Therefore, Eq. 4.240 was modified such adefse canopies, the leaf-levé) ¢, /Ay 1z
ratio is replaced by a value representative of the canopy:

LAI Ay /(X Apmaz), WhereX represents the maximum value of the ratio between canouleaf-
level optimum net assimilation. The value &fdenotes the relative advantage of a well-developed canopy
over a single horizontal leaf in terms of net assimilationCt@ds, in optimal conditions. This value was
searched for various models parameters suchAs andg,,, by performing simulations over one annual
cycle at several latitudes. In each configuration, a valueAf (always higher than 5?2 m~2) maximising

the ratio between canopy- and leaf-level optimum net atsion could be found. A logarithmic relation-
ship between the optimal value &f and gm was obtainedX{ tends to decrease for increasing values of
gm)- This relationship depends on latitude because of theenfle of maximum solar elevation 6a (X is
lower at high latitudes). Finally, Eq. 4.240 was rewritten a

Apym ()

An,maa:

7(t) = T Max {1, g?,f’mLAI/LAIB} (4.260)

whereg,, is expressed in units ofm s~1, andL Al represents a limit value dfAI depending on latitude
(L) as:

LAIg =5.76 — 0.64 tan (Min {|| La|| , 73°}) (4.261)

The LAIp parameter ranges from 5.6 to 3.6, from equator to latitudigisen than73°. For values ofy,,
close to Imm s, it represents the maximumAI value for which the leaf-level net assimilation may be
employed to represent mortality. Those equations wereetkswith the radiative transfer parameterisation
described in section 4.2.1 and may be different for anothdiative transfer model.

Representation of crops

In ISBA-A-gs, crops are represented like natural vegetatibhere is no particular description of the har-
vested elements like fruits and e.g. grain yield (cerealsjot directly simulated. Nevertheless, Caleet
al. (2008) show that the maximum above-ground biomass sintlatehe model correlates with the crop
yield and that the model is able to simulate realistic timéeseof LAl values over one annual cycle, and to
represent the interannual variability.

Moreover, a simple representation of irrigation was immaited in SURFEX, and the possibility to simulate
crops sown at springtime.

Irrigation  An irrigation amount of 30mm is added to the precipitationcfiog each time the simulated
extractable soil moisture content (dimensionless) reaehgredefined threshold. This threshold decreases
from 0.70 for the first irrigation, to 0.55 for the second,®fdr the third, and 0.25 for the following ones
(Calvetet al. (2008)). The threshold values are declared in MOBGRI.

Emergence Whereas the LAl annual cycle of natural vegetation (leafebthsenescence, regrowth) is

driven by climate conditions, crops are sown at dates chbgehe farmers. In ISBA-A-gs, crops sown at

wintertime (i.e. emerging at springtime like natural vegiein) like wheat, are simulated in the same way
as natural vegetation. The advantage of this is that nolancinformation is needed and that possible
regrowths after a drought period are simulated interagtmeth the climate.

On the other hand, crops developing at summertime cannadirhgaged like natural vegetation. An emer-

gence date has to be prescribed and before this date (M@GRI_n), LAl is limited to a minimum value
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(e.g. 0.3m? m~—2). An harvest date is not prescribed. It is considered thatatic conditions (drought,
cold) permit to drive the senescence.

In order to prescribe emergence dates, future developrsbotdd couple SURFEX to existing crop calen-
dars, at the global scale.

Representation of nitrogen dilution

The C'O,, fertilization effect tends to increase the vegetation l@embut this effect is limited by nitrogen
dilution. In Calvetet al. (2008), nitrogen dilution is accounted for by parametagzihe change in leaf
nitrogen mass-based concentrati¥p in response to@'Os] rise. The sensitivity of leaf nitrogen concen-
tration versus ¢’Os] is accounted for by using the meta-analysis of the liteeatiarried out by Yin 2002
(Yi02). The meta-analysis of Yi0O2 indicates that, on averag(C'O,-doubling causes a 18% decrease in
Ny, but that theV, response t6'O, is influenced by a number of factors. A changedi()], from [C'O-]

= (1 to [COs] = Oy, produces a change Ny, from Ny to N5 following:

NL2> { Nia } <Cg)
In <— = —aexp |b— In (= 4.262
NL1 P NLmaa: Cl ( )

with a=0.048 andVy,,,,.,=6.3 %. In the Yi02 study(s/C; ranges from 0.53 to 3.2. The b parameter may
vary significantly from one vegetation type to another. B@meple, in median radiation and air temperature
(Ta) conditions, b = 1.48 for a fertilised crop, b = 2.56 forexidiuous forest, b = 1.81 for a coniferous forest
or natural grasslands. The values of b are given by:

1,
b=0.75DF — 0.33FERT + 1.1PPFD + 3 (4.263)

with DF=1 for deciduous forests (0 for other biomes), and FERfor fertilized ecosystems like crops (0
for other biomes). PPFD is the average photosyntheticaliyesolar radiation reaching the leaf within the
vegetation canopy (median value of 0:74nol m? s', equivalent to a total solar radiation of 388 m?).

In this study, no solar radiation or temperature effect samted with a change ir[Os] and the median
PPFD and Ta values of Yi02 are used in Eq. 4.263.

Annex 1: Description of the Fortran routine used to calculae the CO; flux

SUBROUTINE COTWORESTRESS

This routine is used at the time step of SURFEX (e.g. 300 s).

1. The photosynthetically active radiation (PAR) is dediieom the incident shortwave radiation. A
constant factor of 0.48 is used.

2. Drought-avoiding and drought-tolerant responses iosoisture stress are simulated for herbaceous and
for woody plants (depending on the vegetation type of thesiciemed patch). Namely, the photosynthesis
parameters are refreshed to be consistent with the roa-zaihmoisture.

3. The(C'O, compensation concentration of photosynthesis (ZGAMMIMg maximum photosynthesis
(ZANMAX), and the mesophyll conductance (ZGMEST) are rsified to be consistent with the leaf
temperature (i.e. surface temperature in a single-souncggeiration).

4. The leaf-to-air saturation deficit within the canopy (elegls on leaf temperature and air humidity) is
refreshed (ZDSP).
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5. TheC' O, concentration within the canopy is refreshed (ZCSP).

6. Ecosystem respiration is refreshed (ZRSOIL).

7. The solar zenith angle is prescribed (PZENITH).

8. Integrated canopy values of photosynthesis (ZTPST)as&milation (ZTAN), and leaf conductance
(ZTGS) are obtained by a 3-point Gauss quadrature meth@E(BRABC) is equal to 3 ; can be modified).

9. The PAR at each Gauss level is calculated by radiativsfeaequations in SUBROUTINE CCETR. In
CCETR, the interception of direct and diffuse light is regaeted. The fraction of diffuse radiation (ZXFD)
depends on the solar zenith angle, only.

10. At each Gauss level within the canopy, the photosyrghasidel (SUBROUTINE COTWO) is run.

11. The canopy resistance (PRS) is calculated, as well atiezosystem exchange@d, (PCO2FLUX).

4.3 The ISBA-CC model

4.3.1 Introduction

The ISBA-CC model is a new version of ISBA developped by Gibel al. (2008) with the aim of simulating
the terrestrial carbon cycle.

ISBA-CC is based on the ISBA-A-gs model (Calvet and Sous¢$anal)). The latter simulates the gross
photosynthesis rate, the dark leaf respiration, and clsimgeaf biomass. Also, ISBA-A-gs simulates the
ecosystem respiration using( parameterization based on soil temperature and surfatensature
(Albergel et al. (2010)). ISBA-CC and ISBA-A-gs share the same photosyighemdel (Jacobet al.
(1996)), and the same representation of the photosyntresgisnse to drought (Calvet (2000), Caletal.
(2004)) and of the carbon allocation to the leaf biomass @itment (Calvet and Soussana (2001)). The
added value of ISBA-CC is a more detailed representatiorlpfhe ecosystem respiration, including its
autotrophic and heterotrophic components, (2) the biormasgpartments, including roots and wood (in the
case of trees).

The heterotrophic respiration, produced by the decompasiif the soil organic matter, is represented
following the STOMATE carbon model included into the IPSL ORIDEE model (Krinneret al. (2005)).
The litter and the soil organic matter pools are simulatedether with the carbon fluxes from one carbon
pool to another, and with the respiration flux to the atmosphe

The various litter pools are supplied by the fluxes of deadhbiss. A specific carbon allocation scheme was
implemented in order to represent various biomass compsnetich were not accounted for by ISBA-
A-gs: an explicit representation of roots, and (in the cddeees) of the above-ground and below-ground
wood. For all the biomass compartments, turnover and iegmir terms are calculated. Also, ISBA-CC
simulates the autotrophic respiration, the net primarglpetion (NPP), and the total biomass of the plant.
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Figure 4.18: Schematic representation of the plant carbsarvoirs and fluxes in (a) ISBA-A-gs (Calvet

and Soussana (2001)), and in ISBA-CC for (b) herbaceoush(tihweody vegetation. The various biomass
reservoirs are prefixed by B. Input and output fluxes are atdit for each reservoir: allocation and storage
(A and S, solid arrows), mortality (M, dashed arrows) angbiresion (R, dotted arrows). The autotrophic

respiration is the sum of all the biomass respiration terms.

4.3.2 Allocation scheme
Evolution of the biomass compartments

The ISBA-CC allocation scheme simulates the various carbservoirs of the plant. Six biomass pools are
considered, in units dfg m 2, including four above-ground pools and two below-groundlgo

By, leaf biomass,

B, .+  active structural biomass, linked 18y, through nitrogen dilution,

B pas  passive structural biomass,

B,  below ground structural biomass,

By, above ground woody biomass (for trees),

B,y below ground woody biomass (for trees).
This new allocation scheme was based, as much as possililee structure of the "NIT” option of ISBA-
A-gs, described in (Calvet and Soussana (2001)). Fheand B ... compartments were not modified and
correspond to thé&; and B, compartments of ISBA-A-gs. Therefore ISBA-CC and ISBA-agjmulate the
same values of LA, as LAl is derived from the leaf biomd&s B, ;.. is a buffer reservoir corresponding
to a fraction of theB;, compartment. It is used for the storage of the biomass rtebg B; ... during
the senescence phage, ;, represents non-woody rootB,, ,, and B, ,, correspond to above-ground and
below-ground wood components, respectively. They are tmedoody vegetation types (i.e. broadleaf
deciduous and evergreen forests, and coniferous forests).
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Figure 4.18 shows the plant carbon reservoirs and fluxedaietlby ISBA-A-gs and by ISBA-CC.
The evolution of all the biomass reservoirs is calculateith witime step\¢ of 1 day, following the generic
equation 4.264.

AB = Ap — Ds — Rp (4.264)

A B biomass term is driven by an incoming allocation tedm, by a respiration carbon loss tetRy, and
by a turnover termDp, expressed in units dfg m—2. These three terms are detailed below, for all the
biomass compartments.

Respiration

The autotrophic respiration results from the oxydationrgbmic molecules, as part of the plant metabolism.
Generally, two autotrophic respiration terms are considiethe growth respiration associated to the pro-
duction of new plant tissues, and the maintenance resmiratorresponding to the existing biomass.

The respiration terms are calculated at the time step of thdehat and accumulated at th&t = 1day
time step.

The By, respiration term of ISBA-A-gsRy, is used in ISBA-CC, also. Itis included in the leaf net agsim
lation term, which is the difference between photosynthasd dark respiratiok;. R, corresponds to the
sum of the growth respiration and of the maintenance regpiraf the leaves.

10~ 4.2
Z (0 B o, M002 Ryc dt (4.265)

whered” dt = At, P. is the fraction of carbon of the dry biomass, assumed to balequ0%, Mc and
Mco, are the molecular weights of carbon and Q@2 and44 g mol !, respectively), ande ¢ is the dark
respiration rate integrated from the leaf to the canopy.

The B respiration term of ISBA-A-gs, is used in ISBA-CC &, .

RBS,act = Z Bs,act IR ngs_25)/10 dt (4266)
dt

whereQio = 2, andnr = 0.01 g g~! j~1, corresponding to #®; ... biomass loss of % per day through
respiration, at a temperature 2i°C.

For the other structure biomass poals; (,.s and B, ;,), the linear response to temperature of the mainte-
nance respiration proposed by Ruimiyal. (1996) is used:

RBs,paS Z BS pas ]- + 0 16 T ) d (4267)
Rp,,, = Z Bgpg Ro (140.16 T},) dt (4.268)
dt

whereR, is the respiration value @t C, equal tal.19 10~* g g~ j~! (as proposed by Ruimgt al. (1996)
for the sapwood compartment), is leaf temperature arif), is soil temperature in units 6fC. This value
can be compared with the scaling factorif,,.; at0°C in equation 4.2662 1073 g g~ j L.

By,qg @andB,, 3, represent the wood, and no respiration term is associatixse reservoirs.
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Decline term

The decline term represents the various processes, otrerdhpiration, able to trigger a biomass decrease.
It includes decreases due to mortality and reallocationtheroplant elements. It is expressed simply, as
an exponential decrease of the biomass. The decline terimedfibomassB is expressed by the generic
equation:

Dp=B(l—e ) (4.269)
wherer is a residence time (in days).
The residence time of all the non-woody reservoirs is ddtegthusing ther,; parameter of the ISBA-A-gs
model (the maximum leaf span time). For the leaf biom@gsthe leaf span timep, is calculated daily,
based on the photosynthesis efficiency (see Eq. 4.240). éidence time is,, for the B, ., and B, 3,
biomass compartments, amg; /4 for B; .. For the woody biomass compartments, the span tines
equal to40 years for broadleaf deciduous foresi8,years for the coniferous forests, ab@ years for the
broadleaf evergreen forests. For the sake of comparisahei®@RCHIDEE model (Krinneet al. (2005)),
the residence time of the wood compartment depends on thatadi zones80 years for boreal forestd()
years for temperate forests, ad@lyears for the tropical forests.

At

= BL (1 — e_TBL)

Dp

L

At

‘DBs,act = BsyaCt (]‘ - e_ TJW)

— AL 4.27
Dp,,, = Bspg(l—e ™) (4.270)
0 for herbaceous species,
Dp,., = _At .
! By ag (1 —e ) for woody species.
0 for herbaceous species,
= A
Bu,bg Byypg (1 — e_f_uf) for woody species.

Then, the decline term is broken down into storage and nityrterms, dedicated to the carbon allocation
to other biomass reservoirs, and to the litter, respegtivel

Dp =M+ Sp (4.271)

Allocation

Allocation of carbon taB;,, Ap, , is the same as in the "NIT” option of ISBA-A-gs (Calvet anduSsana
(2001)). The leaf biomass is directly supplied by grossnaiggiion (photosynthesis). The latter includes
the net carbon assimilationl(,), and the dark respiratiorR(;) combining the leaf growth respiration and
the leaf maintenance respiratiod,,c may present negative values, for example at nighttime.

Mc
Ag, =Y 107—F (A4, 4.272
By %: 0 2 Mco2( ¢+ Rac) dt ( )
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wherePF, is the carbon fraction of the dry biomass, equal@t, M and Mo, are the molecular weights

of carbon and CQ@(12 and44 g mol—!, respectively), andi,,~ and R4 are the net assimilation rate of
carbon and the dark respiration, integrated at the canogy. le

The other reservoirs are supplied through biomass traamstoc A storage terndp is derived from the
decline termDp, depending on the reservoir and on the plant type. The faligweservoirs can be used
to allocate carbon to other reservoiB;,, B ,: and B, ;. for herbaceous plantd3;, B qct, Bs pes @and

B, 4 for woody plants, as shown in figure 4.18). For the other keses, the decline is entirely converted
into mortality: B, ;, for herbaceous vegetation types,, ., and B,, ;, for woody vegetation types. Also,
allocation and mortality depend on the phase of plant grotid growing phase corresponds to an increase
of the leaf biomass, i.e. to the net gain of carbon resultmognfnet assimilation values higher than the
decline termBy ; the senescence phase corresponds to a decrease of thiemeasf During the growing
phase, all the declin® g terms are converted to storadg, whereas during the senescence phase, only a
fraction of the decline terms is reallocated, and the ottaation becomes a mortality terii g supplying

the litter.

During the growing phase, the storage terms are calculated a

SB, = Dp,

SBs,act = ‘DBs,act

SBopas = DBepas

Sp _ { 0 for herbaceous species, (4.273)
b9 Dp,,, forwoody species

SBu.ag 0

Sp =0

During the senescence phase,

0 Si A, —Rp, <0
SB. =4 fap, (Ap, —Rp,) si0< fap, (A, — RB,) < fp,B; DB,
Ip,B, DB, Si fa,p, (A, — Rp,) > fp,B, DB,
SBs,act = fD,Bs.,act ‘DBs,act
SBopas = ID,Bspas DBy pas (4.274)
0 for herbaceous species,
SBupg = { f D for wood ies;
D, B by B by Y Species;
SBuagy =0
SByy, =0

wherefp g is the biomas$ decline fraction reallocated towards other compartmemtsid the senescence.
DBy [D,Baaerr JD,Bi pas ande,BS,bg are equal t@).5. A number of tests showed that this value permits
realistic simulations of the biomass allocation to the aasi compartments. The senesceiite storage
rate, used to supply thB, ;, compartment (see below), cannot be higher than a fractidheofet carbon
supply provided by photosynthedid g, — Rp, ), and this fractionf4 g, is equal ta).5.

Then, the storage terms are used to supply one or severalogse

The supply ofB; .. follows Calvet and Soussana (2001). During the growing @has,. is derived from
By, using the nitrogen dilution law. It must be noted that duting growing phase, while the leaf biomass
increases, the model is able to simulate a decreade; gf;. This may happen when the growing phase
occurs after a temporary senescence phase or after agup,, is the supply term of3; ;.. This termis
calculated a posteriori as the sum of the changés; in.;, of the respiration term&p, ., and of the decline
Dp, .. AB, ., COrresponds to the decline 8f,. During the senescencs ... is not supplied any longer.
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(4.275)

) ABs 4t + Dp, ., + RpB,,., during the growing phase,
Braet = g during the senescence phase.

When B; .. decreases while the leaf biomass increasgs,, is supplied by the carbon lost by &, ..
reservoir. TheB, ,,.s buffer reservoir avoids the irreversible loss®f .., biomass through mortality.
During the senescenc8 ;. is not supplied any longer.

0 during the growing phase withp, ., > 0,
AB, pas = § —AB, ... during the growing phase witHp, ., <0, (4.276)
0 during the senescence phase.

During the growing phasel, ;, is supplied by the storage reservoirBy, B ..t €t Bs pqs. During the
senescence phask, ;, is supplied by the leaf biomass storage reservoir, only.

ABS,bg = fszLvBs,bg SBL + fSyBS,aCt7Bs_ybg SBs,act + vaBs,pa.SyBs,bg SBS.,pa,s (4277)

During the growing phasefs 5, 5, ,, is the remainingSp, fraction after the carbon allocation 18; .,
following the nitrogen dilution law (equation 4.275). Thyjsantity is updated at the daily time step. During
the senescence phas®,s, 5,,, = 1. [5,B. aet.B. sy, @NA f5 B, ,0s.B,,, are constant. During the growing
phase, they are equal tdfor herbaceous vegetation types dnal for woody vegetation types, only, as the
other fraction is allocated to the wood compartments (égnat4.278 and 4.279). During the senescence
phase, they are equal o

For woody vegetation types, the wood compartments are isabpy the storage oB; . and B, . for

By 4, and by the storage @b, ;, for By, 4.

ABw,ag = (1 - fsyBs,acth,bg) SBS,act + (1 - fS,Bs,pa57Bs,bg) SBS,paS (4278)

Ap . =Sp (4.279)

w,bg s,bg

Mortality

The mortality of a biomass compartment results from highidederm values, higher than the storage
term (if any). The mortality is used to supply the above- aalblw-ground litter compartments of the soill
organic matter scheme. This definition of the mortalityetifslightly from the definition used by Calvet and
Soussana (2001), who allow the use of a fraction orBhemortality to supply the below-ground reservoir
Bso. In the ISBA-CC model, this contribution supplies the sgarderm.

Mp = Dp — Sp (4.280)

4.3.3 Coupling with the soil organic matter scheme

In order to simulate the terrestrial carbon cycle in a mosedistéc way, the simple ecosystem respiration
equation used in ISBA-A-gs (Alberget al. (2010)) is replaced by the soil organic matter scheme used in
ORCHIDEE (Krinneret al. (2005)).
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Overview

The soil respiration scheme used in ISBA-CC is derived froed\STOMATE (Saclay Toulouse Orsay Model
for the Analysis of Terrestrial Ecosystems) carbon modglitied in the ORCHIDEE (ORganizing Carbon
and Hydrology in Dynamic EcosystEms) (Krinnetral. (2005)) land surface model. The latter is an adap-
tation of one of the first versions of the CENTURY (Partdral. (1987, 1988) model.

CENTURY simulates the carbon flux and storage and theiraote@ms with the water cycle and nutrient
(nitrogen N, sulfur S, and phosphorus P) cycles, in thedaift system. It includes a plant growth mod-
ule, together with a representation of the soil organic emattnitially, CENTURY was designed for the
simulation of the crops and grasslands of the US Great P(Rengonet al. (1987, 1988)).

The current version of CENTURY differs from the older versissed in STOMATE, but the main attributes
are the same (www.nrel.colostate.edu/projects/centlagl access January 2012). Also, CENTURY was
improved and validated for other vegetation types and diluenes (Partoet al. (1993), Pengt al. (1998)),
and has become a reference model in the international g@e@mmunity.

The model simulates several carbon pools of the soil, cporeding to different organic matter categories,
residence time, and location, together with the carbon #lds@m one pool to another.

MB above & below

Fm———
-
S
z

e I
1 1
1 1
' Metabolic Litter (1 yr)| Structural Litter (5 yr) '
1 1
\---®¥  Above ground Above ground  [---] L
N IO ———b e e o | _.
A ! ! A
Rn - - - Below ground Below ground - Ru
\ 4
Fsilt + Fclay
> Active (4 yr)
A A
; : v
Rn R Rn
Slow (50 yr) <
h 4
Passive (1200 yr) <

Figure 4.19: Schematic representation of the heterotcopbépiration parameterization of ISBA-CC,
adapted from Partoat al. (1987). The soil carbon pools are indicated together wighuinmortality terms
(dashed lines), fluxes of carbon exchanged between the (swiild lines), and fluxes of mineralized carbon
(dotted lines). The heterotrophic respiration is the surallahe fluxes of mineralized carbon. The various
carbon pools are reported in Table 4.11.

SURFEX V7.2 - Issue9? - 2012



CHAPTER 4. SOIL AND VEGETATION 147

Four litter categories are simulated: two surface littempartments, supplied by the mortality fluxes of
the above-ground biomass, and two soil litter compartmesisplied by the mortality fluxes of the below-
ground biomass. For both above- and below-ground litteg, ¢arbon reservoirs displaying contrasting
residence times are considered. The structural litter iden@d the lignin and cellulose of the dead vege-
tation residues, with a residence time of 2 to 5 years. Thealpodt litter is made of more labile organic
components, with a residence time of 0.1 to 1 year (Pastah. (1988)).

Also, three soil organic matter pools are simulated. Theysapplied by the organic matter flux produced
by the litter compartments (figure 4.19). The active poolespnts the soil microorganisms, together with
the decomposition products with a short residence time @ years). The slow pool represents the soll
organic molecules/components characterized by a resdéne ranging from 20 to 50 years. The passive
pool represents the soil organic molecules/componentactegized by a residence time ranging from 800
to 1200 years (Partoet al. (1988)). These simulated carbon pools do not represeimdigthysical entities
but, rather, various chemical status of the soil organictenat a given soil depth, the soil may contain
several types of organic matter, at various decompositiages. Decomposition is controlled by climatic
conditions (soil moisture and soil temperature), by thesptat properties of the soil (e.g. texture), and by
the chemical composition of the substrate (i.e. the carbibrggen, lignin content of the residues). While
CENTURY simulates the nutrient (nitrogen N, sulfur S, an@gghorus P) cycles, and their interactions
with the carbon cycle (Partoet al. (1987, 1988)), this capability was not implemented so faeither
STOMATE or ISBA-CC.

Supply of litter compartments

The ISBA-CC allocation scheme, described in Sect. 4.3@iges a flux of dead vegetation residues from
the various plant elements. These residues supply thediitepartments according to which plant element
is considered.

The residues of the above-(below-)ground biomass supplalove-(below-)ground litter compartments.
Also, the structural/metabolic litter compartments argmied according to the lignin to nitrogen ratio of
the residues. The fraction allocated to the metabolia littg is:

L
Fyr = 0.85 — 0.018 - (4.281)

The other fractiornFy is allocated to the structural litter:

Fs=1-Fy (4.282)

Therefore, highl /N values tend to produce more structural litter.

In CENTURY, the lignin content of the biomass depends on ttmumulated yearly precipitation, and
the nitrogen concentration of the biomass is calculatechbyntodel. In STOMATE, thd./N values are
constant and result from the valueslofC' andC'/N. Table 4.10 shows thé/C, C/N, andL/N values
used by ISBA-CC (see Sect. 4.3.2), derived from those us&IMQYMATE. It must be noted that the/ N
could be derived, also, from thee. /N, ratio.

Decomposition of the soil organic matter

Changes in soil organic matter pools are represented as:

dc;
dt

= K%M, T, C; (4.283)

SURFEX V7.2 - Issue9? - 2012



148

Biomass CompartmentL/C | C/N | L/N
By, 022 | 40 | 838
By act 0.35| 40 14
B pas 0.35| 40 14
Bg g 0.35| 40 14
Buag 035| 40 | 14
Bu g 035| 40 | 14

Table 4.10: Lignin to carbon, carbon to nitrogen, and ligisimitrogen ratio for all the biomass compart-
ments of the ISBA-CC model.

whereC; is the carbon content (in units @fC' m~2) of the soil organic matter poal (see Table 4.11),
K¢ is the decomposition rate (in units of ~!) of the soil organic matter poal M, is the response of
the decomposition to soil wetness (dimensionless, rangatgeen 0 and 1), arf; is the response of the
decomposition to soil temperature (dimensionless, rangetween 0 and 1).

Reservoir Index
Structural above-ground littey 1
Metabolic above-ground littef
Structural below-ground litter
Metabolic below-ground littel
Active carbon pool

Slow carbon pool

Passive carbon pool

-

N o Ok WwN

Table 4.11: Indices of the soil carbon pools.

The decomposition rat&’? is derived from the maximum decomposition rdte, possibly modulated by
physical characteristics:

K{ = Ky exp(—3 Lg1)

K§ = Ky

Kg = Kj ea:p(—3 Ls3)

Ktk (4.284)
K¢ = K5(1 = 0.75( fsitt + fetay))

K¢ = Kg

K% = Ky

whereL,; is the fraction of lignin in the structural litter pools,;;; and f.,,, are the fractions of silt and clay
in the soil. High lignin fraction values tend to slow down ftthecomposition of the structural litter (small
values ofK"). Similarly, fine-textured soils (high fractions of eith&it or clay) tend to stabilize the organic
molecules and a lower decomposition rate of the active caplool is simulated. In ISBA-CC, the original
CENTURY expression foK¢, depending off fsi: + feiay), iS used, while in STOMATE, théf st + feiay)
term is replaced by, .

Table 4.12 presents the equivalent residence time VdKQ‘e]s(whereKi is the maximum decomposition
rate) used in the initial version of CENTURY (Partetal.(1987)) and in STOMATE (Krinneet al.(2005)),
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Reservoir 1/K; 1/K;
CENTURY | STOMATE
Structural above-ground littey  0.252 0.245
Metabolic above-ground littef  0.068 0.066
Structural below-ground litter  0.204 0.245
Metabolic below-ground litter ~ 0.055 0.066
Active carbon pool 0.137 0.149
Slow carbon pool 5.05 5.37
Passive carbon pool 1475 241.

Table 4.12: Values of the equivalent residence tim?e1 (year) used in the initial version of CENTURY
(Partonet al. (1987)) and in STOMATE (Krinneet al. (2005)).

for the various carbon pools of the soil. While in CENTURY theximum decomposition rat&; is 20%
smaller for the above-ground litter than for the below-gmlitter, the same value is used for the two litter
compartments in STOMATE. Moreover, tli€; value of the passive carbon pool is smaller in STOMATE
than in CENTURY. In ISBA-CC, the STOMATE values are used.

In CENTURY, the dependence of the decomposition on soil tagss represented by a normalized factor,
My, driven by the ratio of monthly precipitation to the potahg&vaporation rate. In STOMATE, the original
representation al/,; was replaced by a function depending on soil moisture (Kt al. (2005)). It must
be noted that while the minimum value &f; is 0 in (Krinneret al. (2005)), the value actually used in the
ORCHIDEE code is 0.25:

My = min(0.25, max(1, —1.10* + 2.40 — 0.29)) (4.285)
wheref is a normalized soil moisture value ranging between 0 and 1:

W — Wailt

(4.286)

0 = min(0, max(1,
Wie — Wilt

wherew is either the surface or the root-zone soil moisture (seedelin units ofm3 m=3, wy; is soil
moisture at wilting point (in units af3m=3), andw;. is soil moisture at field capacity (in units 0f*m=3).
In ISBA-CC, this equation was modified, in order to accoumttfie drop in the decomposition rate for high
soil moisture values, ranging between wilting point andisdton values (equation 4.287). Indeed, while
water is a limiting factor for microbial growth at moderatalsnoisture values, above field capacity, an
increase in soil moisture content tends to slow down theaxgbs of oxygen in the soil, down to anaerobic
conditions at saturation. In the latter situation, less, @emitted through heterotrophic respiration. Fol-
lowing Proberet al. (1998) (the APSIM model), the modified equation allows adingecrease af/,;, from
1 to 0.5, when soil moisture increases from field capacityataration. Moreover, the minimud/,; value
(at low soil moisture values) is taken @95. The latter is consistent with the group of models descrined
Paul (2001).

Forf <wy., Mg=min(0.05,max(1l,—1.16 + 2.40 — 0.29))
Forf > wys., Mg=max(0.5,1—0.504,) (4.287)

whered,,; is another soil moisture index defined as:
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(4.288)

wherew,,; is the saturation soil moisture value.
The M, values used in STOMATE and ISBA-CC are shown by Fig. 4.20.

Soil moisture response in STOMATE Soil moisture response in ISBA-CC
L5 [ L L B L B L2 [ L L B B I

0.8 0.8

0.6

Md (-)

0.4 0.4

NI SR B
0.0 0.2 0.4 0.6 0.8 1.0 1.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2
W/Wsat (=) W/Wsat (-)

ool i v v ] ool oy

Figure 4.20: Normalized decomposition response functmrsdil moisture used in (left) STOMATE-
ORCHIDEE and (right) ISBA-CC. The three vertical dasheadinndicate (from left to right)v.,i;;, wy.
andwgg;.

Since the soil organic matter model does not represent diiggocarbon content of the soil, two soil moisture
guantities are used in ISBA-CC: the surface soil moisturgk{a soil moisture corresponding to a thin soil
layer of about 1cm) and the root-zone soil moisture. For ier lreservoirs,w, wy, wr. and wgq
correspond to the surface soil moisture. For the otherveser w, wyi, ws. andws,; correspond to the
root-zone soil moisture.

In CENTURY, the dependence of the decomposition on temyeras represented by a normalized factor,
T,, driven by the average monthly temperature, according &llabrve (Partoret al. (1987)).

In STOMATE, T, is defined as:

T-30 )

Td = 2710 (4.289)

whereT is soil temperature in units 6fC. This formulation is used in ISBA-CC, also.

TheT}, values used in STOMATE and ISBA-CC are shown by Fig. 4.21.

Since the soil organic matter model does not represent tfdepcarbon content of the soil, two soil tem-
perature quantities are used in ISBA-CC: the surface teatye’; and a deep soil temperatufg. For the
litter reservoirs,I" = T§. For the other reservoird; = T),.

Carbon fluxes

The decomposition of the organic matter contained in thieceobon reservoii, dC;/dt, triggers various
carbon fluxes (Fig. 4.19). A fraction of the decomposed dmyaratter f; co, iS mineralized through the
respiration process and released as @Qhe atmosphere. The other fraction is allocated to theratérbon
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Temperature response (both models)
12— T 1 '

Td (-)

T (°0)

Figure 4.21: Normalized decomposition response functiosdil temperature used in both STOMATE-
ORCHIDEE and ISBA-CC.

pools of the soil, based on their resistance to decompuosifitie fraction of the decomposition flux from
reservoiri to reservoirj is f; ;, and:

S fii + fico, =1 (4.290)
J

For the structural litter reservoirs, the decompositioppdies the respiration flux and the stabilisation of
carbon into a soil organic matter carbon pool, either aativelow, depending on the lignin content of the
litter and on the nature of the litter (above-ground or be@gaund). The lignin tends to reduce both the
mineralization and the decomposition of the plant residues

For the above-ground structural litter, the fractions afned as:

f1,5 =0.55 (1 — Ll)
J16 =071 (4.291)
fico, =045(1 = Ly)+0.3 Ly

whereL; is the lignin fraction of the above-ground structural litteservoir.
For the below-ground structural litter, the fractions dighdly different, in relation to a lower efficiency of
the decomposition process to stabilize carbon into theeesbil organic matter pool:

f3,5 =0.45 (1 — L3)
f36=0.7Ls (4.292)
f3.c0, =0.55 (1 — L3) + 0.3 L3

whereLs is the lignin fraction of the below-ground structural litt@servoir.
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The decomposition of the metabolic litter reservoirs siggpthe respiration flux and the stabilisation of
carbon into the active soil organic matter carbon pool. Thetfons are the same for above-ground and
below-ground reservoirs:

fa5 = 045
f2,co, = 0.55
(4.293)
fas =0.45
fa,co, = 0.55
The decomposition of the active soil organic matter carbool pupplies the respiration flux and the slow
and passive soil organic matter carbon pools, based orestilre:

f56 =1—0.004 — (0.85 — 0.68 (fsitt + fetay))
f5,7 =0.004 (4.294)
f5,COg = 0.85 —0.68 (fsilt + fclay)
The f5 6 and f5 co, terms are identical to those used in CENTURY. Note that in BIKDE, f,, is used
instead of the f.ii: + feiay) term.
The decomposition of the slow soil organic matter carbonl papplies the respiration flux and the active
and passive soil organic matter carbon pools, based orestiire:

fo,5 =0.42
fe,7 =0.03 (4.295)
fe6,c0, = 0.55

Finally, the decomposition of the passive soil organic eratarbon pool supplies the respiration flux and
the active soil organic matter carbon pool.

fr5=0.45

4.296
fr.co, = 0.55 ( )

4.3.4 Description of a simulation with ISBA-CC

ISBA-CC describes the evolution of several prognosticaldés: the plant biomass reservoirs and the soil
organic matter reservoirs. Prescribing initial or equilim values of these reservoirs is not easy, at both
local and global scales. Indeed, accurate observatiorgesétquantities are lacking. More often than not,
the various biomass components are not measured sepacatdly not correspond to the definition of the
modelled compartments. Also, the soil carbon observat@wassparse, and generally concern the first top
centimeters of the soil, rarely below 30cm, and barely eesovo 1m.

In order to avoid drifts in the carbon reservoirs, spin-upugations must be performed, until equilibrium
reservoir values are reached. Whereas the initial CENTURMehwas designed to work at a monthly
scale, ISBA-CC accounts for the diurnal cycle and is coupligd a land surface model working at the half-
hourly time scale or better. As the time scale for reachinglibggium values is about a few hundred years
for wood and several thousand years for the passive soibngsbol, the spin-up simulations concern very
long periods of time. Therefore, the spin-up simulationsnca involve the whole coupled model. Instead,
the carbon reservoir spin-up is performed offline, in seh&@eps described below.

1. A first spin-up simulation (a few years) is performed wi8BA-CC in order to initialize the soil
moisture reservoirs, together with the biomass reserpogsenting a relatively high turnover such as
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leaves and the plant structural biomass. For the woody plpas, the wood allocation terms resulting
from this simulation are stored at a daily time step (seei@®edt3.2).

2. An offline program produces the evolution of wood reses/at a daily time step, until equilibrium
has been reached, using the allocation and decline ternedaftbr depends on the amount of carbon
stored in the reservoir (Section 4.3.2), and as such musidadculated every day.

3. A second ISBA-CC simulation is performed, in order to okdte and store daily surface and deep
soil temperature and soil moisture values. Also, the mitytllxes of the plant biomass reservoirs
are obtained.

4. An offline program produces the evolution of the soil carbeservoirs, at a monthly time step, until
equilibrium has been reached, using the mortality fluxesthadsoil temperature and soil moisture
values, based on the equations listed in Section 4.3.3. iéleium is reached after several thou-
sand years. It must be noted that since the use of a monthédystiep tends to filter out the variability
of the surface soil moisture, the obtained equilibrium galmay differ from those that would have
been obtained using a daily time step.

5. Finally, a last ISBA-CC simulation permits the spin-uptloé litter reservoirs and of the active soill
organic matter.

A major shortcoming of this equilibrium method is that on amaal or multi-annual basis, the litter sup-
ply and the gross primary production are counterbalancethdéyeterotrophic respiration, and by the au-
totrophic respiration, respectively. Therefore, the agernet carbon exchange and net primary production
present null values. This method does not permit the detation of long term land carbon sinks and
sources. Performing more refined carbon budgets at a glob s very difficult, as a perfect knowledge
of the initial values of the carbon reservoirs and of the laoder/land use history is needed, especially for
managed forests and for agricultural lands. However, tas@®l variability of the carbon fluxes can be
represented by this method, as well as the impact of extreer@s (e.g. droughts). Also, the equilibrium
state can be used to initialize impact simulations relatethé response of the terrestrial carbon cycle to
long term perturbations.

In practise, two SURFEX namelists (NAMSBA and NAM_PRERISBA_CARBON) have to be modified
before performing ISBA-CC runs. In NAMSBA, CPHOTO ='NCB’. In NAM_PREPISBA_CARBON,
CRESPSL ="CNT'. The former activates the 6 biomass poold,tha latter activates the soil heterotrophic
repiration and the soil organic matter pools. The diffestaps of spin-up have been coded in a script called
spinupCC.bsh, available on the SURFEX web site. This script autimailly perfoms the namelist changes
and the simulation repetitions needed for the spin-up. $tiipt can be used as a template and be adapted
for specifics needs. Please note that the spin-up procesdesigned for inputs and outputs in ASCII
format. In particular, the NetCDF, and FA formats cannot edu

4.3.5 Conclusion

The ISBA-CC model is a new version of ISBA permitting the dethsimulation of the land-atmosphere
carbon exchange. It results from the coupling between I12Bgs (Calvet and Soussana (2001)) and the
heterotrophic respiration parameterization used in ORIEHH (Krinneret al. (2005)). This coupling has
required a number of developments.

The ISBA-A-gs allocation scheme was upgraded, in ordernwikite all the plant biomass compartments,
roots and wood in particular (Section 4.3.2). The pringpdé the initial allocation scheme, proposed by
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Calvet and Soussana (2001), were extended to the new biossessoirs. All the plant respiration terms
are now calculated and their sum represents the autotrogéyiration. Also, the mortality of the biomass
elements is calculated, and supplies the heterotrophpireéi®n module. The latter is derived from the
parameterization used in ORCHIDEE (Krinnefral. (2005)), based on the CENTURY model (Part&mn
al. (1987)). It simulates several soil organic matter poolyabground and below-ground litter, and the
decomposed organic matter), the carbon fluxes between plogde, and the COflux to the atmosphere
generated by the heterotrophic respiration (Section %.3.3

A few equations differ from the ORCHIDEE parameterizationhe soil texture effect is based on the
original CENTURY formulation, i.e. using the silt and clagaftion sum(fs;: + feay) instead of the
mere clay fractionf.;,, in ORCHIDEE. Also, the decomposition response to soil nunests based on the
saturation soil moisture value,.;, available in ISBA simulations. This permits the repreagah of the
lower decomposition rates which are observed in anaerabiditions.

The added value of ISBA-CC is the calculation of the two letephic and autotrophic respiration terms,
allowing the simulation of the net primary production (NPPhe latter describes the net carbon flux ab-
sorbed by the vegetation. Also, wood compartments are ateuliland even if forest management processes
are not represented so far, forest biomass estimates caebeta some extent, to validate the model simu-
lations.

A complete ISBA-CC simulation has to be made in several siephiding three simulations separated by
offline spin-up simulations of (1) the plant biomass resesy@nd (2) the soil carbon pools.

This method produces equilibrium simulations and does eoiji the determination of long term land
carbon sinks and sources. However, the seasonal vayatiilihe carbon fluxes can be represented by this
method, as well as the impact of extreme events (e.g. dreught of climate change.
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Chapter 5

Surface boundary layer scheme
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5.1 Introduction

Surface atmosphere exchanges, mainly momentum, watereadirface fluxes, drive the boundary layer
evolution, and influence the formation of low level cloudsianore generally the synoptic flows and cli-
mate system. The modelling of these fluxes is performed bygifipsurface schemes: Soil-Vegetation-
Atmosphere Transfer (SVATs) schemes for vegetation (Gheal. (1997) review the vegetation schemes
used in the intercomparison exercice on Cabauw grass witg)n schemes for cities (see a review in Mas-
son (2006)), or schemes dedicated to sea or ice surfacesdefnee of complexity of these schemes is
wide. The simplest models are bucket models (e.g. Manal@9f1Robocket al. (1995)), with only one
water reservoir in the soil. Next are the so-called big leafleis (Deardorff (1978), Noilhan and Planton
(1989) with only one surface energy balance and no canopgy.mdre detailed schemes have several layers
in the soil, several energy budgets (low vegetations, smulr@e canopy) and photosynthesis production to
simulate the carbon cycle (see Simetral. (2005)). The same degree of variability exists in the coxiple

of the physical processes described in urban schemes (sEsoME&006)).

However, the present paper will not discuss on the compl@fithe physical and physiological processes
of the soil or plants in these schemes. The topic of this peperdiscuss the coupling of surface schemes
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to atmospheric models. Independantly of the complexithefdrocesses, two coupling methods are usually
used (fig 5.1):

* single-layer coupled schemes: these surface schemesreeel by only one atmospheric layer (i.e.
the lowest atmospheric layer of an atmospheric model, ag ib.1ib). The surface schemes respond
to atmospheric variables at this level (temperature, winanidity, incoming radiation, etc...) and
they produce averaged upwards turbulent fluxes and ragligtiantities (albedo, emissivity, surface
temperature). Note that this level is physically supposdaethigh enough above the surface to be in
the inertial sublayer (or constant flux layer), most scheas#sg Monin-Obukhov theory to param-
eterize turbulent fluxes. These exchanges have been npetiali the Assistance for Land-surface
Modelling activities (ALMA) norm (see Begt al. (2004) and Polchegt al. (1998)).

Because of the simplicity of this type of coupling, thesefare schemes can be used off-line (e.g.
forced directly by observations), so that they can be used feide range of applications (e.g. hy-
drology). All schemes presented in the offline interconmgmariby Cheret al. (1997) are single-layer
schemes. These schemes can have a separate modelling ofl tiedsof the canopy, but the cou-
pling with the atmosphere is always done at a forcing levelvalihe canopy. The link between the
forcing level and the soil/canopy to compute energy fluxessisally done using systems of aerody-
namical/stomatal resistances (as in Deardorff (19783}, rttay depend on many factors, such as plant
stress or atmospheric stability.

» multi-layer coupled schemes: these schemes are couptadseweral atmospheric levels (fig 5.1c).
They interact not by surface fluxes (except for the lowestl)ewut directly throughout the prognostic
variables equations of the atmospheric model at each IEeelexample, drag forces by the obstacles
(trees or buildings) will slow the wind and increase the tlelbce, heat (water) fluxes by these obsta-
cles will produce differential heating (moistening) beémdhe levels. Xinmiret al. (1999) use such
a scheme coupled inline to a planetary boundary layer modstutly the influence of the tree density
in a forest on the air characteristic within the canopy atatay at night. Recently Simaat al. (2005)
built a multilayer scheme to describe precisely the water@arbon dioxyde fluxes inside the Ama-
zonian forest. For building canopies, Marti al. (2002), Coceal and Belcher (2005) and Koredo
al. (2005) are example of multi-layer schemes. The drawbackisfitigh resolution description of
the atmospheric processes is an intimate coupling of tHasascheme and the atmospheric model.
Furthermore, because atmospheric layers are thin neanittaes (depth of the order of 1m) to finely
describe the air profile in the Surface Boundary Layer (SBig,time step of the atmospheric model
must usually be much smaller in order to insure numericailiia
Such schemes are used when one wants to describe very fiag@hgraction between the atmosphere
and the surface features. For example, low vegetation d@hdiianteract with air temperature near
the surface (say 1m), while tree leaves exchange temperaar humidity with higher level air (with
other temperature, humidity). This therefore allows armprobetter simulation of the physical and
physiological processes. Another interest of these schésrtee direct simulation of air characteris-
tics down to the surface itself, allowing several specifipligations (wind stress in forest ridges, air
temperature profile between buildings, etc...).

The objective of this paper is to implement into single-fagehemes the fine description of air profiles
near the ground of the multi-layer schemes. That way, thgdesilayer schemes will gain the explicit phys-
ical representation of the surface boundary layer thankadtiitionnal air layers, and still be coupled to
atmospheric models through only one layer.
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lowest atm.
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"single-layer" surface "single-layer" surface scheme "multi-layer" surface scheme
scheme forced off-line coupled to an atmospheric model coupled to an atmospheric

model

Figure 5.1. Schematic view of surface scheme coupling: ra)isilayer surface scheme forced offline. b)
single-layer surface scheme forced by an atmospheric maehulti-layer scheme forced by an atmo-
spheric model. Dotted arrows show the interactions betwadace and coupling/atm. forcing: (a) with the
forcing level, (b) the lowest atm level and (c) with all les@htersecting the canopy.

5.2 Theory

5.2.1 Atmospheric equations

The atmosphere can be described by dynamical (3 wind comgnand thermodynamical variables
(heat content or temperature, water vapor, possibly otlaemphases quantities). In this study, only the
Planetary Boundary Layer was considered, neglecting meatical velocity and horizontal turbulent
fluxes. The Boussinesq hypothesis is applied for the sakingfisity. However, the following derivation
can be generalized to more complex equation systems. Oalhéory is described in the main part of the
paper. The numerics for implementation and coupling in nwdee discussed in the last section.

Using mean horizontal wind components, (V), potential temperaturé/) and water vapor specific hu-
midity (¢), without water phase changes, the equations describengtthosphere evolution can be written
as:

7T
W —U?)—U—VE;—U —fV+fV, —8?)“’
X N~ z
— 2T ha
Adv Turb_
ov ov ov'w’
o= Ug Ve, HU U -
——"
—’_y/ COT Pres.
Adv Turb (5 1)
90 00 00 . ow'e’ '
a = Uy Ve TL D
—_———— Diab. SN——
Adv Turb
0 0 ow'q’
g _ _p99 9 _ q
ot ox oy 0z
| Y — —
Adv Turb
whereU, = _#% andV, = —fipg—g are the geostrophic wind componeni&y’, v'w’, w'¢’ andw’q’ are

the turbulent fluxes, an€ represents the diabatic sources of heat (e.g. radiatizeiery).

In addition, a Turbulent Kinetic Energy (TKE, noted= (u2 + v2 + w'?)) equation can be used to
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describe the turbulence in some atmospheric models:

de Oe de ——o0U —90V g—— ow'e
—=-U——-V——vuw— —vuw— “w'gl  — - 5.2
ot o oy “War VWt gv% T T (6.2)
N ~—— ~—  Diss.
Adv Dyn.Prod. Therm.Prod.  Turb

where Right Hand Side terms stand for advection of TKE, dyinalrproduction, thermal production,
turbulent transport of TKE and dissipation respectively.

5.2.2 Atmospheric equations modified by canopy obstacles

The above equations refer to air parcels that do not intevébtany obstacles. Near the surface, when
one wants to take into account the influence of obstacles @fildlv, these equations must be modified.
In atmospheric models, this is done by adding additionahsefior each variable, representing the average
effect of these obstacles on the air contained in the grichm@se should note here that ideally, the volume
of the obstacles (trees, buildings) contained into the igiédh should be removed from the volume of air of
the grid mesh. However, this significantly complexifies ahat atmospheric model, and the approximation
to keep the air volume constant even in the presence of déstecnormally done. This simplification is
also chosen here. Then, obstacles impact on the flow is ptedreel as:

S = Adv +Cor  +Pres. +Turb(U) +Drag,
%—‘t/ = Adv +Cor  +Pres. +Turb(V) +Drag, (5.3)
% = Adv +Diab. +Turb(6) +%canopy '
% = Adv +Turb(q) +%wmpy
and
Oe ‘ Oe
— = Adv + Dyn.Prod. + Therm.Prod. + Turb + Diss. + — (5.4)
ot ot canopy
where,

* Drag, andDrag, are the drag forces (due to pressure forces against thect@sjtthat slow the flow,

%mmpy is the heating/cooling rate due to the heat release/uptakibebsurfaces of the canopy ob-

stacles in the grid mesh,

9q
Ot canopy

» and %mmpy represents the TKE production due to wake around and belsiddes as well as the

additionnal dissipation due to leaves-induced smallestabulence.

is the moistening/drying impact of these obstacles,

The prescription of these terms due to the obstacle impaitteofiow are parameterized differently for each
multi-level surface scheme, and this is not described inildeére. Parameterizations for dynamical vari-
ables are often similar for forest canopies. Wind drag islgyparameterized as the opposite of the square
of the wind, as in Shaw and Schumann (1992) or Paitaal. (2001): Drag, = —Cya(z)Uv/U? + V2 and
Drag, = —Cya(2)VVU? + V2, whereCj is a drag coefficient and(2) is the leaf area density at height
(this parameter can be derived from Leaf Area Index and e#igetheight, assuming a normalized vertical
profile of leaves distribution in the canopy). The TKE proiluw/destruction term can be parameterized
as the sum of two effects: wake production by the leaves (peterized as proportionnal to the cubic
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power of wind: %mmpy x Cy(U? + V?)3 as in Kanda and Hino (1994)) and the energy loss due to fast
dissipation of small scale motions (leaves are of a muchlsmstale than the grid mesh). The latter term
is often parameterized as proportionnal to the product ofivly TKE (%wmpy x —Cyev/U? +V? as

in Kanda and Hino (1994), Shen and Leclerc (1997), Pattoal. (2003)). Because of the high degree
of complexity of the processes involved (and hence of ptessibimplifications), parameterizations for
temperature and humidity exchanges are much more varidbbegxample, Sust al. (2006) parameterize
heating effects simply as a function of radiation verticalecgence, while more complex vegetation
models, as in Park and Hattori (2004), solve leaves temperaind use it to estimate at each atmospheric

layer the heat and water vapor exchanges between the famspy and the aird’ x a(z)(0; — 0)

Ot canopy
and %campy x a(z)(gsat(0;) — q), where#; is the leaves potential temperature ang; is humidity at

saturation (proportionnality coefficients depend on pbiggjical processes of the plant).

For urban canopies, the same drag approach is chosen irafjéarehe effect on wind, and only the wake

production term is kept for TKE (because turbulent eddieslamge behind buildings, so their dissipation
is not as fast as those produced by leaves). Heat exchargybswaever more complex and detailled (see
Masson (2006) for a review), as radiative trapping and slvaddifferent building heights, and sometimes
even road trees are taken into account in state-of-therbgnumodels. An exemple of urban canopy
parameterization is given in Hamdi and Masson (2008).

As stated above, these additional terms allow a fine degurigif the mean variable profiles in the
atmospheric model in the SBL (e.g. wind and temperaturelpra$ a function of stability, wind speed in
forest canopy, etc...) and of the flow statistics (non camdtax layer inside the canopy for example).

5.2.3 Implementation of the SBL equations into a surface s@me

The objective of this paper is to provide a way to implemermhsa description of the SBL with a lot of
atmospheric layers directly into the surface scheme. Susthame could be used offline (figure 5.2a)
or coupled to an atmospheric model (figure 5.2b). As seen bhypeoing with figure 5.2c, the vertical
resolution is the same as with a multi-layer model. The mobis that the computation of most of the terms
of the equations (advection, pressure forces, diabatitingpaequires the atmospheric model dynamics
and physical parameterizations.

The set of equation (5.3) is rewritten by separating the ggses as (i) 'large scale forcing’ (LS, that are
solved by the atmospheric model), (ii) the turbulence aii)tifie canopy effects:

9Y = LS(U) +Turb(U) +Drag,
Za—g = LS(V) +Turb(V) —|—](:9)9ragv 5.5)
? = LS(0) +Turb(d) 0t canopy
5 = LS(q) +Turb(q) +8—gcampy
The TKE equation remains the same:
Oe ) de
5= Adv(e) + Dyn.Prod. + Therm.Prod. + Turb + Diss. + gn (5.6)
canopy

To represent the SBL into the single-layer surface scheme,considers prognostic atmospheric layers,
between the surface and the forcing level of the surfacensehghat is the level that is coupled to the
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a) b) c)

lowest atm.

SBL leve forci g eye. level » SBL level ' X
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SBL SBL .
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SBL SBL level —>

"single-layer" surface scheme "single-layer" surface scheme "multi-layer" surface scheme
+ Surface Boundary Layer scheme + Surface Boundary Layer scheme coupled to an atmospheric
forced offline coupled to an atmospheric model model

Figure 5.2: Schematic view of the coupling between surfateme and SBL scheme : a) single-layer
surface scheme with SBL scheme forced offline. b) singledlayrface scheme with SBL scheme forced
by an atmospheric model. c¢) multi-layer scheme couplingcjas figure 5.1). Dotted arrows show the

interactions between surface and SBL scheme (a and b). B&letevel is at same height as atmospheric
forcing level.

atmosphere). Each of these layers is represented by thesp@wtl, the potential temperature, the humidity
and the Turbulent kinetic energy (all these variables bpiognostically computed). They satisfy the set of
equations (5.5). In order to solve them, the following agstioms are made:

» The mean wind direction does not vary in the SBL (Rotatior thuCoriolis inside the SBL is ne-

glected).

The advection of TKE is negligible. This assumption is natid/ for horizontal scales (and grid
meshes) of the order of a few times the canopy height, asileguih with forcing condition above is
not reached (Belcheat al. (2003), Coceal and Belcher (2005)), but it is valid for largeales.

The turbulent transport of TKE«(¢) is negligible near the ground and in the SBL. This assumptio
is fairly valid, this term being generally important onlyghier in the BL .

Above the canopy, the turbulent fluxes are uniform with he{gonstant flux layer).

The Large Scale forcing termd.§(U), LS(V), LS(6), LS(q)) are supposed to be uniform with

height in the SBL. It is assumed, for example, that adveciod pressure forces are driven by syn-
optic flow or by the mesoscale BL flow (e.g. sea breeze). Dialgdiects on temperature are also
supposed to be uniform.

Then, the equations can be solved if the turbulent termsanStBL (see subsection (5.2.5)), the canopy
terms (depending on each surface scheme physics), andrifierfu with height) large scale forcing are
known or parameterized.

Writing the equations at the forcing level & z,), which is supposed to be above the canopy (all canopy
terms are set to zero) and therefore in the constant flux (#yeturbulent fluxes are supposed to be uniform,
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so that the divergences of turbulent fluxes are small), lacgde terms can be estimated from the temporal
evolution of the variables at the forcing level:

Bie=z) = LSO)
W(ozz) = LS(V)
W(mn) = LS(0) &9
%(Z:Za) = LS(q)

In reality, the constant flux layer hypothesis supposes rarestant turbulent flux but a small variation
of the turbulent flux compared to its value. The small de@&asrease of the turbulent flux can lead to
tendencies of the mean variables. However, this smallti@nigs generally relatively uniform in the whole

boundary layer (e.g. uniform heating of the convective lalauyp layer). This impact of the fluxes at the
scale of the whole BL is included in the LS terms.

5.2.4 Boundary conditions

Finally, one obtains (using only one wind component, as timel\does not veer with height in the SBL):

9 = U(ry=2,) +Turb(U) +Drag,
% - %(2 =z,)  +Turb(9) +%mopy (5.8)
a_g = 5—3(2 = ZG) +Turb(q) +8_gcanopy
And
0 0
ge _ Dyn.Prod. + Therm.Prod. + Diss. + ge (5.9)
ot t canopy

The surface condition for the wind equation is given by thédlent flux at the surface’w’(z = 0). The
value at the top of the SBL scheme is given by wind at forcingltel/ = U (z = z,).

The surface condition for the potential temperature equais given by the turbulent flux at the surface
w'0’(z = 0). The value at the top is given by the temperature at forcinglld = 6(z = z,).

The surface condition for the humidity equation is given by turbulent flux at the surface’q’(z = 0).
The value at the top is given by humidity at forcing levek= q(z = z,).

The turbulent fluxes at the surface are computed by the susietteme, using the atmospheric variables of
the lowest level of the SBL (and not at the usual forcing leatel,). The exact formulation depends on
the surface scheme used. For example, a lot of (1 layer)cgugehemes use to compute the surface heat
(vapor) flux a formulation with exchange coefficierifs (including a dependancy with stability), surface
and air temperatures (humidity)(@’(z = 0) = C,(6, — 6,)). With the SBL schemd, is the temperature

at first SBL level, and the stability in the lowest layer in neautral (because of the proximity to the ground
-we used 50cm as first layer-).

There is no need of boundary condition for the TKE at the serfar at the forcing level, as no vertical
gradient of TKE is used. The only term that needs special coation near the surface is the Dynamical
production term, as it uses a vertical gradient of mean wind.
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5.2.5 Turbulence scheme

One turbulence scheme is of course needed in the SBL. A TKitilemce scheme, developed by Cuxart
et al. (2000), is chosen here. The mixing length is computed as @eRpergeet al. (2001). Mixing and
dissipative length scales are not equal, in order to reptesurately the dissipation modification due to
the -1 power law of the turbulence in the SBL. Other turbudeschemes may be used.

A summary of the turbulence scheme is given below:

ww = —Cul\/é%—g
w0 = —Cyly/edl
Tl — 9q
vy = qufgz (5.10)
Oe o —F g— €2 Oe
o = —u’w’g—k Ew/% —Cez'i‘ﬁcanopy
~——
Dyn.Prod. Therm.Prod. Diss.

with C,, = 0.126, Cp = C, = 0.143, C. = 0.845 (from Chenget al. (2002) constants values for pressure
correlations terms and using Cuxattal. (2000) derivation). The mixing and dissipative lengthand.
respectively, are equal to (from Redelspergial. (2001),a = 2.42) :

I = wz/[VaCudp,(2/Lao)¢e(z/Lao)] ™
le = 1a*C./C,/(1—1.92/Lyo0) if z/Ino < 0 (5.11)
le = 1a?C./Cy,/(1—0.3\/2/Lyo0) if z/Lyo > 0

WhereL ;o is the Monin-Obukhov lengthp,, and¢. the Monin-Obukhov stability functions for momen-
tum and TKE.

5.3 conclusion

A formulation allowing to include prognostic atmospheagérs in offline surface schemes is derived from
atmospheric equations. The interest of this approach isdédhe advanced physical description of the SBL-
canopy interactions that was available only in complex tadipulti-layer surface schemes. The coupling
only occurs at the bottom level of the atmospheric model shauld be coupled above the surface+SBL
scheme. Variables that must be exchanged are: incomingti@diand forcing level air characteristics
towards the surface scheme, upward radiative and turbifllergs from it. The air layers prognostically
simulated with the SBL scheme take into account:

» The term that is related to large-scale forcing (e.g. atimel The detail of this term is not known by
the SBL scheme. The evolution of the air characteristichafarcing level is supposed to take into
account all these large-scale forcing terms.

» The turbulent exchanges in the SBL (including in the candfpgny). They will modify vertical
profiles in the SBL. For example, the logarithmic profile ohdiis directly induced by these turbulent
fluxes, and is well reproduced by the SBL scheme.

» The drag and canopy forcing terms. These are computed d¢orlager, due to the interaction between
air and the canopy. These exchanges have to be modeled byrtaeesscheme to which the SBL
scheme is coupled. In the present paper, for forests, istate account the dynamical terms: drag
and impact on Tke.

SURFEX V7.2 - Issue9? - 2012



CHAPTER 5. SURFACE BOUNDARY LAYER SCHEME 171

The possible applications of a SBL scheme included in seré@bemes can be:

» a more physical determination of standard 2m variablesl@md wind. It can be seen as a drastic
increase of the vertical resolution of the atmospheric rsodear the ground, without the drawback
of a smaller time step (that would be necessary to resolvadiiection on a very fine grid). Further-
more, because the additional air layers are not handledéwgtthospheric model, the SBL scheme
(associated to a surface single-layer scheme) is easy fmeceith Numerial Weather Prediction or
research atmospheric models.

* a better description of the turbulent exchanges and thw@ligtain the SBL, including over complex
terrain, for low-level flow and dispersion studies near thidase. As future applications, the disper-
sion processes in presence of canopy (e.g. chemistry ajediffusion in urban areas) could then be
more accurately simulated.

» the inclusion of the detailed physics of the multi-layenemes (e.g. the interactions of forest or urban
canopy with atmospheric layers in the SBL) into single-tagghemes.
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5.4 Appendix: Vertical and temporal discretization

5.4.1 \Vertical discretization

The vertical grid for the SBL scheme is a staggered grid (fidguB). Historical variabled [, 0, ¢, ¢) are

defined on 'full’ levels. The temporal evolution terms dueémopy obstacled(ag,, %mmpy, %mmpy,
Oe

Ecanopy) are also located on these full levels. The turbulent flu@sputed by the SBL scheme are
computed on the 'flux’ levels, staggered between the fulelev The height of full levels is exactly at
middle height between half levels. Note that the grid candrel (is most of the time) stretched, with a
higher resolution near the ground. The ground is the first lgwel (to be consistent with the boundary
condition provided: the surface turbulent fluxes). The apmeric forcing level is the upper full level (to
be consistent with the upper boundary condition).

5.4.2 Temporal discretization

For any variableX (U, 6, q or €), the evolution equation can be written as:

X X OF(%X)
B0 = o (7= %) = g2+ For(X) 612
where F' is the turbulent flux forX = [U,#,q|, and For contains canopy forcing term%’fcanopy for

X = 1[U,6,q,e]) and other RHS forces fak = [e]. Note that the turbulent flux tern¥s depend formally
on the vertical derivative of the variabl%}) while canopy forces and RHS TKE forces depend on the
variable itself (X).

In order to satisfy the stability of the SBL scheme at largeetisteps, an implicit solving is performed. If the
coupling at the atmospheric level is explicit, the atmosjghHfercing is not modified in the current time-step
by the SBL and surface schemes (i%‘}(z = z,) does not change during the SBL solving). Of course,
the atmosphere will further evolve in response to the tenuSBL fluxes (through the atmospheric model
turbulence parameterization). In these conditons, the igRllicit solving writes:

Xt—-X- 90X~ oF— 02" [(axt o9x- dFor~
L L 2l (p=ma) - -2 — ——— |+For” Xt-X") (51
At o U= g e X\ e )PP T ) 613)

Where At is the time step,” subscript stands for previous time-step variable (knowany * subscript
for the future time-step variable (which one seeks to cate)l Such an implicit scheme leads to a linear
system linking all variables at each level to those from taeels below and above (due to the vertical
gradient at instant). This system is tridiagonal, and easy to solve numerically

5.4.3 Implicit coupling with the atmospheric model

It may be necessary in some atmospheric models (essemtiaglyo very long time steps - half an hour- and
the turbulence scheme used in the atmospheric model) tdecauplicitly the surface (including the SBL
scheme here) and the atmosphere. First RHS term in Equalfi8nstnow equal tc[)X(J;:Za) —X(;:Za)]/At.
The atmospheric variable at timfeis modified by the surface flux at the forcing level. It is fotined by
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Bestet al. (2004) :X(J;:Za) =Ax F(er:za) + B (where A and B are known). Therefore, Equation 5.13, in

case of implicit coupling with the atmosphere, writes:

+_x- B—X(2=2a)" - - + -
S B o (Rl G (BTG - o))
_ Hor — + — _ - _
BT (B ) For(X) + B X (X - X)
(5.14)

This is still a linear system involving variables at futurae step at all levels of the SBL scheme, but this
system is no longer tridiagonal, because the t%.f’jr@z = 2,)" (i.e. at upper SBL level) influences directly
the variableX* at each level. However, such a system is still resolvableysiy the generality of the SBL
scheme method proposed here.
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Figure 5.3: Schematic view of the vertical discretization the SBL scheme. Plain lines are full levels.
Dotted lines are flux levels.
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Chapter 6

Chemistry and aerosols
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6.1 Dust aerosols

Dust is mobilized from dry desert surfaces when the windiéitspeed reaches a threshold wind friction
speed of approximately 0.2 m/s. Dust is an important aengbl annual global emissions ranging from
1000 to 3000y yr—' and average global load around 1086 (Zenderet al. (2004)).

Dust is mobilized by two related processes called saltadioth sandblasting. Saltation is the horizonal
movement of soil grains in a turbulent near surface layendBkasting is the release of fine dust when the
saltating grains hit the surface. Several papers docurhesettwo processes. (Marticorena and Bergametti
(1995) and references therein describe the physics otisataand Shaet al. (1993) describe the physics
of sandblasting.
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6.1.1 Implementation in the Externalized surface

The dust fluxes are calculated using the Dust Entrainment Pepbsition (DEAD) model (Zendest al.
(2003)). This model is based on Marticorena and BerganE38%). The dust fluxes are calculated con-
sistently with the ISBA soil surface scheme. Table 6.1 g&esoverview of the main input to the dust
production model.

Table 6.1: ISBA variables used by the dust module

PARAMETER | EFFECT ON DUST EMISSION REFERENCE \
wind friction speed Increase emissions Marticorena and Bergametti (1995)
Soil moisture Inhibit emissions Fecanret al. (1999)
Vegetation fraction Inhibit emissions Marticorena and Bergametti (1995)
Surface roughness Inhibit emissions Laurentet al. (2005)
Surface texture Soil sizes> 50um
increase saltation flux Iversen and White (1982)

6.1.2 Features of the model

Emission process

The production of desert aerosols follows in fact the saastlslg process following the bombing of the
aggregates present at the surface by particles in saltéffignre 6.1). These processes depend on both
weather conditions and surface states. Indeed, the kieedingy of the grains caused by saltation is used in
shocks induced by these particles, when they fall to thergidoo release and eject fine particles constituting
aggregates (Gillette and Goodwin (1974), Goreeal. (1990)). The resistance to wrenching, concerns soll
properties like the gravity force and the inter-particlec&s. Moreover, emission of aerosols is a threshold
phenomenon: it occurs only when the wind friction force é@ron soil grains becomes greater than the
forces that maintain them to the ground. When this thresiwolkekceeded, the soil grains start moving
horizontally. The smallest particles can be suspendederatimosphere and constitute the desert aerosol.
The production intensity of fine particles thus depends enr#tio between the transfered kinetic energy
flow and the cohesion forces of the particles forming the egates.

Vent de surface / - e %
/ * .
= = [ Py
/ b v

[ = sattaton &

+ Sandblasting
* -

=V s

/ ‘ Fliix horizontal 6

Figure 6.1: illustration of the two main processes involiethe emission of aerosols desert (saltation and
sandblasting) when the erosion threshold is exceeded.
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Once the particle is injected into the atmosphere, the $ot@evhich it is subjected will control its suspen-
sion. Itis generally accepted, given the balance of forttes,only particles with a diameter less than about
20 um can be transported (Nickling (1994)). Those fine dagjmamed aerosols, constitute the main part
of the vertical flow of desert aerosat’f. This vertical flow is defined as the mass of particles craspier
unit of time a unitary surface parallel to the surface.

Parameterization of the friction velocity

Wind is the driving force in the aerosols desert generatinggss. The ground surface opposes the air flow
and slows the air mass at its base. The surface wind is vesjtiserto changes in surface characteristics at
small scale. These changes may be due, for example, to thenoes of vegetation or rocks. In the first few
meters of the atmosphere, a surface boundary layer (CL®)aj®s; in which the horizontal component of
the wind speed has a vertical gradient whose intensity abpen the ability of the soil surface to slow the
flow (Figure 6.2). For a laminar flow over a horizontal surfabte shear constraint) exerted by the wind

on the surface is connected to the vertical gradient of timelwpeed () by:

L,
Moz
Where is the air dynamic viscosity coefficient and Z the heajiove the ground.

(6.1)

Figure 6.2: Representation of the effect of soil on the airfémd of the shear stressexerted by the flow
on the ground.

The shear constraint can also be expressed in terms obfriatind speed’/,, which is usually the physical
guantity used to quantify friction forces exerted by windaosurface:

7= pa U, (6.2)

Wherep, is the air density. Under conditions of thermal neutralify, can be determined from the wind
speedU at a heightz from the ground and the height of aerodynamic roughn&s¥ §sing a wind speed
logarithmic profile (Priestley (1959):

U, z

U(Z) = —In(

m 70) (6.3)
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Wherex = 0.4 is the Von Karman constant.

Physically,Z reflects the length scale of the sink of air momentum indugeitié surface roughness. More
specifically, Z, represents quantitatively the effect of erodible elemésd grains) or non-erodible ones
(rocks or vegetation) on the transfer of wind energy to théase.

Friction velocity threshold

The resistance of the surface on the motion is representdtelyiction velocity threshold/,,. Indeed, the
friction velocity threshold/,; controls both the frequency and the intensity of emissidraemsols desert,
so it is important to parameterize carefully, and give special attention to obtain the quantities it ddpen
on. The erosion threshold is mainly computed from the salrgr diameterD,,, the surface roughness
(Rug) and the soil moisturex). The friction velocity threshold is expressed as:

U, = Uy, (Dy) - F(Rug) - F(w) (6.4)

U, (D,): depends on the friction speed with the diameter of soilngraF'(Rug) and F'(w): weighting
functions of the influence of roughness and soil moisturedddidealized conditions, ie for a smooth surface
and a loose and dry soil, the friction velocity threshold (D,) can be determined using the formulation of
Marticorena and Bergametti (1995), which consists in ditjgsan empirical expression as a function of the
particle diameter. Under standard atmospheric conditjpns= 0.00123g - cm ™2, p, = 2.65g - cm™?), the
friction velocity threshold/,, (D)) is given by:

0.120K
U,,(D,) = — ,0.03 < Re,, < 10 (6.5)
(1.928Re.,"%2)
U,,(D,) = 0.129K [1 — 0.0858 exp (—0.0617 (Re,, — 10))] , Res, > 10 (6.6)

WhereRe,, = U,,D, /v is the Reynolds number threshold £ 0.157 cm?s~!: kinematic viscosity)

0.5 0.5
SR — ppgDp) ( 0.006 )
and: K ( o 1+ pTIRE

The optimal diameter of the particle is equal to 75 pm.

Influence of soil moisture on friction velocity threshold

The presence of interstitial water between soil grains hastfect of increasing the cohesion of the sail,
thus increasing the friction velocity threshold. This ease is integrated in the module DEAD from the
parameterization developed by Feedial. (1999). The proposed equation, expresses the threshlahse;
under wet condition#/,,,, compared to that in dry conditions.

*tw

Uy, = Us, forw < w (6.7)
'10.68]%-5 ’
Ui, = Uy, [1 +1.21(w —w) } forw > w (6.8)

With: w: mass soil moisture (% mass water / mass dry soil). And soigtme threshold is given by:

w = 0.17(%clay) + 0.14(%clay)? (6.9)
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Aerodynamical roughness height

The effects of the internal boundary layer (IBL) on frictieelocity threshold, due to the presence of stones,
is set in DEAD scheme by Marticorena and Bergametti (1998 dnergy distribution is defined in this pa-
rameterization as the ratio between the IBL shear frictimhthe total shear friction of the surface boundary
layer (SBL). This ration is given by:

Fopf(Zo, Zos) = 1 — [m(zo /Z4s) /1n(o.35(10/205)0-8)} (6.10)

Zos = 33.3 x 10~% m: roughness length of the smooth surface
Zy = 100.0 x 1075 m: roughness length of the erodible surface
The friction velocity threshold is expressed as:

U*t (DP)

= 6.11
feff(ZO>ZOS) ( )

U*t (Dp7 Z07 ZOS)

Surface flux
The horizontal saltation fluxY) is calculated in module DEAD through the White (1979) rielaship :

P 3 U*t U*t )
G=c-=-Uy"(1- 1 6.12
gt (1-7) 1+ 7 612
With ¢ = 2.61. The ratio between the vertical flux and the horizontal flua fanction of clay content. For
contents between 0 and 20%, this ratio is :

o= g = 100 exp [(13.4(%clay) — 6) x In(10) ] (6.13)

In the DEAD module, the fraction of clay is considered constand is equal to 20%. The final vertical flux
is averaged by a pre-determined factor equals to 0.0021 atitblsand fraction.

Mass flux repartition

Upon Alfaro and Gomes (2001) the mass flux is partitioninghendifferent modes upon the surface friction
velocity. More the collision energy is strong more the dggjragates can be separates into small particles.
In surfex, two possibilities are offered. Users can fix theipaning or the mass flux on the differents modes
considered, or compute automatically this partitioningrughe ISBA friction velocity. In this latter case,
Alfaro and Gomes (2001) gives the following partitionning:

* u* less than 0.32n.s~ 1, all particles are emitted in the coarse mode.

« u* at 0.42m.s~ 1, 63 % of the mass flux is in the bigger coarse mode (D=143 , 36 % in the
lower coarse mode (D=6,7m), and 1 % in the accumulation mode (D=1.5n)

« u* at 0.50m.s1, 49 % of the mass flux is in the bigger coarse mode (D=143 , 43 % in the
lower coarse mode (D=6,7m), and 8 % in the accumulation mode (D=1.5n)

+ u* at 0.66m.s~!, 9 % of the mass flux is in the bigger coarse mode (D=143 , 76 % in the lower
coarse mode (D=6.i¢m), and 15 % in the accumulation mode (D=1.5n)

Between these friction velocities values, the mass fluxtgaring is linearly interpolated.
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6.2 Sea Salt emission

Sea salt aerosols are produced as film and jet droplets whasidsy entrained in the water by breaking
waves, disrupt the sea surface (Blanchard, 1983), and alsvéipeeds exceeding about9s !, by direct
disruption of the wave tops (spume droplets) (Monaéigal. (1983)).

Sea Salt emission are parameterized upon the formulatigigoéti et al. (2001) (effective source function)
or upon a lookup table defined by Schelzal. (2004). Vignatiet al. (2001) gives a formulation of particles
emission upon the wind at 10 meters as:

o F(R=0.2pum) = 10909V10m+0.283p,40ticles.cm =257
o F(R =2um) = 1000422U10m+0.288)) -t cles.cm =2 .51

o F(R = 12um) = 10%069010m =354 ticles.cm™2.s71

6.3 Dry deposition of gaseous species

The removal of gases from the atmosphere by turbulent &aresfd uptake at the surface is defined as
dry deposition. This process enables some chemicallyiveagases to be efficiently removed from the
atmosphere. Dry deposition is usually parametrized thi@udeposition velocity,, defined by, = —f—z)
where F, is the flux of the considered compound,(is assumed constant over the considered range of
heights) and:(z) is the concentration at height(molecules/cr). v; depends on many variables such
as wind speed, temperature, radiation, the consideredespacd the surface conditions. It is commonly
described through a resistance analogy often called "RigFLModel (e.g. Wesely and Hicks (1977)).

1

va(2) = R, + Ry + R,

whereR, is the aerodynamic resistance, which is a function of theulence in the boundary layeR,, the
guasi-laminar resistance partially controlled by molecdiffusion, andR,. the surface resistance, which
combines all the transfer pathways playing a role in thekgotd trace gases by the surface.

Meso-NH surface for dry deposition

As shown fig. 6.3, earth surface is divided into four majortga®©n those surfaces calculation of specific
parameters are done (friction velocities, surface rasigs, ...). The earth splitting is done as follows :
town horizontal fraction Masson (2000), inland water ana serfaces (differents because of their surface
temperature) and nature fractions. Nature surface is ¢otdrcover type, which can be reorganized by
‘patches’ (1 to 9). One ’patch’ contains one or several caypes (user choice). These cover types are
connected with the Wesely classes of vegetation for thesenfesistance data parameters (see table 6.2).

6.3.1 Resistances for dry deposition
Aerodynamic resistanceR,

R, determines the rate of transport of gases between a givehitethe atmosphere and the height of

the effective surface sink. It is usually calculated as thk lmerodynamic resistance to the transfer of
momentum :R,(zgr) = ﬁ whereCp is the drag coefficient for momentum (see for example Wesely
and Hicks (1977); Sheibt al. (1979); Walceket al. (1996)) andV 5 the wind speed (in the following,
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Figure 6.3: Schematic resistances for dry deposition module in acooelavith the surface state. Ra
represents the aerodynamic resistance, Rb the quasidanesistance and Rc the surface resistance.

the parameters which are already used or calculated in thEAEH subroutines will be noted in bold
characters). The reference heightis taken as the lowest atmospheric level in the ISBA scheme.

An alternate way is to use the ISBA calculationRf, R, (zr) = ﬁ which determines the transfer of
water vapor.Cyy is then the drag coefficient depending upon the thermallgjabi the atmosphere.

Heat drag coefficients are calculated in WATERUX for inland water and sea, in URBAN for artificial
land (town) and in ISBA for the other nature cover types ocpatSo there is on®, different for each
different coefficient.

This formulation ofR, requires an additional term to the quasi-laminar resigtatescribed below.

Quasi-laminar resistanceR;

The component?, is associated with transfer through the quasi-laminarrlayeontact with the surface.

Ry quantifies the way in which pollutant or heat transfer diffem momentum transfer in the immediate
vicinity of the surface (this is due to the effects of molegudiiffusion and the difference of roughness
lengths found for momentum and mass transfdt). depends on both turbulence characteristics and the
molecular diffusion of the considered gas. Transport ofsatgeough the quasi-laminar layer by molecular
diffusion depends on the thickness of the layer, the conagom gradient over the layer and on a diffusion
constant, which in turn depends on the radius of the gas milel@nd on the temperature. The complexity
of vegetation generally limits the accuracy with which thagmitude of this mechanism can be estimated in
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Meso-NH nature cover type Wesely correspondence class

C3 cultures types(low) (2) Agricultural land

C4 cultures types(hight) (2) Agricultural land

forest and trees (4) Deciduous and (5) coniferous forest

grassland (3) Range land

no vegetation (smooth) (8) Baren land, mostly desert

no vegetation (rocks) (11) Rocky open areas with low-growing shrups

permanent snow and ice No correspondence

irrigated crops (9) None forested wetland

irrigated parks gardens or peat bogé) Mixed forest including weet land
and (9) none forest wetland

Table 6.2: Meso-NH vegetative cover type and Wesely connected classyaleposition calculation

the field. This resistance can be conveniently written as:

1 20
= 1
ku* os(

Ry, )

k is the Von Karman constant and the friction velocity. z. is the roughness length for the pollutant under
investigation (Baldocchi et al. (1987)).

According to Hickset al.(1987), Garrat and Hicks (1978, can be approximated for vegetation and fibrous
roughness elements by :

Zc

2 Sc
~ ku* (ﬁ
ScandPr are the Schmidt and Prandtl numbers respectiviely= 0.72 andSc = DL with v the kinematic
viscosity of air (0.15 crhs™!, 20° C, p = 1 atm) andD; the molecular diffusivity of gas (see table 6.3 for
some of these constants). For snow, ice, water and barefgpitan be calculated by (Ganzeveld and
Lelieveld (1995)):

Rb )2/3

R = 1 (B

This formulation is used for all Meso-NH grid fraction coweith no vegetation (Leaf Area Index = 0), that
include artificial land, water and sea.
Definition of friction velocity in MNH is given by : u* = f/< WW >y’ + < VIW >, Where
< v'w' >, and< v'w' >, represents surface fluxes of horizontal momentum in x andectibns (xx
for sea, water, town and nature patch). Molecular diffigigpecies/air can be obtain by the knowledge of
H>O0 /air diffusivity. The coefficient of diffusivity is given by theemeral formula as:
D= Ul/?) _ 0.376kT

- — N(MCste)0b
with | mean free path, v mean molecular velocity, k Boltzmaonstant, T temperature, N concentration,
M molecular mass. So we use for computing molecular difftsiv

M(HQO))O'S

D(gaz) = D(H20) < M (gaz)

with
D(H50) = 2.22¢ — 54 1.25107 (T + 273) for193K < T < 0K
D(H30) = 2.22¢ — 5+ 1.461077(T + 273) for273K < T < 323K
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However, these formulations &, remain still controversial. Recent results from fields sadndicate that
they are not in agreement with experimentally derived tesat least for the transfer of HN@ver wheat
(Muller et al. (1993)). At last, velocity dry deposition is not very seivaitof the choosen definition ag,
(Ganzeveld and Lelieveld (1995)).

Surface Resistancer,

The surface resistance is the most difficult of the threestasces to describez. values can be obtained
from theoretical considerations based for instance orbdjuand equilibrium; calculations in combination
with simulation of vegetation specific processes, such asraalation, transfer process through stomata,
mesophyll, cuticles, etc.. (Baldocchiet al. (1987), Wesely (1989)). The values Bf. are based on mea-
surements o¥/;. By determiningR, and R;, from the meteorological measurements,is calculated as the
residual resistance. The calculat®d are then related to surface conditions, time of day, etin order to
obtain parametrizations dt..

Vegetative surface resistance

Stomatal In-canopy
transport

Re External
leaf uptake

Mesophyll

Figure 6.4: Surface resistance schematic for vegetation.

R, is a function of the canopy stomatal resistaifit.g,,, and mesophyll resistande,,, the canopy cuticle

or external leaf resistand®,;, the soil resistanc®;,;; and in-canopy resistande;,,., and the resistance to
surface waters or moorland pool3,,.:, Rsc. (Erisman and Baldocchi (1994)). In turn, these resistanoes
affected by leaf area index, stomatal physiology, soil axidreal leaf surface, pH presence and chemistry
of liquid drops and films. In summary. should be calculated as Erisman and Baldocchi (1994) :

i —1
« Vegetative surfacesR, = ( s o B oy e ﬁ)

Water surfaces R. = Ryat
e SeasurfacesR,. = Rgeq

» Bare soil (no vegetation) R. = R,

Rock surfaces R. = R,ock

e Snowl/ice cover R. = Rgnow

Artificial land : R. = Ripwn
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Stomatal and mesophyll resistance .., and R,,
The stomatal resistance for water vapor is calculated ihSB& subroutines as

Rsmin
F,F,F3F, LAT’

Rstom =

whereL Al is the leaf area index computed by patch, &jdF,, F3, Fy are limiting factors depending on
radiation, wetness of soil and temperature. In order tordesthe stomatal resistance for another gas, the
ISBA Rstom fOr water vapor should be corrected as followed :

Rstomw = 1:{fstom X

Dpy,o0 and D, are the diffusion coefficients df,O andx respectively (Wesely (1989)).

There is not much knowledge on the mesophyll resistance iffareht gases and the conditions which
determine its value. For some gases, such as@&@nd NH;, R, is experimentally found near zero values
(Erisman and Baldocchi (1994)). This is in agreement withgarametrization suggested by Wesely (1989)
for the calculation of the mesophyll resistance :

*

H “1
Rpye = (m +100fo)

In this expressionH* is the Henry’s law constant for the considered gAsa reactivity factor which
determines the rate of reduction of the substance. Twolphpathways are thus assumed, one for highly
reactive gases, the other one for soluble substances. Gablists H* and f, for some species (Baer and
Nester (1992)).

External leaf uptake R,

The external leaf uptake can act as an effective sink, ealpefir soluble gases at wet surfaces. The resis-
tance of the outer surfaces in the upper canopy (leaf caticekistance in healthy vegetation) is computed
by Wesely (1989), for a dry surface to any gas (x), as :

Remﬁ.a:.dry - Rext(lo_SH* + fO)_1

In this expressionR..; is given by land category and season in table 6.4, the cdass{ari, f;) can be
found in table 6.3.

The following equation is supposed to give an analytic esgimn ofR.q.¢ in accordance with Wesely table
6.4, and including seasonal variations through the leaf srdexLAI :

Regt = 6000 — 4000 tanh(1.6(LAI — 1.6))

These results had been compared with Wesely table in actmrdeith Méso-NH (ISBA) data of LAI (see
fig. 6.3.1).

In case of dew or rain, and according to the same author anth¥&} and Wesely (1996), the equation
should be replaced by :

Rext.x.wet - [1/(3Re$t.$.dry) + (1077H* + fO/}ZextOzone]i1

with
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Species Reactivity factor Henry’s law (M/atm)
Sulfur dioxide 0 1.6(1+2.11072/H+)
Nitric oxide 0 1.91073

Nitrogen dioxide 0.1 1072

Nitric acid 0 5.8 10/ H+

Ozone 1 1.51072

Hydrogen peroxide 0 1.8 10°
Formaldehyde 0 3.26 1074

Aldehydes 0 76

Organic acids 0 1.451074

Organic peroxide 0.25 665

Peroxyacetic acid 0.5 1635

Peroxyacetyl nitrate 0.1 3.6

Other alkanes 0 1.1073

Ethane 0 1.91073

Ethene 0 4.91073

Propene 0 4.71073

Butene and other olefins 0 1.31073

Toluene 0 0.15

Xylene 0 0.1

Table 6.3: Reactivity factor and Henry’s law constants for differehemical species

10000

8000 -

6000 -

Rext

4000 ¢

2000 -

Wesely data
MNH calculation|

0 1 2 3 4 5 6
LAl (Leaf Area Index)

Figure 6.5:Rqx¢ fonction of LAT (from Wesely table)
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1 2 3 4 5 6 7 8 9 10 11
Midsummer with lush vegetation

9999 2000 2000 2000 2000 2000 9999 9999 2500 2000 4000
Autumn with unharvested cropland

9999 9000 9000 9000 4000 8000 9999 9999 9000 9000 9000
Late autumn after frost, no snow

9999 9999 9000 9000 4000 8000 9999 9999 9000 9000 9000
Winter

9999 9999 9999 9999 6000 9000 9999 9999 9000 9000 9000
Spring

9999 4000 4000 4000 2000 3000 9999 9999 4000 4000 8000

Table 6.4: Input resistances for calculation of external leaf resisggWesely,1989) : (1)urban land, (2)agri-
cultural land, (3)range land, (4)deciduous forest, (5)fepaus forest, (6)mixed forest including wetland,
(7)water, (8)barren land, mostly desert, (9)nonforestedlamd, (10)mixed agricultural and range land,
(11)rocky-open areas with low-growing shrubs

* Rain:
Re:ctOzone = (1/(3Rext) + 1/1000)_1

e Dew:
Re:ctOzone = (1/(3Rext) + 1/3000)_1

To apply the same comput for each species we approximatesan aawet soil these formulas by using
Rert0z0ne @S 3000 s/m .

These formulas should be corrected when surface temperdéareases below?@ by adding the value
1000 exp(—T — 4), in order to take into acccount the lesser uptake by surfabes cold.

In-canopy transport R,

Deposition to soils under vegetation can be relatively irtggg. Meyers and Baldocchi (1988) found that
20% - 30% of SQ was deposited in summer to the soil under a deciduous foféss. transport is due to
large-scale intermittent eddies through the vegetatidre dorresponding resistance has been parametrized
by Erisman and Baldocchi (1994) using data of VanPul andhkafif94) as :

_ bLAIh

u*

Rinc

b is an empirical constant estimated at &4 '. LAI = LAI_patch is the leaf area index given by
patches computed in the GROUNBARAMN files andh is the vegetation height which can be calculated
as four times the vegetation roughness length (formula efdécand Yamazawa (1986), assuming a dense
vegetation canopy with similar height).
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Soil resitances for surfaces with no vegetation and those der vegetation

Table 6.5 presents a review of soil resistances foy &l G; for clay, sand, snow and it is completed with
table 6.6, Wesely value for all other vegetation types, tawd rock.
For other gases, the resistance can be computed followirsgIWEL989) :

H* N fo
10° Reoitso,  Rsoilos

Rsoilw = ( )_ !

According to the same author, this formula should be coedewethen surface temperature decreases below
-2°C by adding the value :
Reoite = Rsoilz + 1000 exp(—T — 4)

For no vegetation cover soil surface composition (sand;) asaconsidered. If it is covered by snow, this
formlation will be update by using table 6.5.

H* Jo 1

R an - +

sandz = ( 105 Rsandso,  Rsandos )
H* Jfo (1
R =
clayz (105Rclay5'02 + RclayOg)

H* _

Rspows = ( + fo ) '

105R5n0w302 Rsnowa
In this contextR,,, . for bare ground (no veg.) without snow is the weighted ave@g?,,,q, and Rjqy.

as:
Asand Qclay \—1
Rno.x = ( )
Rsand:c Rclay:c

with

asand - Percentage of sand in the ground

alay - Percentage of clay in the ground

For all the other type of soil, resistance is calculated wétile 6.6 as :

Hr Jo

Rrock:c - ( 105Rrock5'02 - RrockOg )71
H*
Rtownx - ( 105 Rtown502 * Rto{ubnOg )_1
*
Reze = ( 10553502 RZ;OOg )_1
*
Bt = (75 54502 " RCJ;OOg "
H*
Birees = | 10° Rireeso, " RtiOeOg "
H*
Rgrassa: a ( 10° RgrassSOg * RgriZsOg )71
Rirra = 10° grrSOQ " Rz‘{f«)og "
Rpark:c = ( H* fO )71

105 RparkSOg RparkOg
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Type of soil  SQ O3

snow 540 at T<-1°C 2000
702-T)at-1<T< 1

sand 1000 200

clay 1000 100

Table 6.5: Soil resistance

MNH cover type

c3 c4 tree grass no rock snowfice irr park town
Soil resistance for SO

150 150 500 350 1000 400 nodata O 100 400
Soil resistance for ©

150 150 200 200 400 200 nodata 1000 700 300

Table 6.6: Soil resistance for MNH-C decomposition from Wesely talgjeasi constant during the year).
Values for “snow/ice” and “no” (no veg.) are not used seedd&bb.

Surfaces resistances for sea and water

For deposition over water surface bodies, the surfacetassis can be calculated from the expression rec-
ommended by Sehmel (1980) that incorporates wind speedrahdidwater partitioning coefficient, rather
than from Wesely’s tabulated values for water bodies. Thiaese resistance over water is:

2,54.10~%
Ryatere = m = Rcyaters
water Usx
2,54.10~%
Rsear = m = Resean
seaUx

6.3.2 Dry deposition velocity formulation
Artificial land resistance

RglObaltown = Ratown _|_ Rth’LUTL + Rctown

Sea and water resistance

Rglobalwater — Rawater 4 waater 4 Rcwater

Rglobalsed — Rasea + Rbsea + RCSEQ

Nature final resistance

Rglobal™re — nzgt:yp ( . i >_1
—1 Ra]patch _|_ ijpatch _|_ Rci
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with
7 N F(@) = Jpaten like i € [1, nvegtype], f(i) = jpaten € [1, npatch < nvegtype]
andq; fraction of cover type (9 types)

Dry deposition velocity

Final dry deposition formulation:

Quater Aseq Qtownmax Anature

Rglobal®ater * Rglobalse® ~ Rglobalt*¥™ * Rglobalmture

Vdrydeposition =

where

awater . fraction of water

Cseq . fraction of sea
Qrownmage - fraction of town increased
Cseq . fraction of nature

Fraction of town has to be increased in order to take accduheamon negligible dry deposition on vertical
surfaces in artificial area. The increase is done as follows :

Ottownmaz = Ctown (1 + 24 anyq) with :

otown horizontal fraction of town

H building height

L building caracteristic width

aypq fraction of buildings in artificial areas (only)

f 1
¥

cr'tl:l"-’:"'.t'l.

1

Upa

Figure 6.6:town parameters in MNH (modgr_field) to increase fraction of town

6.4 Dry deposition of aerosols

Brownian diffusivity and sedimentation velocity

Dry deposition and sedimentation of aerosols are driverméyBrownian diffusivity:

kT
Dy=|—— 14
p (67Tme',«’l”p> CC (6 )
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and by the gravitational velocity:

29 ( Ppi\ 2
Vo= (G0 (222) 2) 619

wherek is the Bolzmann constant; the ambient temperature, the air kinematic velocityp,;- the air
density, g the gravitational acceleratiop,, ; the aerosol density of modge andC, = 1 + 1.246% the

gliding coefficient. These expressions need to be averagdied'” moment and modeas:

1

X =
My, ;

/7 Xrl;ni(ln rp)d(Inry) (6.16)
whereX represents eitheb,, or v,. After integration, we obtain for Brownian diffusivity:

. . -2k +1 —4k +4
Dy, =Dy, . [exp (TJr In? agy,») + 1.246 K ng exp (TJr In? agyi)] (6.17)

with Dy, = (5l )

67”/paing,i
and for gravitational velocity:

+4

; ; 4k 2k +4
Vp, =V, [exp ( In? agyi> + 1.246 K'ng exp ( ;_ In? 0'9,2‘):| (6.18)

; 7 _ [ 29Ppi p2
with Vgpw. - (gypair ngi)

Dry deposition

According to Seinfeld and Pandis (1997) and using the ssist concept of Wesely (1989), aerosol dry
deposition velocity for th&** moment and modeis:

Oay, ; = (Ta + Tay,, + Taf‘dk,iVAgpkﬁi)_l + VAgpkﬂ. (6.19)

where surface resistanég, , is given by

*

N 2 -1
Py, = (56273/3 n 1073/Stk,i) (1 + 0.24%) u*] (6.20)

Schmidt and Stokes number are respectively equakig = v/D,, , andSty; = (u?/gv)i,, ,. One can
observe that the friction velocity, and the convective velocity, depend on meteorological and surface
conditions.

6.5 Biogenic VOC fluxes

Biogenic fluxes are parameterize on-line in the surfex coBer a model grid-cell, biogenic fluxes of
isoprene and monoterpenes are calculated according tdabsical Guenthers approach (Guenteeal.
(1994, 1995)), using the general formulation :

Fe" =" v, X.EP, , X.ECF,,, (6.21)
N

Where Fxcell (in g.m-2.h-1) is the grid-cell averaged biagdluxes in which x refers either to isoprene
or monoterpenesy, represents the surface fractions occupied by N sub-grittiagnecosystems (forests,
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shrublands, crops, etc). The related emission potenfi&l, ,,, (in ug.m—2.h~1), accounts for the emis-
sion capacity of the underlying nth ecosystem under fixeghatiic conditions. According to Guenthers
approach, EPiso is standardized to a surface vegetatigpetamnre Ts of 303 K and a photosynthetically
active radiation (par) of 1000E.m~2.s~!, whereas EPmono is generally standardized only for Ts =303 K
The temporal evolution of fluxes is given by environmentairection factors ECFx,n calculated from the
canopy micro-climates of the N underlying ecosystems. Tdnisiulation assumes a simple homogeneous
vertical leaf distribution in ecosystem canopies. OvemnEea emission potential have been pre calculated
by GIS treatment of land cover data base (Corine Land Cof@gst composition data for the main tree
species (Inventaire forestier national) and species @mnigactors collected in the literature. The resulting
emission potential maps are given at a resolution of 2km amthan interpolated on the MNH grid (during
the prepPGD). The environmental correction factor, whictoants for radiation and vegetation tempera-
ture variation effects on emissions is calculated usingstitéace energy budget (calculated by ISBA) and a
simple in canopy radiation transfer scheme (similar as I288) for each of the ecosystem (Forest, shrub-
lands, etc) contained in the model grid cells (cf PATCH apph). More details on the method can be found
in Solmonet al. (2004).
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Chapter 7

Introduction

Ecoclimap is a global database of land surface parametdr&iat resolution. It is intented to be used to
initialize the soil-vegetation-atmosphere transfer sobe (SVATS) in meteorological and climate models.
A first version was developed in 2003 (Massztral. (2003)). A second version was developed in 2008 on
Europe and is implemented into Surfex. Ecoclimap is desidoesatisfy both the Surfex "tile” approach:
each grid box is made of four adjacent surfaces for naturel {Ndtban areas (TWN), sea or ocean (SEA)
and lake (WAT), and the Isba "vegetation types” structuse (@b. 7.1).

ISBA vegetation type (vegtype)| abbreviation
bare soil NO
bare rock ROCK
permanent snow SNOW
deciduous broadleaved TREE
needleleaved CONI
evergreen broadleaved EVER
C3 crops C3

C4 crops c4
irrigated crops IRR
temperate grassland GRAS
tropical grassland TROG
wetlands, parks and gardens | PARK

Table 7.1: The 12 ISBA vegetation types

It consists first of a global land cover map at 1/120°resofutihat is directly read by Surfex. This map
proposes a set of classes (or covers) which represent howage ecosystems. Secondly, Surfex interprets
these covers in terms of tiles and vegetation types. Larfdciparameters (see tab. 7.2 and tab. 7.3 for
the list of parameters) depend on tiles, vegetation typesoancovers for some of them. A mechanism
of aggregation is used to compute the surface parameteesabtr grid point, according to the horizontal
resolution, by combining land covers defined over the 4 ted represented by a fraction of the 12
vegetation types (table 7.1) obtained from the 1km reswiutnd cover map.

In the first version of Ecoclimap, two hundred and fifteen gste&ms were obtained by combining existing
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land cover and climate maps, in addition to using Advancey Y8gh Resolution Radiometer (AVHRR)
satellite data. Then, all surface parameters were derweddch of these ecosystems using lookup tables
with the annual cycle of the leaf area index (LAI) being coaisied by the AVHRR information. The
second version uses more recent existing land cover mapsdvier, ecosystems are now built through an
automatic classification process applied on normalizddrgifice vegetation index (NDVI) seven-years time
series from SPOT/VEGETATION satellite data, more predssatAVHRR. Existing land cover maps give
starting classes which are split in clusters by the clasgifio process. Then, surface parameters are still
derived using lookup tables but the annual cycle of the LAst from MODIS satellite data. It's possible
to run Surfex with LAl values averaged on available yearoatioose one particular year.
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surface parameter abbreviation associated tile
leaf area index LAI nature (monthly)
height of trees HT nature

first soil depth DG1 nature

root depth ROOT.DEPTH/ DG2 nature

total soil depth GROUNDDEPTH/DG3| nature

town roughness length Z0_TOWN town

albedo of roofs, ALB _ROOF, town

roads, ALB_ROAD,

walls ALB _WALL

emissivity of roofs, EMIS_ROOF, town

roads, EMIS_ROAD,

walls EMIS_WALL

heat capacity of roofs, HC_ROOF*3, town

roads, HC_ROAD*3,

walls (*3 layers) HC_WALL*3

thermal conductivity of roofs, TC_ROOF*3, town

roads, TC_ROAD*3,

walls (*3 layers) TC_WALL*3

width of roofs, D_ROOF*3, town

roads, D_ROAD*3,

walls (*3 layers) D_WALL*3

buildings height BLD_HEIGHT town

building shape WALL O_HOR town

building fraction BLD town

canyons shape CAN_HW_RATIO town
anthropogenic sensible heat fluxes town

due to traffic, H_TRAFIC,

due to factory H_INDUSTRY

anthropogenic latent heat fluxes town

due to traffic, LE_TRAFIC,

due to factory LE_INDUSTRY

seeding date SEED nature
reaping date REAP nature

water supply quantity WATSUP nature

flag for irrigation IRRIG nature
vegetation fraction VEG nature (monthly)
dynamical vegetation Z0 nature (monthly)
roughness length

emissivity EMIS nature (monthly)
ratio of z0 for momentum and heatZ0_O_Z0H nature

Table 7.2: Surface parameters given by Ecoclimap (1/2)
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surface parameter abbreviation associated tile
near infrared albedo ALBNIR _VEG nature
visible albedo ALBVIS VEG nature

UV albedo ALBUV VEG nature
minimum stomatal resistance RSMIN nature
coefficient for the calculation GAMMA nature

of the surface stomatal resistance

coefficient for maximum water interception WRMAX _CF nature
storage on capacity on the vegetation

maximum solar radiation usable in photosynthesRGL nature
vegetation thermal intertia coefficient CVv nature
mesophyll conductance GMES, GMESST nature (AGS)
ecosystem respiration parameter RE25 nature (AGS)
cuticular conductance GC, GCST nature (AGS)
critical normalized soil water F2I nature (AGS)

content for stress parameterisation

ratio d(biomass)/d(LAl)

BSLAI, BSLAI_ST

nature (AGS)

maximum air saturation deficit
tolerated by vegetation

DMAX, DMAX _ST

nature (AGS)

vegetation response type to water
stress (true: defensive false: offensive)

STRESS

nature (AGS)

e-folding time for senescence

SEFOLD, SEFOLDST

nature (AGS)

minimum LAl

LAIMIN

nature (AGS)

leaf area ratio sensitivity CENITRO nature (AGS)
to nitrogen concentration

lethal minimum value of CF.NITRO nature (AGS)
leaf area ratio

nitrogen concentration CNA_NITRO nature (AGS)

of active biomass

root extinction ROOTEXTINCTION | nature
ponderation coefficient between ROOT_LIN nature
root fractions formulations

coefficient for SO2 deposition SOILRC.S0O2 nature
coefficient for O3 deposition SOILRCO3 nature
cumulative root fraction CUM_ROOTFRAC nature
biomass/LAI ratio from nitrogen BSL_INIT _NITRO nature

declin theory

Table 7.3: Surface parameters given by Ecoclimap (2/2)
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Chapter 8

Ecoclimap characteristics

8.1 Surface parameters definition

Parameters listed in tab. 7.2 and 7.3 are initialized:

by cover and vegetation types for LAI, HT, DG (3 layers), SEREAP, WATSUP, IRRIG. Indeed,
these parameters are not only a feature of a given vegetgperbut also of regional considerations;

* by vegetation type for other natural parameters. Theytare ¥iewed as depending on the vegetation
type only and not on the location;

* by cover for town parameters: the "town” tile is not subdedl in types like the "nature” tile.

Some of the natural parameters receive immediate valuesa$h®thers are calculated from some of the
former. Tab. 8.1 and tab. 8.2 give modes of obtaining of tharahparameters (lines), by vegetation type
(columns). Report to tab. 7.1 to get the meaning of abbiieviatof parameters names.

Tab 8.3 delivers values for urban parameters, by type o§clhges of Ecoclimap urban classes come from
the Corine Land Cover (CLC) classification that is considenethe two versions of Ecoclimap (see tab. 8.4
for the correspondence).

All these values and formulas date from Ecoclimap-l and c@iom previous studies. Part of them are
mentionned and detailed in Massenal. (2003), other can be found in literature.

8.2 Aggregation method

The aggregation of parameters assumes two aspects:
» the aggregation in "patchs” of several vegetation types;
* the geographic aggregation linked to the spatial reswiuti

Indeed, the Surfex user can choose to work with a number ofi2 fpatchs of vegetation types. Tab. 8.5
gives the combinations of vegetation types according tad¢tened number of patches: numbers associ-
ated to vegetation types (columns) correspond to patchsichwhey are attached, depending on the total
number of patches (lines and left column). The Surfex user eéhooses his own spatial resolution whose
maximum is this of Ecoclimap: 1/120°. When the chosen ré&wius coarser, parameters by grid point
take aggregated values from the 1-km ones.
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The common method for these two kinds of aggregation is ydiagar, apart from the fact that some par-
ticular averages are applied to several parameters (seéfor more details) : contributions of every

vegetation type to each gridpoint and each patch are weigind added, next the total value in one point
and one patch is brought back to the total number of contabst that is the total weight, providing the

wanted average value of the parameter. As seen in tab. 8ightweary with parameters, depending on the
surface on which they make sense.

8.3 Writing of parameters in a latex file

Distribution of classes among tiles and vegetation typlss, \&lues of surface parameters are described in
a tex file calledclasscoverdata.tex It can be compiled to get a ps or pdf file that recapitulatéshake
values in different arrays.

SURFEX V7.2 - Issue9? - 2012



CHAPTER 8. ECOCLIMAP CHARACTERISTICS 205

parameter NO ROCK SNOW | TREE CONI EVER
LAI from satellite data by cover and vegetation type

HT by cover and vegetation type

DG1 by cover and vegetation type

DG2 by cover and vegetation type

DG3 by cover and vegetation type

SEED by cover and vegetation type

REAP by cover and vegetation type

WATSUP by cover and vegetation type

IRRIG by cover and vegetation type

VEG 0. 0.95 \ 0.95 0.99
GREEN 0. MIN(1 — e 05*LAL 0.95) | 0.99
20 01 |1 0.01 | HT | HT HT
EMIS VEG*097+ (1-VEG)*0.94 | 1. VEG*097+ (1 - VEG)*0.94
Z0_O_ZOH 10.

ALBNIR _VEG 0.3 0.3 0.3 0.25 0.15 0.21
ALBVIS _VEG 0.1 0.1 0.1 0.05 0.05 0.05
ALBUV _VEG 0.06 0.06 0.06 0.525 0.0425 0.038
RSMIN 40. 40. 40. 150. 150. 250.
GAMMA 0. 0. 0. 0.04 0.04 0.04
WRMAXCF 0.2 0.2 0.2 0.1 0.1 0.1
RGL 100. 100. 100. 30. 30. 30.
CVv 2E75 | 2E75 2675 | 1E7S 1E—° 1E—°
GMES 0.02 0.02 0.02 0.001 0.001 0.001
GMESST 0.003 | 0.003 0.003 | 0.003 0.002 0.002
RE25 3E~7 | 3BT 37 | 3BT BT 3BT
GC 0.00025| 0.00025 0.00025| 0.00015 0. 0.00015
GC.ST 0.00015| 0.00015 0.00015| 0.00015 0. 0.00015
F2I 0.3 0.3 0.3 0.3 0.3 0.3
BSLAI 0.36 0.36 0.36 0.25 0.25 0.25
BSLAI_ST 0.08 0.08 0.08 0.125 0.50 0.25
DMAX 0.1 0.1 0.1 0.1 0.1 0.1
DMAX _ST 0.05 0.05 0.05 0.109 0.124 0.124
STRESS 1. 1. 1. 0. 1. 0.
SEFOLD 90.*XDAY 365.*XDAY
SEFOLDST 150.*XDAY 230*XDAY 365.*XDAY
LAIMIN 0.3 0.3 0.3 0.3 1. 1.
CENITRO 7.68 7.68 7.68 4.83 4.85 4.83
CF.NITRO -4.33 -4.33 -4.33 2.53 -0.24 2.53
CNA_NITRO 1.3 1.3 1.3 2. 2.8 2.5
ROOTEXTINCTION | 0.961 | 0.961 0.961 | 0.966 0.943 0.962
ROOT.LIN 0.05 0.05 0.05 0.05 0.05 0.05
SOILRC.SO2 1000. 400. 100. 500. 500. 200.
SOILRCO3 400. 200. 3500. 200. 200. 500.
CUM_ROOT.FRAC ROOT_LIN  MIN(£%,1.) + (1 — ROOT_LIN) » S=HO0TEX L
BSL_INIT _NITRO SURREKGH ViR Oyt NITRO + CF_NITRO)

Table 8.1: Lookup tables for Ecoclimap natural parametgrsiegetation type (1/2)
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parameter C3 c4 IRR GRAS | TROG | PARK
LAI from satellite data by cover and vegetation type

HT by cover and vegetation type

DG1 by cover and vegetation type

DG2 by cover and vegetation type

DG3 by cover and vegetation type

SEED by cover and vegetation type

REAP by cover and vegetation type

WATSUP by cover and vegetation type

IRRIG by cover and vegetation type

VEG 1 — g 00:LAI 095 [095 [0.95
GREEN 1 — e 06+LAI MIN(1 — e~ 06+LAT (), 95)
Z0 MIN (L., etFAT=33)/13) | NN (2.5, e(LAT=3-5)/13) LAI/6

EMIS VEG %0.97 + (1 — VEG) % 0.94

Z0_O_ZOH 10.

ALBNIR _VEG 0.3 0.3 0.3 0.3 0.3 0.3
ALBVIS _VEG 0.1 0.1 0.1 0.1 0.1 0.1
ALBUV _VEG 0.06 0.06 0.045 0.08 0.125 | 0.045
RSMIN 40. 120. 40. 40. 120. 40.
GAMMA 0. 0. 0. 0. 0. 0.
WRMAXCF 0.2 0.2 0.2 0.2 0.2 0.2
RGL 100. 100. 100. 100. 100. 100.
CVv 2E° 2E75 | 2E75 2E75 | 2E75 | 2E7°
GMES 0.003 0.003 | 0.003 0.02 0.02 0.02
GMESST 0.001 0.009 | 0.009 0.001 | 0.006 | 0.006
RE25 3BT 25677 | 3BT 3B~ | 3BT | 3ET
GC 0.00025 0.00025| 0.00025 0.00025| 0.00025| 0.00025
GC.ST 0.00025 0.00015| 0.00015 0.00025| 0.00015| 0.00025
F2I 0.3 0.3 0.3 0.3 0.3 0.3
BSLAI 0.06 0.06 0.06 0.36 0.36 0.36
BSLAI_ST 0.06 0.06 0.06 0.08 0.08 0.08
DMAX 0.1 0.1 0.1 0.1 0.1 0.1
DMAX ST 0.05 0.033 | 0.033 0.05 0.052 0.05
STRESS 1. 0. 1. 0. 0. 0.
SEFOLD 60.*XDAY 90.*XDAY
SEFOLDST 150.*XDAY

LAIMIN 0.3 0.3 0.3 0.3 0.3 0.3
CENITRO 3.79 7.68 7.68 5.56 7.68 5.56
CF.NITRO 90.84 -4.33 -4.33 6.73 -4.33 6.73
CNA_NITRO 1.3 1.9 1.9 1.3 1.3 1.3
ROOT.EXTINCTION | 0.961 0.972 0.961 0.943 | 0.972 0.943
ROOT.LIN 0.05 0.05 0.05 0.05 0.5 0.5
SOILRC.SO2 150. 150. 0.001 350. 350. 100.
SOILRCO3 150. 150. 1000. 200. 200. 700.

CUM_ROOT.FRAC

ROOT_LIN x« MIN(5%,1.) + (1 — ROOT_LIN) =

(1I—_ROOT_EXT.)

G*100.

(1_ROOT_EXT.)DG2+100.

BSL_INIT_NITRO

SUREESCH I Eddep (Aot N ITRO + CF_NITRO)

Table 8.2: Lookup tables for Ecoclimap natural parametersiegetation type (2/2)
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parameter 151 152 | 155 | 156 | 157 | 158 | 159 | 160 | 161
ALB_ROOF 0.15

ALB_ROAD 0.25

ALB WALL 0.08

EMIS_ROOF 0.90

EMIS_ROAD 0.94

EMIS_WALL 0.85

HC_ROOF(1) 2.11E6

HC_ROOF(2) 0.28 6

HC_ROOF(3) 0.29E6

HC_ROAD(1) 1.94E5

HC_ROAD(2) 1.28E5

HC_ROAD(3) 1.28E6

HC_WALL(1) 1.55E6

HC_WALL(2) 1.55E6

HC_WALL(3) 0.29E°

TC_ROOF(1) 1.51

TC_ROOF(2) 0.08

TC_ROOF(3) 0.05

TC_ROAD(1) 0.7454

TC_ROAD(2) 0.2513

TC_ROAD(3) 0.2513

TC_WALL(1) 0.9338

TC_WALL(2) 0.9338

TC_WALL(3) 0.05

D_ROOF(1) 0.05

D_ROOF(2) 0.4

D_ROOF(3) 0.1

D_ROAD(1) 0.05

D_ROAD(2) 0.1

D_ROAD(3) 1.

D_WALL(1) 0.02

D_WALL(2) 0.125

D_WALL(3) 0.05

ZO_.TOWN 3. |1 |2 |05|2 |0.01/01]05]1
BLD_HEIGHT [ 30. |10. [20. 5. |20.|10. |5 |5. |10.
WALL OHOR |1. (05|05 |05 (1. |05 |05 |05 |1
BLD 05(05|05 (01|05 |01 |[01[01]|05
CAN_HW_RATIO 0.5 x WALLOHOR

H_TRAFIC 20 |10. | 10. | 30. [ 10. [10. | 0. |O. |O.
H_INDUSTRY 10. | 5. [20.]0. |20.|0. [O. [O. |O.
LE_TRAFIC 0. |0. |O0. |O. [0. |0O. |0 [O. |oO.
LEJINDUSTRY [0. |0O0. (0. [O0. [0. |[O0. [O. |O. |[O.

Table 8.3: Lookup tables for Ecoclimap urban parametergobver
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cover name cover(s) number(s)
dense urban 151

suburban 152,153,154,7
industries and commercial areas 155

road and rail networks 156

port facilities 157

airport 158

mineral extraction and construction site459

urban parks 160

sport facilities 161

Table 8.4: Ecoclimap covers numbers for urban classes

patchs | NO | ROCK | SNOW | TREE | CONI | EVER | C3 | C4 | IRR | GRAS | TROG | PARK
1 1 1 1 1 1 1 1 |1 |1 1 1 1
2 1 1 1 2 2 2 1 |1 |1 1 1 1
3 1 1 1 2 2 2 3 |3 |3 3 3 3
4 1 1 1 2 2 2 3 |3 |3 4 4 4
5 1 1 1 2 2 2 3 |3 |4 5 5 4
6 1 1 1 2 2 2 3 |3 |4 5 5 6
7 1 1 2 3 3 3 4 |4 |5 6 6 7
8 1 1 2 3 3 3 4 |5 |6 7 7 8
9 1 1 2 3 4 3 5 |6 |7 8 8 9
10 1 1 2 3 4 5 6 |7 |8 9 9 10
11 1 2 3 4 5 6 7 18 |9 10 10 11
12 1 2 3 4 5 6 7 |8 |9 10 11 12

Table 8.5: Combinations of vegetation types accordingéa¢tained number of patchs in Surfex

averaging type | name added element averaging affected parameters
ARI arithmetic| X ¥/T every but...
INV inverse 1./X r/s RSMIN, CV, HC_ROOF,
HC_ROAD, HC WALL
CDN inverse of | 1./LN(DZ/X)? DZxe VI/* | 70, Z0.TOWN
square with DZ height of the
logarithm | first model mass level if
available and 20m otherwise
MAJ dominant | no addition: the most none SEED, REAP
date frequently occurrent
date is selected

Table 8.6: Averaging types and associated parameters icliEbap. X is a single value of the parameter to
averagey. represents the total of the added weighted elemé&htepresents the total weight of the added
weighted elements.
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* (1.-fraction of building BLD)

type of weight | name value associated parameters
ALL all 1. fractions of tiles
NAT, TWN,SEA ,WAT
NAT nature fraction of tile "nature” fractions of vegtypes,
(* fraction of added vegtype) VEG, Z0, Z0O_Z0H, EMIS,
DG, CUM_ROOT.FRAC, RE25
TRE tree fraction of tile "nature” HT, DMAX_ST, DMAX
* (either) fraction of vegtype TREE
*(or) fraction of vegtype CONI
*(or) fraction of vegtype EVER
(non-zero only for trees vegtypes)
LAI LAl fraction of tile "nature” RSMIN
* fraction of added vegtype
* associated LAl value
VEG fraction of | fraction of tile "nature” all remaining
vegetation| * fraction of added vegtype natural parameters
* associated VEG value
TWN town fraction of tile "town” every town parameter but...
BLD building fraction of tile "town” ALB _ROOF, EMISROOF, HCROOF,
* fraction of building BLD TC_ROOF, DROOF, ALB.WALL,
EMIS.WALL, HC WALL, TC _WALL,
D_WALL, WALL .O_HOR
STR street fraction of tile "town” ALB_ROAD, EMIS.ROAD,

HC_ROAD, TC_ROAD,
D_ROAD

Table 8.7: Weighting functions and associated parameteEscoclimap. Parenthesis indications in the
"value” column refer to what happens in case of calculatiefireéd by patch, ie for all natural parameters

but neither for the fractions of tiles and vegetation typesfor the town parameters.
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Chapter 9

Ecoclimap-II realization

Ecoclimap-Il has been developed on a European field. Itsdiare 11W and 62E in longitude and 25N and
75N in latitude.

9.1 The Ecoclimap-Il map

9.1.1 The initial map

Existing land cover maps taken into account in this devekarare:
« Global Land Cover 2000 (GLC200%)
« Corine Land Cover 2000 (CLC2060)

GLC2000 was built from daily SPOT/VEGETATION satellite ddor year 2000 (dataset VEGAZ2000). The
spatial resolution is 1/112° (corresponding~@.1km) and the projection is latlon. Several regional maps
and a global map of 23 classes exist. The latter global magkentas a basis and classes from available
regional maps are added when relevant.

Then, CLC2000 covers only a part of the domain (politicaldp&) and includes 44 classes. It was realized
by photo-interpretation of SPOT and LANDSAT satellite ireag The projection is Lambert’s azimuthal
equivalent and the resolution is 100m. In order to fit EcoafynCorine data are reprojected and brought
back to the same resolution. In these conditions, the Catas number attributed to the pixel at 1-km
resolution is this of the most numerous class into the pix&s. decided to introduce majority classes at
more than 70% in the map under construction. It happens B4t & Corine pixels are kept by this way.
So-obtained Corine pixels have priority on GLC informatioecause their contents is better known and
supposed to characterize more homogeneous ecosystems.

The resulting map comprises classes from several origidgpatentially complementary: their headings
and geographic distribution give indications to melt sorhéhem. After a couple of such combinations,
a 76-covers map (calle@76 from now on) is finally obtained on the considered area. Thig 1is the
reference used for the further classification processthtis a mix of GLC2000 and CLC2000.

http:/www-gvm.jrc.it/glc2000
2http:/lwww.ifen.fr, http://www.eea.eu.int
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Figure 9.1: Example of NDVI profiles: rough (dotted), maskddshed), smoothed (solid). (A technical
error led to NDVI values overestimated of 0.09 but it has npaet on classification which is relative).

9.1.2 NDVI satellite data

NDVI is deduced from B2 (red) and B3 (near infrared) sateltibrmalized reflectances (ratios of the re-
flected over the incoming radiation in each spectral banchraling to the formula:

B3 — B2

NDVI = ——— 1

B3 + B2 (1)
This rate usually ranges from 0 to 1. Negative values inditia¢ presence of snow. Works have shown
a correlation between NDVI values and the vegetation plyotbssis activity. The LAl and NDVI annual
cycles are supposed to be correlated. In Ecoclimap-l, LAfiles by cover were obtained from NDVI
through the formula:

NDVI(t) — NDV I
*
NDVIyaw — NDV i

LAI(t) = LAILyip + (LAILnge — LAy (2)

LAIL,;, and LAI,,., being set from in-situ measurements or empirically follogviSBA simulations.
Then, LAI profiles by vegetation types (inside covers) arduted from these LAI by cover thanks to
simple rules, mostly by changing extreme values of the cytlél,,;, and LAI,,,.) depending on the
vegetation height in the formula (2), sometimes looking fmre” near "mixte” covers and giving "pure”
LAI to vegetation types in mixte covers. Note that for the NNIDCK and SNOW vegetation types LAl
profiles are equal to zero.

In Ecoclimap-1l, NDVI satellite data come from SPOT/VEGHET®NS. They are decadal, at true 1-km

resolution, that is to say that, contrary to AVHRR, one pbighal is theorically not contaminated by pixels
around. Data range from 1999, january to 2005, december.

They are delivered with a mask encoded on 8 bits: 2 bits reptdle situations: clear sky, shadow, uncer-
tain, cloud; 1 bit for snow and ice, 1 bit for the land sea masid the 4 last bits for the quality of the 4

3http://free.vgt.vito.be/, http://www.spot.vegetaticom
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satellite radiometric bands. This mask is applied in ordeteep clear sky pixels for which the quality of
bands B2 (red) and B3 (near infrared) is good. The landisea/slistinction is set by to the classification.
The plots of NDVI mean profiles for the covers of the C76 mamstiat data, even if cleared from aberrant
values by the mask, remain noisy. That's why a smoothingabzed at the upper envelope of the rough
curve because highest values are supposed better becenssplaéric parameters (clouds, water vapor,
aerosols) are likely to attenuate the signal reflected ta#bellite. Anyway the work on NDVI time series
is relative and the exact NDVI values don't matter. The sthimgt is based on a 4-degree polynomial. The
figure 9.1 shows effects of the mask and smoothing on the mB&&fi signal for a given class. The distance
between the rough and the smoothed curves is relative tonés): the smoothing is done pixel by pixel,
filtering out low values entering the mean in the rough case.

9.1.3 The automatic classification process

The classification algorithm k-means It consists in reading the NDVI profiles of all pixels of onass,
then of gathering closest profiles according to the Euclidisstance. Initial center-profiles of clusters are
randomly defined and successive iterations are performach pixel is linked to the most like-looking
center-profile; centers of clusters are recalculated;lpiaxee linked to the most like-looking center-profile
again, and so on. It’s thus necessary to fix from the begintiiaghumber of wished clusters by class.

A first map is realized by setting high numbers of clusterslbgses, then looking at NDVI profiles and ge-
ographic positions of the clusters, and setting new lowenlmrs of clusters, until a satisfying classification
is obtained. This first map comprises 464 classes and isicadlé4.

However, for practical purposes, this method poses seperblems:

* When each class of C76 is split into several clusters, tta¢ tmmber of classes increases very fast,
rendering reading, interpretation and processing hard;

* it boils down to consider initial classes as frozen and s&pd each from one another, what can prove
false, notably with various initial maps;

« the continuity of analysis is compromised and the qualftiNbVI as classification criterion is hard
to evaluate. Moreover, numbers of clusters have no optibbding arbitrarily posed.

Owing to all these reasons, NDVI is no longer used as a secputissification criterion: it's admitted that
it can rival the initial C76 classes boundaries. Moreovaeé quantities are now taken into account during
the NDVI classification:

« the Euclidian distance between profiles (still);
* the correlation between profiles, focusing on the shapesafiles;

* a criterion mixing the two precedent ‘.‘C“dm? distance - o\jtlining the shapes of profiles without ne-
correlation
glecting the distance between them.

The principle is to gather profiles using a threshold for ong¢he other of the latter criterions. Other
conditions come then into the picture:

* the size of classes: for example, the threshold is loogesrf@ller classes, in order not to encourage
the formation of low pixels number classes;

» the NDVI maximum: as NDVI is the expression of vegetatiotivéty, it's not relevant with low-
vegetated areas, also low NDVI maximum areas;
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* the cover type: water, town and bare soil pixels can’'t bémdjsished through the NDVI, they have

to conform the initial nomenclature.

Lastly, comparisons are conducted:

» between profiles of clusters and classes they come frorheitluster is closer to another class than

the one it comes from, it can be linked to the former class;

» families of classes are formed, then splited in a numbedusters equal to the number of classes

constituing them, through the automatic classificationus@rs obtained by this totally automatic
means are compared to initial classes, in order to verifydbastness of the first method through it
consistency with the second one.

At each step, the geographic position, the contents of@&taascording to the initial nomenclature, NDVI
profiles and standard deviations are observed. These mperailow a better approach of the NDVI time
series, adapting to the different types of covers and emguriore mixing and flexibility than if initial
boudaries between classes were perfectly respected amel strict k-means method was applied. At this
point, the map under construction comprises 257 classes aatledC257.

9.1.4 To the resulting map

Several means are added to complete the new map realization:

e C257 is compared with the map realized by purely respedtiegclasses boundaries, C464. Ev-

ery class of each map is splited into 5 clusters through thenaatic classification. The distance,

the correlation and the standard deviation between eastecland its mother-class are calculated.
Maximum, minimum and median of these quantities are contpmeC257 and C464. Results are

equivalent whereas the total numbers of classes cleanybe&ween the two maps.

C257 is compared to C76. C76 covers are grouped into 14 gietypes, close to ISBA vegetation
types. Then, each C257 class is divided in its contributiorthe latter 14 types. Associated NDVI
profiles are plotted; geographic distribution of so-olediclusters is also examined. These operations
aim at verifying that mixing of initial classes produce cistent and acceptable results.

First, given the high resemblance of NDVI profiles of somesigs, pixels from a class corresponding
to a type (among the 14) that is neither its first nor its seqmedailing are moved to a class where
the considered type prevails, provided that the resemelaetveen the two classes is sufficient (on
NDVI profiles). The_distance  criterion is used with a threshold: the moving occurs if thigedion

is lower than 1., provided that the correlation is positiae aigher than 0.9. This operation allows to
considerably reduce the distance between C76 and C257is t&rnomenclature. It's also verified
that geographically gathered parts of land are not cortitagi Results are satisfying. Lastly, on a
case by case basis, couple of last reshapings are done. BYen@p becomes at this poiGR71

(with 271 classes).

NDVI profiles are plotted for only part of the pixels of class They are plotted for french pixels
and on several specialized classes coming from CLC200Cyands, orchards, rice fields, olive
groves. The goal is to check that those pixels, often mettdarger classes, haven't a very particular
behaviour that would have been flooded during the classditatThis process leads to add still 2
classes of vineyards. The final resulting map comprises Ri&3e&s and is called273
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Figure 9.2: Ecoclimap-Il C273 map on Europe (one color bggjldlatlon projection)

To conclude, the Ecoclimap-Il map comprises 273 classesfige9.2 for an illustration). The classification
process combines both an automatic k-means algorithm onlN®Xén-years time series from SPOT/VGT
and a more or less leaning constraint provided by an initegb iouilt from existing land cover maps that are
CLC2000 and GLC2000. The nomenclature of this map servesrimain the automatic classification and
avoid the emergence of incoherent classes.

Note also that the use of seven-years time series data indlgethe inter-annual variability is taken into
account during the classification process.

9.1.5 Short description of covers

To summarize, it can be said that:

« Distribution of forests over the domain is quite linear gmdgressive, either on the geographic or on
the NDVI profiles sides. The evolution follows a north-eassbuth-west axis.

» Crops are very regionalized, in areas with well-markedimmes; they doesn’t seem to follow a strictly
natural logic. Indeed, the human intervention plays a rotdtfese kinds of covers.

« Distribution of shrubs and meadows is intermediate betverests and crops.

e Concerning bare land, snow, inland water and urban areaslting classes are very close to those
of the initial map C76. Indeed, the NDVI classification doesiiow to discriminate such types of
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covers. However, the analysis of NDVI profiles is efficiens&parate pure pixels from mixed ones,
and to classify areas functions of the vegetation part oeohienes. Nevertheless, maintaining such
distinctions generates a very important amount of clasBeat’s why only few of these nuances are
really integrated in C273, much with bare land and snow,gu#tle with inland water, not at all with
urban areas. It could be interesting in the future to studyréhevance of such distinctions.

Generally, ecosystems are rather homogeneous on large iarde north continental, and very mixed in
the mediterranean perimeter.

For practical purposes, it can be noted that classes arearechirom 301 to 573; sea and oceans present in
the European domain take the number 1 from Ecoclimap-I.

9.2 Translation of covers in tiles and vegetation types

The next step is to define every new cover as a linear combimafithe 4 tiles (types of surface) and the 12
vegetation types (inside the "nature” tile). The availaterces are following:

 (a) Nomenclatures at 1-km resolution from CLC2000, GLG2@@orld, Europe, North Eurasia, Asia,
Africa), Ecoclimap-I, C76 (initial map for the classificati, see 9.1.1);

 (a)’ The nomenclature at 100m resolution from CLC2000;

» (b) Agricultural statistics from Agreste on France, exgsed in hectares, available department by
department, since 1989. They comprise details about thes typcrops;

* (c) a global map about the distribution of C4 vegetationl-diegree resolution, provided within the
framework of ISLSCP2 and dating from 2003;

* (d) estimates of farm produce by european state, from tt@; FA

* (e) data on the maize production by european country in 28@lable on website Maisadour, in
thousands of hectares.

The method is then the following:

 (a) each Ecoclimap-Il cover is broken up among classes mdidered other maps. Percentages of
representation of the second in the first are listed and &dedcto the titles of the corresponding
nomenclatures. The total percentage of the Ecoclimapvércim the considered map is indicated (in
the case of Corine and GLC regional tiles, only a part of theaia is concerned).

* (b) For AGRESTE, department by department, quantitieowddts, meadows, C3 crops, C4 crops,
permanent crops and other types of covers are calculatdges/are averaged on the 1999-2006 spell
of time. Resulting curves are plotted and overlain with tsogiated Ecoclimap-II curves, functions
of the way of repartition of the covers in the 12 vegetatiquety

* (c) The Ecoclimap-l1l C4 map is resampled at 1-degree résolun order to compare with the
ISLSCP2 map.

* (d) (e) The FAO and Maisadour estimates haven't been #gglget.
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If the class is included in the CORINE area at more than 508CORINE 100-m information is favoured,
instead of 1-km nomenclatures. Amounts of C4, C3, meadowssts, permanent crops are calibrated
thanks to the AGRESTE curves, for well-represented clagsdsance. The ISLSCP2 map allows to give
an idea about the C4 distribution outside France. Note tlgaegte provides informations on irrigated
surfaces that haven’t been exploited yet.

9.3 Initialization of LAI profiles and other parameters

In Ecoclimap, as seen in tab. 8.1 and tab. 8.2, several pteesrage initialized at the cover level.

9.3.1 Initialization of heights of trees, ground depths, irigation and town parameters

First of them, heights of trees are set by using Ecoclimaghlias and the compositions of Ecoclimap-II
covers into other nomenclatures (GLC, CLC, Ecoclimap-fn€erning shrubs classes, a distinction is done
between meadows and low-level trees.

Then, the ground depths are set by using exclusively theliatag-1 information, the only available.

These two last parameters would gain by benefiting from atberces of information.

Then, the vegetation type "irrigated crops” is arbitradnsidered as composed of C4 crops only. In Surfex,
the modelling of irrigation passes by four parameters (of ¥2): SEED, REAP, WATSUP and IRRIG. In
Ecoclimap-I, by default these variables take constantegthat are respectively: 10/05, 01/08, 30 and 1. In
Ecoclimap-Il, these default values are kept and defined @s as the "irrigated crops” fraction is not null.

It would be worth leaning on these values and precise thewrdicg to the classes.

Lastly, town parameters don’t change in Ecoclimap-Il. Hiooap urban classes are the same in the two
versions and come directly from the CLC nomenclature.

9.3.2 Initialization of LAI

The LAI (Leaf Area Index) is defined as the ratio of total uplearf (or needle) surface of vegetation divided
by the surface area of the land on which the vegetation grotws.effective LAl seen by the satellite is not
the same as the in-situ LAl used by ISBA: the latter is meakorethe whole thickness of the vegetation
whereas the satellite sees only the top of canopy and detheksl by more or less performing algorithms.
It notably often causes saturations for high LAI.

LAI by cover

Two satellite LAl have been examined for Ecoclimap-1I: CYGRES (SPOT/VEGETATION) and MODIS.
Algorithms leading from the satellite bands to the LAl arenpbex. Land cover maps are included, and
the 7 satellite bands (in the case of SPOT) are used. CYCLQ@RESrange from 2000, January to 2004,
December; MODIS data from 2000, March to 2006, December.oAthe NDVI (see 9.1.2), a smoothing
by pixel at the upper envelop of the LAI profiles is perform&tis smoothing is debatable because it makes
average LAl values by class very higher than these of rough LA

MODIS LAI, CYCLOPES LAI and SPOT/VGT NDVI are plotted by caveo as to be compared. The
three products are quite correlated, but MODIS LAI valuesit® be higher on forests. Given that MODIS
LAI time series are longer and that higher values on forestsnsmore realistic, MODIS LAl are kept for
Ecoclimap-Il. Nonetheless, preconceptions relative éosimoothing could lead in the future to review this
LAI and its range of values in particular, all the more beeatests of smoothing with varying parameters
give clearly different results.
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Moreover, there is a mask with MODIS data that distinguishetsclassed data, built areas, wetlands and
marshes, permanent snow, ice and tundra, bare soil or sgegetation areas, inland water, missing data.
These masked values can be interpolated in the time sexidsded or replaced by zero during the smooth-
ing. It happens that missing data are very numerous at the®e2@00 and 2001, particularly for northern
and continental classes. That's why, finally, LAl times egrare kept only from 2002, January, in order not
to damage average on all years. It appears necessary togeptsked values because of snow, bare soil or
water by zero, since LAI are otherwise not realistic (whatden during the disaggregation coming next).
On the contrary, missing and not classed values are intggabin the limit of 4 successive decades, but
those which are not interpolated are ignored during theutation of means by cover (acceptable insofar as
they are not predominant).

Disaggregation of LAl by vegtype inside covers

fraction of vegetation type

vegtype | 90-100%| 80-90% | 70-80% | 60-70% | 50-60% | 40-50% | 30-40% | 20-30% | 10-20% | 0-10%
CONI 0 6 3 1 3 2 4 4 13 65
TREE |0 2 0 0 1 2 3 6 26 60
EVER | O 0 0 0 0 0 0 0 0 0
GRAS |0 1 4 2 7 10 14 16 17 29
TROG | 0 0 0 0 0 0 0 0 0 100
PARK | 9 2 0 0 2 0 2 0 3 83
C3 0 1 5 9 9 5 9 5 13 45
C4 0 0 1 1 0 1 0 0 2 95
IRR 0 3 5 3 0 2 3 2 2 81
SNOW | 50 0 0 0 0 0 0 0 0 50
NO 3 2 3 4 6 8 6 11 22 35
ROCK | 2 0 0 0 0 0 1 5 7 85
total 1 2 3 2 4 4 6 7 15 57

Table 9.1: Percentages of classes (calculated functiotieedbtal numbers of classes by vegetation type)
concerned by the fraction (columns) of each of the 12 veigetagpes (lines)

nb of vegtypes or tiles n

1 |2 |3 |4 |5 |6 |7

nb of classes (vegtypes

13 |6 | 19|44 45|72 | 44

23

nb de classes (tiles)

126194 53|10 |/ |/ |/

Table 9.2: Number of classes comprising n vegetation typesohd line) or n tiles (third line)

Remains to determine LAI by vegtype inside covers from LAldoyer. Given the complexity of classes in
terms of vegetation types composition (see tab. 9.1 an®tap.an automatic LAl disaggregation technique
is welcome. The principle of the applied method is the folluyy

» LAI 5-years profiles by cover are averaged in order to obifagnannual mean cycles.

* LAI from vegetation types NO, ROCK and SNOW are supposetland constant.
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* In each class, the main vegetation type is put apart. Fdrefsthe minority vegetation types, the LAI
profile the closest according to t@% criterion is searched, provided that it corresponds to a

class where this vegetation type is majority.

» The profile found is taken from the profile of the initial cdasveighted by its representation fraction
into the class.

» One all minority vegetation types of the classes are thosgssed, residual profiles of classes are
obtained. Divided by the inverse of the fraction of the mi&jovegetation type, they are admitted to
represent the pure majority profiles, in the classes.

» The whole operation is repeated, replacing initial clagsefiles by the previously obtained pure
profiles.

» A new set of pure profiles results, for majority vegetatigpes of classes. Plotting shows that the
three profiles, initial (mixte), pure (first extimate), pusecond estimate) differ not much from one
another.

 Lastly, 5-years LAI profiles are built by propagating theoeetween years and the average on the
obtained pure profiles.

This method presents two problems:

» The seeking of approached classes only relies on profildsnah on the geographic localisation.
Associations of classes coming from totally different diemareas are so expectable.

» The technique of subtracting the secondary profiles tockethe main profile might produce negative
LAI.

The first problem is corrected by introducing two climate s\épirs on Europe, Koeppe et de Lond on the
rest of the world). In the algorithm above, climate proxyrig now favoured with the seeking beginning
in the most represented climate area, next the second, @& .sdcond problem is solved by excluding a
profile if its subtraction give negative values of LAI. If noigble profile is found, this which gives the less
negative values is linearly transformed in order to keepesjust over zero.

This method presents the advantages that it relies only @A profiles of covers, and doesn'’t create
theoritical profiles. It's fast and supple (the longer steqa verify the spatial coherence of the origins
of majority and minority profiles) and can be reprocessedaisecof modifications of the distribution of

classes among the 12 vegetation types. It ensures to dyveegetation types profiles inside covers and
guarantees the exact reconstitution of LAl covers profildewever, it should be evaluated if the initial

approximation between the cover profile and the main veigetdaype profile doesn't produce too much

bias in the definition of supposed pure profiles. But befor&DMS LAI also need to be validated.

9.4 Study of the discontinuity at the limits of the domain

For practical purposes, if the work area overflows the Eowali-Il domain, C273 is completed at its edges
by Ecoclimap-I. First, north and major part of west of the @é@mthere is nearly only sea and ocean (apart
from in New-Zemble, but the snow class Ecoclimap-Il corgimithere in the snow class Ecoclimap-I). South
and a little west, the boundary is located in the Sahara ddserept from a possible discontinuity between
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bare rock and bare soil, and between very sparse vegetalatbsert areas, the impact is so minor. Remains
the East to study: from northern Russian tundra to Centril daserts, by Russian forests, it's about quite
homogeneous areas organized with latitude, what alrealttyttie discontinuity.

Classes, LAI by class and by vegetation type and vegetagioestfractions on both sides are compared.
Ecoclimap-Il classes generally continue in Ecoclimapalsskes. LAl and fractions are often different, but
these discrepancies are rarely enormous.

It's so chosen to begin tests with the straight discontynuithen, if the delimitation is too obvious, it will
be possible to contemplate a version with a smoothed (hifitet) delimitation.
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Validation elements for Ecoclimap-II

Validation aspects relate to three fields:

» Ecoclimap-Il new map has already been quite examined guhi@ processing, through comparisons
with other existing land cover maps (GLC, CLC, Ecoclimapdee 9.1.3 and 9.1.4). Other tests
could be performed, for example a comparison with GlobCavegiobal land cover map for the year
2005-2006 using ENVISAT MERIS fine resolution (300m) daeyeloped by ESA (European Spatial
Agency) and distributed by Medias-France.

» Vegetation types fractions have been set in the light aftarg land cover map nomenclatures. Other
comparisons have been realized with AGRESTE and ISLSCRitwate values, but also a posteriori
with Formosat on a square of 60km at the south-west of Toaldamnce. Formosat describes the land
cover, year by year, on this area; the resolution is 20m. fftaip is produced by the CESBYOThis
last comparison gives encouraging results but also rettealdifficulty of different sources to agree:
sources are sometimes contradictory, their charastenitshe geographic precision vary and are not
necessarily easy to compare. However, the progressivef nsare recent sources should allow to still
refine this definition. Concerning specialized vegetatigres thar are C4 crops, tropical grassland,
irrigated crops, a lack of homogeneity inside the coversdballow to get precise fractions. It could
be interesting to make a potential new map with covers byilintroducing entering informations
about such characteristics.

» Difficulties have been met to validate other parametetglided at the cover level: heights of trees,
ground depths, LAI profiles and irrigation parameters. &wjecomplete and reliable sources aren't
available. A prospect for the following is thus to find meahsalidating these quantites. Note again
that the organization by covers yields a constraint (esfigdor irrigation) whose reliance could also
be interrogated in the light of such new validating data.

Centre d’Etudes Spatiales de la BIOsphere (spatial stuthedfiosphere center)
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Conclusion

Ecoclimap-Il keeps the same general structure as Ecodlirbapseveral points have changed:

» The new covers relie on a k-means automatic classificatioogss and on recent existing land cover
maps (GLC2000, CLC2000);

» The vegetation types fractions and other cover-basednmess are consequently re-initialized, with
help from several information sources (AGRESTE, ISLSC®2dIcover maps nomenclatures);

» The LAl profiles by cover come from MODIS satellite data,ttzee smoothed pixel by pixel;

» The LAI profiles by vegetation type inside covers are bhibtgh an original automatic disaggrega-
tion process in which only LAI profiles by cover step in;

» LAI profiles are available for the average of 5 years (20026) or for each of these years.

Except from these discrepancies, other surface paranatetill likewise obtained. The geographic and

by patch aggregation also remains. Several comparisomsottier products have already been done but
Ecoclimap-Il now needs to be used in order to better qualifgrovements and wastes in relation with the

first version. Further evolution of the database is considiéinctions of users returns and of potential newly
available validation data.

Bibliography

[1] Valry Masson, Jean-Louis Champeaux, Fabrice Chauvimis@lle Meriguet, and Roselyne Lacaze. A
global database of land surface parameters at 1-km resolutimeteorological and climate models.
Clim., 16(9):1261-1282, 2003.

223



224

SURFEX V7.2 - Issue9? - 2012



Part Il

LAND SURFACE ANALYSIS

225






Chapter 12

Extended Kalman Filter
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12.1 Introduction

The present description is based on the offline version of FE)Rv4.8 that runs on PC. One assumes that
this version is currently running on your computer, if nbg first step is to install such version before trying
to use the LDAS scheme.

12.2 Source code - creation of the binary

The source code has been provided to you in a taiSWBFEX- EKF- SRC. t ar . You should untar the
directoriesVARASS| MandMYSRC under the directorf SURFEX_EXPORT/ sr c. Once it is done you will
have in the directorf/ARASSI Mthe following files :

e varassi m f 90 : main program that performs the various steps of the asstionl : definition of
initial perturbed states, reading of fields from SURFEX otgp writing of fields necessary for the
analysis, and finally the surface analysis.
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chol dc. f 90 : Cholesky decomposition (part I)

chol sl . f90: Cholesky decomposition (part II)

e inversematrix. f90: explicit computation of an inverse matrix after Choleslecdmposition.
* trans_chai ne. f 90 : Transformation of an integer into a character .

e get fil e_nane. f 90 : gets the name of files for the current assimilation window.

In order to compile these routines and to get an executddRASSI M the fileMakef i | e. SURFEX. mk
(provided in the tar file) contains the following sequencénstructions :

HHHHHHHH B R R HH AR AR PR R R R R R R R R R R

# Source VARASSI M #

HHHRHHHH B R RBHH B R RTHHRRRHHRT R REHHRH

DI RVARASS| M += VARASSI| M

i fdef DI RVARASSI M

DI RSOURCE += $( DI RVARASSI M

endi f

In the variablePROG.LI ST defining the various main programs to be generat$8RASSI Mhas been
added. You can then typeake in order to generate the LDAS executable, to be located irdifeetory
$SURFEX_EXPORT/ sr ¢/ exe (which is also where the other executableBGD, PREP and OFFLI NE
are).

12.3 The EKF scheme

The tar file SURFEX- EKF. t ar . gz contains a sample of all the required data and scripts to en t
SURFEX-EKF LDAS. First, you need to have all the requiredadat run a "normal” SURFEX integra-
tion : afile ofinitial conditions(e.g.PREP. | f i if you work with the LFI format) as well as a set fafrcing
data (e.g. For c_TALYYYYMVDDr 12. t xt andPar ans_confi g_-YYYYMVDD.r 12. t xt if you work
with an ASCII format). If you want to run the LDAS over a longrjoel of time the forcing should be split
according to the length of your assimilation window and oathe actual period duration. Therefore if you
have already run an offline integration without data assitioih (called an "open loop” run), you should
redo such exercise by splitting the forcing data set in a rermabfiles corresponding to the duration of your
integration divided by the length of the assimilation windfwith the same unit for time). You should set
the logicalLRESTART to TRUE and copy the output filEBURFOUT. | fi from a given SURFEX integration
to the define the input filBREP. | f i of the next (see in the example of scripin_ekf . sh).

In addition to the initial conditions and forcing files, yoeadobservation files Currently these files are
written in ASCIl and observations have been interpolatechfthe raw data on the model grid. There is one
file per assimilation window that contains all types of olvations that are located around the analysis time
(end of the assimilation windo®). The generation of this single file needs some preproag$siis strategy
could be revised in the future both in terms of data format@ment). When an observation is missing at
a given model grid point it is set to 999.0 (used to be the detdwndefined values within SURFEX).

Therefore for asynoptic data there is a mismatch betweerehaoal observation times. When considering short assianilat
windows a simplified 2D-Var could appear more appropriate
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12.4 The namelist

The standard namelist of SURFEXOPTI ONS. namhas to be complemented by options related to the
LDAS EKF (done for you in the example provided):

&NAMI O VARASSI M

LPRT = F,
LSIM = F,
LBEV = F,
LBFI XED = F
/

&NAM OBS
NOBSTYPE =
YERROBS( 1)
YERROBS( 2)
YERROBS( 3)

I NCO(1) = 1,
I NCO( 2) 1,
I NCO( 3) 1
/

&NAM VAR
| VAR = 1,
NVAR = 1,
XVARM 1)
XVARM 2)
XVARM 3) TR,

XVARM 4) = 'TGL",

PREFI XM 1) "X YWR (nB/nB) 7,
PREFI XM 2) "X YWGL (nB/nB) 7,
PREFI XM 3) = 'XYT&X (nB/nB) ',
PREFI XM 4) ="' XYTGL (n8/n8) ’,
XSIGVAM 1) = 0.1,

n o w
cor-
N )

2

XSIGVAM 2) = 0.1,
XSI GVAM 3) = 2.0,
XSI GVAM 4) = 2.0,
TPRT.M(1) = 0.0001,
TPRT.M 2) = 0.0001,
TPRT_M(3) = 0. 00001,
TPRT_.M 4) = 0. 00001,
INCV(1) = 1,
INCV(2) = 1,
INCV(3) = O,
INCV(4) = 0,

SCALEQ = 0. 125,

/

Currently the EKF runs with the two-layer version of the ISBgheme : it means that the control variables
can be the four main prognostic variables of this scheme :stinface temperaturé; (TGL), the mean
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surface temperatufg, (TG2), the superficial volumetric water contenj (WG1), the mean volumetric water
content in the root-zone, (W&2). The choice of the control variables is done by setting threesponding
element of the arraly NCV to one. The EKF should also run with the activation of the lpasowhich means
that in such circumstances the analysis of the prognostiablas will be done separately for each patch.
Regarding the observations, three observation types aisd@yed : screen level temperature and relative
humidity, superficial soil moisture content. Like for thentwl variables, the elements of the arfalfCO
control which type of observation one wants to assimilate.

12.5 Link with EKF equations

We consider a control vecter (dimension/V,,) that represents the prognostic equations of the landcurfa
scheme ISBAM (OFFLI NE) that evolves with time as:

x! = M(x") (12.1)

ThereforeN, = 4 andx = (wgy, we, Ts, T3)

At a given timet, a vector of observations is availalytg (with a dimensionV,) characterized by an error
covariance matri;R (defined asy, — y:)(yo. — y:)T wherey; is the true value of).

The observation operat@t allows to get the model counterpart of the observations :

y' = H(x") (12.2)

The operatof{ can be a vertical interpolation scheme 1oy, and HU,,,, or a projection on the superficial
soil moisture contentv,. In the current SURFEX-EKF the maximum dimension of the olzstéon vector

is N, = 3. The forecask at timet¢ (written x¢") is characterized by an background error covariance matrix
B (defined agx¢ — x;)(x¢ — x¢)T wherex; is the true value ok).

Remark: In the SURFEX-EKF the observation operatdralso includes the forward model propagation,
that is :

y' =M1 (")

A new value ofx written x,' (the analysis), obtained by an optimal combination the wfasiens and the
background (short-range forecast), is given by :

xa! = x¢' + BHT (HBHT + R) "} (y! — H(x¢!)) (12.3)

Since the observation operator can be non-linear, a nevatmpeappears in this analysis equatiort:
(together with its transpos™). It corresponds to the Jacobian matrixféfdefined as :

_ Jyi
N an

H;; (12.4)

This matrix hasV, columns andV, raws. We use a finite difference approach where the inpubwecis
perturbedV,. times to get for each integration a column of the makHixthat is :

L Yilx ) —yi(x)
K (Sl'j

H (12.5)

where 6x; is a small increment value added to thieh component of thex vector (defined in the
block &NAMVAR of the OPTI ONS. namfile by the valuesTPRT_M 1) (for w,), TPRT_M 2) (for wy),
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TPRT_M 3) (for T»), TPRT_M 4) (for 7})).
The analysis state in characterized by an analysis err@riemce matrix:

A=(I-KH)B (12.6)
whereK is the gain matrix defined in the analysis equation by:
K = BH'(HBH? + R)! (12.7)

The analysis is cycled by propagating the time the two gtiasit, et A up to next time where observations
are available :
x¢' T = M(xa") (12.8)

B! = MA'MT +Q (12.9)

This equation requires the Jacobian malvixof the modelM, that is defined as (between timand time
t = 0):
Oxt
M, = —& 12.10

A new matrixQ representing the model error covariance matrix needs tefead.

12.6 Run script

You have a script un_ekf . sh (in SURFEX- EKF/ r undi r from the tar fileSURFEX- EKF. t ar . gz)

that allows to run the EKF over a specified period. This sésipthe main driver of the assimilation, it does
the looping over assimilation windows, gets the required,dgtores outputs, creates temporary files, cleans
directories, ... It operates in several steps (see flowgh&igure 1):

o Step 0 : CallsyARASSI Min order to create perturbed initial conditions. This optis triggered by
the logicalLPRT=T in the namelis&NAM.I O.-VARASSI M A new perturbed file of initial conditions
(PREP. | fi)is created. The initial background error covariance mdris defined and stored in a
file BGROUNDI nO.

e Step 1: Runs SURFEXQFFLI NE) with the perturbed initial conditions (eq. (8))

e Step 2 : CallsvARASSI Min order to store the perturbed simulated observations laaghérturbed
evolved prognostic variables in temporary ASCII fil€BSI MU and MDSI MJ). These values are
read from the output file generated during the previous sidys option is triggered by the logical
LSI M=T in the namelis&NAMI O_VARASSI M

» Step 3: Redo steps 0 to 2 for each of the control variablaésthe been activated (both&NAM VAR
with the arrayl NCV and the script variablemin r un_ekf . sh). The integet VARIn $NAMVARis
defined in the script to know which the control variable issidered.

» Step 4 : Runs SURFEXOFFLI NE) with the reference initial conditions (eqg. (8))

o Step 5 : CallsVARASSI Min order to store the reference simulated observations lamdeference
evolved prognostic variables in temporary ASCII fil€B&l MJ and MDSI MJ). These values are
read from the output file generated during the previous sidys option is triggered by the logical
LSI M=T in the namelis&NAMI O_VARASSI M
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» Step 6 : CallsvARASSI Min order to evolve in time th& matrix (eq. (9)). This option is triggered
by the logicalLBEV=T in the namelis&NAM.I O.VARASSI M(done by the script). Store the evolved
B matrix in an ASCII fileBGROUNDout (for further use in analysis step). This step needs to read
the varioudvDSI MU files generated during the previous steps (perturbed ruaetence run) and to
compute in finite differences the Jacobian malfivof the forward model (eq. (10)). This step is done
even ifLBFI XED=T, but in that case the results from this step are not usedhaitds.

» Step 7 : CallsVARASSI Min order to perform the soil analysis : the correspondingtcves are
LSl M=F, LBEV=F andLPRT=F. Store the analysis for both the model state and the matgxrofs in
the initial files for the next assimilation cycle - Go to steprlil the maximum number of assimilation
cycles is reached. During this step, the following insiirts are done :

— Read observations and perform a bias correction if required

— Read simulated observations from reference and pertutlved r

— Compute the covariance matiikof observation errors

— Compute the covariance mati@x of model errors

— Update theB matrix (eq. (9))

— Compute the Jacobian of observation operétaon finite differences (eq. (5))

— Compute the Kalman gain times the innovation vector (Chylecomposition) (eq. (3))

— Perform the analysis and store the resuPREP. | fi file (for next cycle)

— Get the Kalman gain in order to compute the covariance matak analysis errors (eq. (6))
— Store the matriX in BGROUNDout file (for next cycle)

12.7 Management of dates

The dates defined as YYYYMMDDHH are evolved in time using tbenmandsnsdat e that is a script
that uses an executalidecdat e generated from the C prograsecdat e. ¢ using the command :

gcc -0 decdate decdate.c

The script and the C program are available in the directdsyl LI TY of the tar file

SURFEX- EKF- SRC. t ar . If other tools are available in your computing environmgotl can use them
accordingly.

12.8 Directory structure
A number of directories should be created and/provided :
» repf orci ng: Directory where the forcing data are stored (sample fordaeprovided in ASCII)

» represul t s: Directory where the results will be stored

e reprun: Working directory (script un_ekf . sh provided)

r epobs : Directory where the observations are stored (sample ferday provided in ASCCI)

* repnanel : Directory where the namelist is located (hameBBTI ONS. namprovided)
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» repanal yse : Directory where the initial conditions are storeeREP. | fi provided for the
ALADIN-France domain on 01 July 2006 at 00Z)

» repbi n: Directory where the binary files to execute SURFEX and thé& ke located

This structure has been created for you in the example pedvid SURFEX- EKF. t ar. gz. You will
find in this tar file the script un_ekf . sh and a namelisOPTI ONS. nam Once you have created the
executableOFFLI NE and VARASSI M the content oSURFEX- EKF. t ar . gz should allow you to run
one day of EKF assimilation of screen-level parametersye&érours over the ALADIN-France domain.

12.9 Matrix inversion using Cholesky decomposition

We want to findx such as :
y = Ax

whereA is a symmetric positive definite matrix. It is decomposed.i€ whereL is a lower triangular
matrix. Once thd. matrix has been obtained, the vector L~y is formed (output fronCHOLDC), then
using it as input iNfCHOL SL the vectorx = (L7)~!z is computed.
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Namelist block Variable Type Description

NAMI O.VARASSI M LPRT* F to perform analysis
T to definedz; and storex + dx; at t=0
LSI M F to perform analysis
T to write the simulated observatiofs(x)
and the evolved state vectar
LBEV* F to perform analysis
T to evolve of theB matrix
LBFI XED F to evolve of theB matrix
T to keep theéB matrix constant with time
NAM.OBS NOBSTYPE integer | Number of possible observation types

This value must be consistent with the obs file

YERROBS( 1) real Observation error fofs,, in K

YERROBS( 2) real Observation error foR Hs,,, (N0 units)

YERROBS( 3) real Observation error fow, (fraction of SWI)
I NCO( i) integer | 1 if observation type included

0 if observation type excluded

NAM VAR | VAR* 1 Control variable of interest
NVAR* 1 Number of control variables
(dimension of control vector)

XVARM i) character| Control variable identifier ifPREP file
PREFI XM i) | character| Control variable prefix ilPREP. t xt file
XSI GVALM 1) real (Initial) BG error forw, (fraction of SW )
XSI GVAM 2) real (Initial) BG error forw, (fraction of SWI)
XSl GVAM 3) real (Initial) BG error forT (K)

XSl GVAM 4) real (Initial) BG error for 75 (K)

TPRT_M 1) real Size of perturbation ofv, for finite Jacobians
The perturbatiodz writeszx TPRT_M
TPRT_M 2) real Size of perturbation ofv, for finite Jacobiang
TPRT_M 3) real Size of perturbation of s for finite Jacobians
TPRT_M 4) real Size of perturbation of; for finite Jacobians
I NCV(i) integer | 1 if element of control vector included
0 if element of control vector excluded
SCALE_Q real Definition of the matrixQ of model errors as

fraction of the initial diagonaB matrix

Table 12.1: Description of each variable in the nam&RTI ONS. namfor the blocks relative to the Land
Data Assimilation System. The elements with stars (*) sthdod kept at their value in bold - their actual
values are defined by the scripin_ekf . sh
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PREP.Ifi

VARASSIM
perturbed IC
SURFEX -
OFFLINE
SURFOUT.Ifi
(pert)
VARASSIM
OBSIMU
MDSIMU LSIM=T -
(pert) Storage of outputs
ASCII
no
N=N+1
yes
SURFEX SURFOUT . Ifi
> OFFLINE (ref)
VARASSIM
OBSIMU
MDSIMU LSIM=T -
(ref) Storage of outputs

CANARI
OBS
ASCII

ASCII

'

VARASSIM
LSIM=F - LPRT=F
Soil analysis

PREP.lfi
(ref)

Figure 12.1: Flowshart of the EKF-SURFEX LDAS (correspaondito the various steps of the script
run_ekf . sh) - NVAR corresponds to the dimension of the control vector.

SURFEX V7.2 - Issue9? - 2012



236

Appendix: On the use of the EKF with the SURFEX "patch” option

12.9.1 Introduction

An EKF surface analysis scheme has been coded within SURFEXfirst version was not designed for the "patch”
approach of the ISBA scheme. It has been recently extendeditale such option that is compulsory when consider-
ing the ISBA-Ags scheme. The "patch” approach is similahi® tmosaic” land surface model of Koster and Suarez
(1996) where the NATURE tile within a grid box is divided in amber of independent patches each having its own
set of prognostic variables and surface energy and watanbas. On the other hand, the forcing level for the fluxes
and the meteorological variables is assumed to be iderficaach individual patch. When aggregated values are
needed (in particular to be given to the atmospheric modsithale weighted average of each tile parameter is done
as:

T = E o/"xk
k=1

wherea” is the fraction occupied by the patétwithin the NATURE tile and:” the value of the parameter computed
over this specific patch. Currently the number of patches set to 12.

M

12.9.2 Extended Kalman filter without patches

With only one patch, the dimension of the control vectors equal to the number of prognostic variables to be
initialized (V,) (the analysis problem is solved independently for eacldiral model grid point). The observation
operatorH projects this vector onto the observation space

y = H(x)

This vector is then compared to the actual observation vecido produce the innovation vectory,, — y. The
dimension of the observation vector is equal to the numbérdgpendent observations to be assimilat&g)( The
observations are interpolated on the model grid beforeyaizalwhich means that the observation operator does not
include any spatial interpolation; this part is done in atejpendent pre-processing of the data.
The computation of Kalman gain requires the knowledge ofd#dwmbian matrix of the observation operdbdefined
by : 5
Yy
H= 5

or in finite differences :
dyi _ yilx+0x;) — yi(x)
8.23j o 5.23]'

H; =

12.9.3 Extended Kalman Filter with patches

With M patches, the dimension of the control vectors extended taV, x M.On the other hand the number of
observations is still equal t&/,. The model counterpart of the observatipnis assumed to be the average of the
corresponding valug” for each patclk:

y=> oty (12.11)

Therefore, the innovation vector writey, — y.

For the computation of the Kalman gain, the dimension of thekground error covariance matix has to be in-
creased to the siZeV2 x M?) whereas the observation error covariance marikeeps the same siz€é, x N,,. For
each patclt, there is an observation operatgrproviding the simulated observatigri from the control vectox”:

y" =H(x")

This relation states that the simulated observation oeep#tchi only depends upon the control vector over the same
patch. This statement (independence of the patch columigjreatly simplify the number of perturbed runs needed
to compute the Jacobian matrix (which it is kept\g).
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The actual observation operator combines the above reladih the spatial averaging over the patches:

M M
y = Zakyk = ZakH(xk)
k=1 k=1
from which the Jacobian matrix elemeff; can be deduced for the pateh:

Yo ox ox’

This comes from the fact that the patches are independeist; th

oyr

m
8xj

=0 when k#m

By perturbing the componeritof the control vector for all the patchels € [1, N]) by an amount 5a:f the following
Jacobian matrix column will be obtained:

Hk :aka_ylk NOék qu(x-i-(Sx;‘) —yf(x)
? alf a 515“

(12.12)

The initial control vector can be perturbed simultaneotéstyeach patch because for two distinct patcheandr :

yi (x + 8a) =y (x)

12.9.4 Conclusion

In this appendix | have shown that it is possible to extendEKE& coded within SURFEX for one patch for a set
of M patches. The analysis equation and the methodology fangetie Jacobian matrix in finite differences are
kept unchanged. In particular the number of perturbed ratems to be performed remains equal to the number of
the control variablesV, and not toN, x M. This comes from the fact that the simulated observationlisear
combination of independent results from each patch, theze¢hey can be perturbed simultaneously. In practice the
control vector needs to be enlarged fravp to N, x M (and accordingly th@, Q and A matrices to{ N2 x M?)).

The simulated observation needs to be computed from thehtezlgontribution of each patch (Equation 1) and the
Jacobian matrix needs to be estimated in finite differenwas £quation (2). These changes have been coded in the
most recent version of the SURFEX-EKF and are available fitoerauthor.
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