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Abstract. The Greenhouse gases Observing SATelliteobservational data. The overall root-mean-square differences
(GOSAT) measures column-averaged dry air mole fractionsbetween model predictions and GLOBALVIEW analysis are
of carbon dioxide and methane (XG@nd XCH,, respec-  estimated to be 1.45ppm and 12.52 ppb for,Gdd CH,
tively). Since the launch of GOSAT, model-simulated three-respectively, and the seasonal correlation coefficients are
dimensional concentrations from a National Institute for En-0.87 for CQ and 0.53 for CH. The model showed good
vironmental Studies offline tracer Transport Model (NIES performance particularly at oceanic and free tropospheric
TM) have been used as a priori concentration data forsites. The high-resolution model also performs well in repro-
operational near real-time retrievals of Xg@nd XCH, ducing both the observed synoptic variations at some sites
from GOSAT short-wavelength infrared spectra at NIES. Al- and stratospheric profiles over Japan. These results give us
though the choice of a priori profile has only a minor effect confidence that the performance of our GPV-forced high-
on retrieved XCQ or XCHpg, a realistic simulation with min-  resolution NIES TM is adequate for use in satellite retrievals.
imal deviation from observed data is desirable. In this pa-
per, we describe the newly developed version of NIES TM
that has been adapted to provide global and near real-time
concentrations of C@and CH, using a high-resolution me- 1 Introduction
teorological dataset, the Grid Point Value (GPV) prepared
by the Japan Meteorological Agency. The spatial resolu-Global atmospheric transport models provide an effec-
tion of the NIES TM is set to 05x 0.5° in the horizon- tive means of quantifying the global cycle of long-lived
tal in order to utilise GPV data, which have a resolution of atmospheric trace gases such as carbon dioxide CO
0.5 x 0.%°, 21 pressure levels and a time interval of 3h. and methane (Ci. There is an increasing demand for
GPV data are provided to the GOSAT processing systenhigh-resolution models that simulate global tracer trans-
with a delay of several hours, and the near real-time modeport over synoptic and sub-daily timescales to reproduce
simulation produces a priori concentrations driven by diur-observed variations more accurately. For example, the At-
nally varying meteorology. A priori variance—covariance ma- mospheric Tracer Transport Model Intercomparison Project
trices of CQ and CH, are also derived from the simulation (TransCom) has initiated simulations of hourly and synop-
outputs and observation-based reference data for each montie CO, concentration (Law et al., 2008; Patra et al., 2008),
of the year at a resolution of 0.5 0.5 and 21 pressure which will complement and make use of state-of-the-art mea-
levels. Model performance is assessed by comparing simsurements of greenhouse gases. In this TransCom continu-
ulation results with the GLOBALVIEW dataset and other ous experiments, 25 transport models participated with two
running at 0.5 x 0.5° resolution and the others running at
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1° x 1° to 3.8 x 5.0° resolutions. Patra et al. (2008) con- function
cluded that increasing model horizontal resolution clearly
improved the synoptic-scale variations in simulated,CO
Maksyutov et al. (2008) compared model £@sults at hor-  wherex is the state vector to be retrieved,is the vector
izontal resolutions of 20 1., 0.5 and 0.25 with continu-  containing the observed spectruR(x) is the forward model

ous observations at a tower site in Japan and showed that irthat relates the state vector to the observed specBuimthe
creasing the model’s horizontal resolution greatly improvederror covariance matrix of the observed spectramis the

the match with observations. However, most model simula-a priori state ofc andS; is the a priori variance—covariance
tions of these greenhouse gases are still carried out at homatrix (VCM) (Yokota et al., 2009; Yoshida et al., 2011).
izontal resolutions of 1x 1° ~3.75 x 2.5 (e.g., Allen et A priori statex, includes a priori concentration profiles of
al., 2012; Saito et al., 2011, Patra et al., 2011). CO, and CH,. The retrieved XC@ and XCH; at NIES are

Another demand for the high-resolution models stemsavailable after April 2009 at GOSAT User Interface Gateway
from a new approach in which model-predicted £é&nd (GUIG; http://data.gosat.nies.go.jp/

CH4 concentrations are used to give a priori concentrations As a priori concentrations for NIES XCOand XCH,

for satellite spectroscopic data retrieval algorithms (e.g.retrievals, we use simulated data from a NIES atmo-
Saitoh et al., 2009; Yoshida et al., 2011; O'Dell et al., 2012). spheric tracer transport model (hereafter NIES TM) (Japan
Satellite observations cover most of the globe in several day#\erospace Exploration Agency, National Institute for Envi-
to a few weeks, and retrievals based on satellite spectra reonmental Studies, and Ministry of the Environment, 2011
quire a priori concentrations of targeted gases. Global transthereafter JAXA/NIES/MoE, 2011); Yoshida et al., 2011).
port models can provide simulated a priori concentrationThe a priori VCMS,S;,, for CO, and CH, are derived from
profiles of those greenhouse gases in order to obtain optisimulated NIES TM data and some reference data (Eguchi
mal retrieval solutions and to physically interpret satellite- et al., 2010). The chose of a priori concentrations for satel-
derived data. Instantaneous fields-of-view of satellite instru-lite data retrievals is optional, and various a priori concen-
ments are of the order of 10-100 km; e.g., 3020 kn? trations have been used to retrieve X£é&nhd XCH, from

for the SCanning Imaging Absorption spectroMeter for At- GOSAT SWIR spectra; e.g., constant a priori concentrations
mospheric CHartographY (SCIAMACHY) (Buchwitz et al., (Oshchepkov et al., 2011), monthly zonal means ih [40
2005), and a nadir circular footprint of about 10.5 km diame-itude bands for land and ocean from a forward model run
ter for the Greenhouse gases Observing SATellite (GOSAT)YO'Dell et al., 2012), or model-simulated concentrations for
(Yoshida et al., 2011). For GOSAT, the retrieval precisionsthe year 2007, 2008 (Butz et al., 2011) or 2009 that was ex-
are estimated to be smaller than 3.5ppm and 15 ppb fotrapolated to 2010 (Schepers et al., 2012). However, as seen
column-averaged dry air mole fractions of both carbon diox-in Eq. (1), when the diagonal elements &f have small val-

ide and methane (XCf£and XCH;), respectively (Yoshida et ues, the a priori profiles largely constrain the retrieved results
al., 2011). Furthermore, future satellites that observe greenfe.g., Saitoh et al., 2009; Yoshida et al., 2011). We, thus, aim
house gases target higher precision with less bias. For exante reduce errors in a priori GQand CH,; concentrations for
ple, the Orbiting Carbon Observatory-2 (OCO-2) is designeduse in the NIES retrieval algorithm by using NIES TM at the
to retrieve XCQ theoretically with 1-2 ppm (0.3-0.5 %) pre- relatively high horizontal resolution of .5 0.5°.

cision for single-soundings with a small field-of-view withan  Distinctive feature of the NIES a priori concentrations is
area of 3km in nadir (Boesch et al., 2011). Therefore, much that they are created by NIES TM driven by a near real-time
effort is currently being devoted to the development of globalhigh-resolution meteorological dataset at a horizontal resolu-
high-resolution transport models with less model error thattion of 0.5 x 0.5° and 21 pressure levels. As a result, real-
meet the demands from satellite observations of greenhousttme SWIR retrieval processing is made available to create
gases. For various applications of the retrieved data such asCO, and XCH; products at every observed day by using a
observations of strong CCemissions by forest fire or vol-  priori concentrations that reflect daily meteorological varia-
cano eruptions, users desire a near real-time data processingpns at the observed days. Use of high-resolution meteoro-
To serve those needs, an operational retrieval in GOSAT datébgical data would be expected to allow smaller-scale phe-
processing system is conducted at near real-time. nomena to be represented in the model.

GOSAT s the first satellite to measure global distribu- In this paper, we describe a newly developed high-
tions of XCQ, and XCH; (Kuze et al., 2009; Yokota et resolution NIES TM designed to provide near real-time
al., 2009; Yoshida et al., 2011). At the National Institute global three-dimensional concentration fields that reflect
for Environmental Studies (NIES), XCGand XCH, are re-  daily meteorological conditions for satellite retrieval al-
trieved from the short-wavelength infrared (SWIR) spectragorithms, which is currently implemented in the GOSAT
obtained by the Thermal And Near infrared Sensor for car-Level 2 retrieval system to derive XG@nd XCH;, at NIES
bon Observation-Fourier Transform Spectrometer (TANSO-(Sect. 2). In Sect. 3, the simulated €@nd CH; concen-
FTS) on board GOSAT. An optimal estimation method is trations are compared with an analysis of GLOBALVIEW-
used to retrieve XC®and XCH, which minimises the cost CO, (2009) and GLOBALVIEW-CH (2009) data products

Jx)=[y—F@I'S My - F)l+x —xa" S5 x —xal (1)
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(hereafter GV-CQ, GV-CH,) and other observations to eval- in near-real time (delay of several hours). The spatial resolu-
uate the model performance and investigate potential biasetson of the GOSAT version of the GPV dataset is?0:50.5°
arising from the model simulation. Our conclusions follow in on 21 pressure levels (from 1000 to 10 hPa) and the time res-
Sect. 4. olution is 3 h. We used both GPV objective analysis and fore-
casts. The GPV data and the ECMWF 3-hourly PBL height
data in GRIB2 format are automatically converted to direct
2 NIES transport model and numerical experiments access binary for NIES TM input on DHF everyday. Data
size is about 1.1 GB per one model day.
A NIES off-line global transport model (Maksyutov et al.,  We employed the NIES-05 model driven by GPV data to
2008) has been used to simulate seasonal and spatial distgimulate atmospheric GOand CH; concentrations for use
butions of long-lived atmospheric constituents in the loweras a priori concentrations for GOSAT SWIR Level 2 pro-
and mid-troposphere. The advection scheme of the modetessing at NIES. The horizontal resolution was®Oubth
was semi-Lagrangian, and a mass fixer was adopted to cor#7 sigma vertical levels from the surface to 0.02 sigma, and
serve the total mass of tracers in the model for long-termsimulated CQ and CH, concentrations were calculated for
simulation. The vertical mixing in the model was representedevery observed day. The 21-level GPV data is interpolated
by cumulus convection and turbulent diffusion with explic- to the model sigma levels just after reading GPV data ev-
itly parameterised Planetary Boundary Layer (PBL) physicalery time step, and the model results are outputted every 3-h
processes. The details of the mass fixer, cumulus convectiortime after interpolating back to 21 pressure levels. Flux cli-
and turbulent diffusion are described in Appendix A1-A3. matologies were prepared because no real-time fluxes were
The earlier version of the NIES transport model (denotedavailable. The climatological C{flux dataset was prepared
NIES-99) was developed to simulate the seasonal cycle$or the TransCom model inter-comparison studies (Gurney
of long-lived tracer species at a relatively coarse horizon-et al., 2004), which consisted of four components: (1) an-
tal resolution (2.5-5.C longitude—latitude), and to perform nual constant fossil fuel emissions with a spatial resolution
source—sink inversions of atmospheric £@.9., Gurney et  of 0.5° x 0.5° (Brenkert, 1998); (2) three-hourly terrestrial
al., 2002, 2004; Patra et al., 2002, 2003, 2005a). Improvebiosphere flux obtained using the Carnegie—Ames—Stanford-
ments to NIES-99 led to a recent development of the modeApproach (CASA) model (Randerson et al., 1997; Law et
(NIES-05), which has a higher horizontal resolution (testedal., 2008); (3) monthly varying ocean flux (Takahashi et al.,
on 2 x2° to 0.2% x 0.28 in Maksyutov et al., 2008). 2002); and (4) monthly flux corrections obtained using the
NIES-05 was driven by the ECMWF 3-hourly PBL height cyclostationary inversion approach (Gurney et al., 2004) with
data and the vertical resolution was enhanced to 47 level®IES-99. The annual total net flux of GQ@o the atmosphere
(Appendix A4) for better resolution of the mixing processes is 4.32 GtC. For Chl, we used the monthly varying flux for
in the boundary layer. For more details of NIES TM, see 2000 (575 Tgyr?), as obtained from Patra et al. (2009). This
Maksyutov et al. (2008). NIES-05 was able to simulate ob-CHjy flux is based on the Emission Database for Global At-
served diurnal-synoptic scale variability of tracers of inter- mospheric Research (EDGAR) version 32FT2000 (Olivier
est, and participated in the TransCom hourly &®@periment  and Berdowski, 2001) for anthropogenic &tand on GISS
(Law et al., 2008; Patra et al., 2008). The original version ofemissions (Fung et al., 1991) for natural £Hhe chemi-
NIES-05 used meteorology datasets from NCEP final analy<cal destruction of Chlby OH radicals was calculated based
ses fttp://dss.ucar.edu/datasets/ds083.2/ on climatological monthly mean OH radical concentrations
We have recently upgraded NIES-05 to utilise a high- (Spivakovsky et al., 2000) and a temperature-dependent rate
resolution meteorological dataset, the Japan Meteorologicatonstant. All these flux datasets were prepared at a spatial
Agency (JMA) Grid Point Values (GPV) product (Belikov resolution of 2 x 1°, except for the C@ fossil fuel emis-
et al., 2011). GPV/IJMA data is created from JMA Global sion.
Spectral Model, which is operated for short- and medium- Stratospheric C®and CH, variations are poorly under-
range forecasts covering the entire globe with TL959 resostood due to a lack of precise observations over the globe.
lution and 60 vertical levels from the surface to 0.1 hPa andin addition, it is difficult to reproduce accurately transport
assimilated by 4D-Var within a framework of JMA's numer- and chemical processes in the stratosphere in NIES TM. This
ical weather prediction systenht{p://www.jma.go.jp/jma/ is a common problem in many transport models, where the
en/Activities/nwp.html IMA, 2007). Original GPV data is model age of air in the stratosphere tends to be younger than
provided at 0.5x 0.5 horizontal resolution from the sur- that observed (Saito et al., 2011, and references therein). To
face to 100hPa and F.& 1.0° above 100hPa to 10hPa reduce model biases in the stratosphere, the model strato-
(http://mww.jmbsc.or.jp/hp/online/f-onlineOa.htinlFor use  spheric concentrations above the diagnosed tropopause are
in GOSAT project, GPV data is specially extended at a res-nudged towards the zonal-mean climatological concentra-
olution of 0.5 x 0.5° up to 10 hPa. Since November 2007, tions based on observations. The tropopause in the model is
the extended GPV has been supplied for the GOSAT Dataletermined from the gradient of potential temperature ver-
Handling Facility (DHF; JAXA/NIES/MoE, 2011) at NIES sus geopotential height at every model grid box at every
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time step. Zonal-mean climatologies for gé@nd CH, were meteorological data, simulated concentrations at the model’'s
prepared at 25resolution for every month. COmonthly  southernmost grid box on 1 February 2009 were readjusted
climatological concentrations in the stratosphere were conby offsets to the observed NOAA/ESRL G@nd CH, values
structed using the Gap-filled Ensemble Climatology Meanat the South Pole from the WDCGG dataset. The model was
(GECM; Saito et al., 2011). GECM is a three-dimensional then handed over for operational processing on the GOSAT
daily CO, concentration generated by combining informa- DHF after February 2009. The JMA provides the GOSAT
tion from in situ measurements and multi-model means, carDHF with GPV data within a day and the near real-time
ried out in the framework of the TransCom satellite experi- model simulation has been performed for every observation
ment in which six models participated. The mean age of airinday. The simulated C£and CH, concentrations at 21 pres-
the GECM stratosphere has been corrected using in situ prcsure levels have been provided as a priori concentrations to
files of Sks. The latest version of GECM was used here with the GOSAT Level 2 data processing to retrieve XC&hd
further corrections in the stratosphere; i.e., the vertical graXCH,4 from SWIR spectra at NIES. Model integration time
dient in GECM CQ concentration at northern mid-latitudes for one day for two tracers (GCand CH) is about 530's by
from 30 hPa to 10 hPa was corrected to match, @@ser-  wall-clock time on a single CPU in the NIES Supercomputer
vations (Aoki et al., 2003; Engel et al., 2009). The climato- System (NEC SX-8R/128M16).
logical stratospheric C&values were prepared from 2007to  To produce a priori VCMs of C®and CH; in Eq. (1),
2015 with interannual variations for GOExtrapolation of  we used the simulated concentrations for the year 2008, GV-
the CQ climatology in time has been done by using aver- CO,, GV-CH; and observational data. The details of the
age trend plus average seasonal cycle obtained from fittingrocedure to produce VCMs were described in Eguchi et
GV-CO;, data (Masarie and Tans, 1995) and by using strato-al. (2010). In brief, the VCM was defined as the sum of
spheric age of air (Saito et al., 2011). The stratospheric corthe bias and noise components, where the bias was obtained
rection was about-0.5 ppm for XCQ in the northern mid-  from the difference in seasonal cycle between simulated re-
latitudes. sults of NIES TM and GV data, and the noise components
For CH;, monthly climatological values in the strato- consist of synoptic and interannual variations. The synoptic
sphere were derived from satellite measurements by théerm was calculated from NIES TM results and interannual
Halogen Occultation Experiment (HALOE) (Russell et al., variations are derived from GV datasets over a few decades.
1993), averaged over the period 19942005 to exclude th&he VCMs of CQ and CH, were prepared at each grid box
period of the Pinatubo eruption in 1991. HALOE provides of 0.5° x 0.5°, on 21 pressure levels over the globe for each
a long time series of data, from October 1991 to Novem-month. In this study, we modified the stratospheric part of
ber 2005 (Russell et al., 1993). Park et al. (1996) validatedhe previous version of VCMs to obtain more realistic val-
HALOE CH, data against the following correlative data from ues; i.e., stratospheric G@nd CH, seasonal biases were set
space-borne infrared spectroscopy: the Atmospheric Tracéo the standard deviations of balloon-borne observations over
Molecule Spectroscopy Experiment; the MARK IV balloon- Japan (Aoki et al., 2003; T. Nakazawa and S. Aoki, unpub-
borne Fourier transform spectrometer; rocket-based cryolished data, 2009) and HALOE, respectively. The resulting
genic whole air sampler, balloon-borne laser in situ sensoryariances (diagonal elements) in the stratosphere were about
and the Kernforschungsanlage cryogenic whole air sampler2—3 ppn# for CO, and about 500—10 000 ppkor CH,. Fig-
They concluded that the total error for the 0.3 to 50 hPa re-ure 1 shows VCMs for C®and CH; over Sanriku, Japan
gion was less than 15% and the precision was better tha141.8 E, 39.2 E) in August. The values of diagonal ele-
7 %. Thus, we consider the HALOE GHilataset would be ments are large near the surface and decrease with height.
suitable for making climatological stratospheric £#istri- They show positive correlations, particularly near the sur-
butions. No clear trend had been seen in HALOE time seriesface. The off-diagonal elements are positive around the diag-
thus, we repeatedly used the same monthly concentrationsnal elements, while there are negative correlations between
every year. This stratospheric correction was abeb® ppb ~ some pressure levels. Correlations in the stratosphere (200—
for XCHy4 in the northern mid-latitudes. 10 hPa) are close to zero, indicates a weak correlation be-
The model was initialised with zonal-mean concentrationtween tropospheric and stratospheric time series.
fields on 1 January 2007 derived from GECM for £&nd
GV-CH; (GLOBALVIEW-CHy4, 2009) for CH,. As GPV
data are only available after November 2007, the model for3 Results and discussion
2007 was forced with GPV 2008 data. ¢Emissions were
scaled to reproduce the 2007-2008 Jkénd at the South  In the following subsections, we evaluate the model perfor-
Pole (SPO) observed by the National Oceanic and Atmo-mance against the analysed data from GV,@8d GV-CH;,
spheric Administration/Earth System Research Laboratoryand other observations. Annual mean and monthly biases
(NOAA/ESRL) in the WMO World Data Centre for Green- of the simulated C@and CH, are examined in Sects. 3.1
house Gases (WDCGG) databasgtf(://ds.data.jma.go.jp/ and 3.2, respectively. Synoptic variations that include an-
gmd/wdcgg/wdcgg.htrpl After 2yr of spin-up with 2008 nual trends are validated against some sites in the WDCGG
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Fig. 2. GLOBALVIEW site locations used for the comparisons
of CO, (top) and of CH (bottom) for the year 2008. “Oceanic”;
sites with marine-boundary-layer (MBL) marks in the GV dataset
(gv_table.co2 and gvable.ch4); “land”, sites below 3000 m which
are neither MBL sites nor tower sites; “tower”, tower sites with sam-
pling platform code “3” in GV file names; “free tropos.”, free tro-
posphere sites located above 3000 m and marked as non-MBL sites,
mostly airborne observational points.

location is selected. For comparison, simulations with lower
horizontal resolution of 20were performed with the same
simulation set-up.

3.1 Comparison with observations: annual-mean biases

Log,, ppb? (red:postive, blue:negative)

Fig. 1. A priori error variance—covariance matrices @) CO» Annual means of simulated G@nd Chy goncentratlons are
and(b) CHj over Sanriku, Japan (39.X, 141.8 E) in Augustat ~ compared with those from GV analysis (GLOBALVIEW-
21 pressure levels from 1000 to 10 hPa. Colour scales are logarithCOz, 2009; GLOBALVIEW-CH,, 2009) for the year 2008 at
mic, with ranges of 0.01-100 pghfior CO, and 1-10000 ppbfor 155 (CQ) and 123 (CH) GV sites (Fig. 2) because no GV-
CH,. Warm and cold colours indicate positive and negative correla-CHy dataset is available for the years 2009 and 2010. Active
tions, respectively. Dark and light colours indicate small and largesites in 2008 were used for comparisons. Annual mean bi-
variance—covariance values, respectively. ases of the simulated concentrations against GV analysis are
shown in Table 1 and Fig. 3. Simulated results averaged over
13:00-16:00 LT were used for the comparison. In general,
dataset in Sect. 3.3. Balloon-borne observations in the stratathe annual mean model biases (difference between simula-
sphere are used to validate the simulated vertical profiles irions and GV analysis) are found to be less thahppm for
Sect. 3.4. Finally, the simulated surface £&nhd CH, con- CO, and~ 10 ppb for CH at oceanic and Southern Hemi-
centrations and their column-averaged dry air mole fractionssphere sites. The model also reproduces the GV pole-to-pole
are presented in Sect. 3.5. For all the comparisons, the neagradients very well for both C®and CH;,. In general, CQ
est horizontal and vertical model grid box to the observationmight be expected to reproduce the GV data better than CH
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mismatch at LJO. This might be caused by marine-only se-
lection of LJO observations, climatological @@uxes and
the high variability observed near source regions, which is
not expected to be captured by global scale transport models.
Even with the NIES TM 0.5 grids, such sub-grid scale dy-
namics could not be represented in the model. The BSC site
is located in a coastal region of the Black Seare2-Landa
et al. (2007a, b) studied the effect of regional and local me-
teorological conditions on Cftransport in the coastal area
of Valencia, Spain and concluded that coastal circulation and
strong local flux gradients introduced large biases against ob-
servations in a model. When a digital filter is applied to the
BSC record in the GV data, large irregular seasonal varia-
tions of about-5 to +5 ppm are found, against regular sea-
sonal peak-to-peak amplitudes of 14.8 ppm. BSC appears to
be affected by local-scale circulation and/or local fluxes, and
this may explain the failure of the model to reproduce BSC
variations, as is the case also with HUN. The HUN site, a tall
tower site, has the largest model-observation mismatch in the
TransCom 3 seasonal experiment (Gurney et al., 2004). The
model tends to overestimate GV data at some of the tower
sites (e.g., AMT012 and AMT107, Argyle, Maine, United
States, 45.08N, 77.53 W, 50 ma.s.l.), mainly because of a
failure to reproduce the large seasonal amplitudes and inter-
annual variations, due to their location in areas affected by
biogenic CQ, such as forest or inland plain, where it is diffi-
cult to fully represent the hourly climatological biogenic flux
used in the model.

The simulated Ckl mostly agree well with the GV data,

Fig. 3. Latitudinal distributions of differences in annual mean be-

with an average annual mean bias and standard deviation of
tween the simulated and GV data for @@op) and CH (bottom) 9

at GV monitoring sites for the year 2008. The simulated results at_.o.'31i 12'.5.7 ppb and RMS.D of 12.52 ppb .(Table 1.)' Sig-
13:00-16:00 LT were used for the comparison. Letters in the plotnIfICant pos'“Ye or negative blases are found in Eurasia (TAP,
represent the GV site code. Site types in the legend are the same 4&€-ahn Peninsula, Republic of Korea, 36.K3126.13 E,

those defined in Fig. 2. Numbers in legend parentheses indicate thé0 ma.s.l;) and North America (BNEO10, Beaver Cross-
numbers of GV sites used for the analysis. ing, Nebraska, airborne observation, 40.8097.18 W, 0-

2000 m) with maximum 76 ppb and minimus49 ppb. TAP,
on the western edge of Korea, is influenced by seasonally

because the COclimatological flux dataset includes flux varying wind direction and local and remote gldources
correction by an inversion while GHoes not.

For CQ, the average annual mean bias and its standardarge interannual and seasonal variations, which the model
deviation are-0.25+ 1.47 ppm and RMSD of 1.45 ppm (Ta- finds difficult to reproduce. Located in the American Prairie,
ble 1), which shows good agreement with less than 1% beCH, at BNEO10 exhibits scattered and large interannual vari-
tween the model prediction and the GV data at most of theations and seasonal cycles, which is also difficult to repro-
sites. Some inland or near-continental sites show significantiuce by the model.

positive biases (e.g., LJO, La Jolla, California, 32.80
117.30 W, 10 ma.s.l; HUN, Hegyhatsal, Hungary, 4629§

such as wetland (Dlugokencky et al., 1993), and this causes

Satellite-retrieved XC@is influenced by a priori profile
(e.g., Rodgers, 1990; Connor et al., 2008), but variations of

16.65 E, 248 ma.s.l.) or negative biases (BSC, Black Searetrieved XCQ due to changes in the a priori profile appear

Constanta, Romania, 44N, 28.69 E, 3ma.s.l). LJO is

to be relatively smaller for column observations (Reuter et

located on the west coast of California and the GV datasetl., 2011) such as GOSAT, SCIAMACHY and Total Car-
shows a clear seasonal cycle with small synoptic variationsbon Column Observing Network (TCCON) data. Accord-
which involve only differing oceanic air masses. However, ing to validation results of GOSAT SWIR Level 2 XGO

a large point source with GOL5 ppm higher than the sur-

and XCH, data (version 2.00) against surface FTS data from

roundings appears on the model grid close to LJO, and it iSTCCON, average biases and 1 standard deviations were es-
clear that in the model LJO is affected by plumes from thistimated to be—1.20+ 2.0 ppm for XCQ and —7+ 12 ppb
point source. This may explain the large model-observatiorfor XCH4 (NIES GOSAT project, 2012; Yoshida et al.,

Geosci. Model Dev., 6, 81300, 2013
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Table 1. Statistics to show the model performance against GLOBALVIEW analyses ¢fd®@ CH;: annual-mean biases and seasonal
variations.

. Annual Seasonal
Tracer Site Numbgr of mean variation
typet sites
Biasesand RMSD RSTD®  Correlaton CRMSD
standard deviations coefficiefits
CO, Oceanic 56 —0.04+1.16 1.15 0.83 0.97 0.28
Land 45 —-0.31+1.74 1.74 0.82 0.92 0.41
Tower 9 1.8G+2.24 2.77 0.66 0.65 0.76
Free tropos. 45 —0.95+0.38 1.02 0.80 0.94 0.36
Total 155 —0.25+1.47 1.45 0.78 0.87 0.50
CHg Oceanic 46 0.728.20 8.15 1.14 0.70 0.84
Land 45 2.05£17.66 17.58 0.43 0.43 1.21
Tower 1 16.13 16.13 1.58 0.025 1.83
Free tropos. 31 —5.79+5.86 8.17 1.07 0.63 0.89
Total 123 —-0.31+12.57 12.52 1.20 0.53 1.08

1 site types: the same as those defined in Fi§.Root-mean-square differences (RMSBRatio of standard deviation (SD), which is calculated by
dividing the model SD by the observed SbPearson’s correlation coefficieRtCentred pattern root-mean-square differences (CRMSD), which is a
measure of the distance between model and observation.

2013). The annual mean biases of the model against G\the GV analysis; i.e., the model overestimates the observed
sites obtained in this study-0.25+ 1.47 ppm for CQ and  summer minima in July and August and underestimates win-
—0.31+12.57 ppb for CH) are small enough. For in-land ter maxima. At continental sites with quasi-continuous mea-
area where larger biases were found at some sites, the a prfurements such as the towers, both the regional-local trans-
ori VCMs are relatively larger than those for oceanic area be-port and daily flux variability, including temporal resolution
cause model seasonal biases were taken into account in thad the biospheric fluxes, are found to be important in simulat-
VCMs (see Sect. 2 or Eguchi et al., 2010). Thus, the modeing such high-frequency C{behaviour (Geels et al., 2004,
performance is thought to be good enough to be used for 007; Patra et al., 2008; Wang et al., 2007). Patra et al. (2008)

priori concentrations for GOSAT Level 2 retrievals. also found that at lower levels some models overestimated
the magnitudes of synoptic variations at high-frequency ob-
3.2 Comparison with observations: monthly biases servational sites at tall towers such as LEF. These small-scale

phenomena may influence model-observation mismatches at

To assess the ability of the model to reproduce seasonal vartower sites even though the comparisons are on a monthly
ations, the simulated monthly mean concentrations o CO basis. Except for such tower sites and inland sites, the model
and CH, for the year 2008 were compared with the analysedsucceeds in capturing the GV seasonal variations with biases
seasonal cycles at GV sites (Fig. 4). Analysed seasonal cyclegmaller than 5 ppm at most sites and for most months.
at GV sites were taken from “seas” files stored in the dataset. For CHs, the monthly model biases fall within about
The simulated results were detrended and monthly means ¢t0 ppb at oceanic and free troposphere sites (mostly air-
13:00-16:00 LT concentrations used for the comparison.  borne observational points). In particular, there appear to be

The characteristics of the observed seasonal variability ano significant monthly model biases in the Southern Hemi-
oceanic sites and free troposphere sites (above 3000 m altbphere. The seasonal biases for oceanic sites increase as mov-
tude) are generally reproduced fairly well by the model for ing northward with a maximum bias about 30 ppb. At conti-
both CQ and CH;, but relatively large biases are found at nental sites such as TAP (Korea) and BSC (Romania), the
tower sites and some of the land sites. Standard deviationggreement was poorer, mainly due to the influences of strong
over all GV sites are 1.47 ppm for GGand 12.57 ppb for  sources located near the sites and extreme climate conditions
CHa. Large seasonal biases over 10 ppm in,G@e seen at  such as a strong inversion layer in a cold winter.
tower sites in mid-northern latitudes such as AMT and LEF  Statistics of monthly C@and CH, biases against the GV
(Park Falls, Wisconsin, United States, 45.85 90.27 W, analysis for the year 2008 are shown in Table 1 and Fig. 5.
472 ma.s.l.); both sites provide continuous measurementshe overall correlation coefficients between the observed and
and are located near forested areas on the eastern coastmpdelled seasonal patterns at the GV sites are 0.87 for CO
the United States. Seasonal biases at AMT and ITN showand 0.53 for CH, which shows a high degree of consistency
that the model seasonal amplitudes are smaller than those ipetween the model and the GV analyses. High correlations
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Fig. 4. Same as Fig. 3, but for monthly biases for £@®@op) and
CHg, (bottom). Letters and numbers in the plot represent GV site
code and month, respectively.

are found particularly at oceanic sites: correlation coeffi-
cients are 0.97 and 0.70 for G@nd CH,, respectively. To-

tal model—observation differences (CRMSD in Table 1) are
0.50 and 1.08 for C@and CH,, respectively, and better per-
formance is found at oceanic sites. Generally, the model un
derestimates the GV CQamplitudes (total RSTD 0.78) and
overestimates the GV CHamplitudes (total RSTD 1.20).
Simulated CQ and CH, at the tower sites show relatively
poorer performance, particularly for the gldase with cor-
relations of 0.65 for C@ and 0.025 for CH. Tower sites

sites. Model transport errors such as PBL height, vertical dif-
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Fig. 5. Normalised Taylor diagram showing a statistical compari-
son (Pearson’s correlation coefficient, normalised standard devia-
tion, and centred root-mean-square difference) between simulated
CO, (top) and CH (bottom), and GV analysis, for monthly sea-
are typically located near source regions on land. The use ofonal variations. “0.5d” and “2.0d” in legends indicate 0.5-degree
the climatological flux dataset might make it difficult for the simulation and 2.0-degree simulation, respectively.

model to reproduce the large variations observed at the tower

fusion may affect the model’s ability to reproduce theCO 3.3 Comparison with observations: synoptic variations

concentration observed at tower sites. Except for the towe

r

sites, the model shows statistically good performance at th®aily averages from the simulated results and obser-
oceanic, land and free tropospheric sites. The performance ofations were compared at Mauna Loa, Hawaii (MLO;
the higher-resolution model is not improved from the lower- 19.58 N, 155.6 W, 3397ma.s.l), South Pole, Antarctica
resolution model, thus, the simulated monthly seasonal vari{SPO; 89.98S, 24.8 W, 2810 m a.s.l.), and Hateruma, Japan
(HAT; 24.0% N, 124.8 E, 47 ma.s.l.), Cape Ochi-ishi, Japan

ations are mostly limited by the climatological fluxes.

Geosci. Model Dev., 6, 81300, 2013
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(COI; 43.15 N, 14550 E, 96 ma.s.l.). Cand CH, data  perfectly in the model, possibly due to the transport o,CO
at MLO and SPO were provided by NOAA/ESRL in the from continental urban areas, but the model successfully sim-
WDCGG dataset (Dlugokencky, 2012a, b; Thoning, 2012a,ulates observed spring maxima. &t HAT is also well re-
b). Daily CO, data at HAT and COIl were available from produced by the model; i.e., the model shows a clear sea-
the Greenhouse Gases Trend Updatép(//db.cger.nies.go. sonal pattern of summer and winter air mass exchanges. The
jp/g3db/ggtu/index.htmloperated by the Center for Global model sometimes even captures sudden summer high CH
Environmental Research (CGER), NIES. £thta at HAT ~ Basically HAT is covered by oceanic air mass and the,CH
are hourly data (Tohjima et al., 2002, 2010; T. Tohjima, un- fluxes in the model are climatological; thus, these highyCH
published data, 2011). GHbbservations at SPO are discrete events are thought to be GHransported from continental
observations and the other observations are continuous me&H, source regions.
surements. The continuous data and the 3-hourly model out- COl is located in the eastern part of Hokkaido, Japan. The
put were daily averaged based on local time for each sitemonitoring station fronts onto the northwest Pacific Ocean
As described in Sect. 2, GPV data are only available afterand is influenced generally by northwesterly winds in winter
December 2007, so the year 2008 meteorological data werand southwesterly winds in summer (Tohjima et al., 2002).
used from January to November 2007 for the simulation.  Reflecting seasonal variations of seasonally varying air mass
Comparisons with continuous measurements op @ad from Japan and East Asia, G@oncentration at COl shows
CH,4 show that the model was able to capture the observedarger seasonal variation than that at HAT. The model cap-
synoptic and seasonal variations at each monitoring statiotures overall features of CQrend and seasonal variations at
(Fig. 6). Simulated C@ at MLO shows good agreement COI.
with the observed C®though the model underestimates Table 2 lists the statistics (ratio of standard deviations,
the observed spring maxima in 2008 and 2010, while simu-correlation coefficients, overall biases, centred pattern root-
lated CH; at MLO slightly underestimates the observed/CH mean-square differences) between daily averaged modelled
by about 20 ppb after 2009. MLO is remote from the large and observed C®and CH, at the three sites. As described
source regions, which are mainly on land and transport isabove, only CH at SPO is discrete data and the modelled
therefore, a dominant factor for G@ariability. Unlike CQ, CHy is taken from the same date and time as the observa-
CHjy reacts with OH radicals during transport, which affects tion. The statistics suggest that the model can simulate the
CHg, variability. The interannual variability of atmospheric observed daily C® and CH, variations fairly well with a
circulation is also important for the growth rate at MLO be- correlation coefficientr) > 0.8 at the four sites, except for
cause transport determines the area the airmass come fror@H, at MLO (r = 0.59). The calculated RSTDs are nearly 1
such as boreal Asia, the North Pacific or the tropical Atlanticand overall biases are less than 1 ppm for@@d 10 ppb for
(Higuchi et al., 2002; Patra et al., 2005b). In this mean, theCH;. CRMSDs are also below 1, indicating that the model
model transport reproduces the overall features of observegerforms reasonably well. Though the analytical period is al-
CO, and CH, at MLO, but the use of climatological fluxes in most the same for COIl and HAT analysis, the model perfor-
this study gives some discrepancies. At SPO, another remotmance at COI site is relatively worse than that at HAT site
site away from strong source regions, the observed €8  because COI site is more affected by land vegetation than
very small seasonal variations. A gap in the simulateg CO HAT site, and this makes it difficult to reproduce the COI
at the end of January 2009 is due to the offset correction deebservations.
scribed in Sect. 2. Differences between the model and the Figure 7 illustrates synoptic-scale variations of £&hd
observed small variations in the first half of 2010 are slightly CH4 at HAT and CQ at COI. Synoptic variations were de-
large at 2 ppm, which might be due to climatological £O seasonalised and detrended variations which were extracted
fluxes and model transport error. Otherwise, the simulatedrom the observed and simulated time series (Fig. 6) by us-
CO; trend generally matches the observed one. In spite of théng a digital filter technique (Nakazawa et al., 1997). The
OH sink, the simulated CHreproduces the observed @H synoptic variation in C@at HAT is larger in summer than in
at SPO very well except for the second half of 2010, wherewinter due to air mass from East Asia. ¢kt HAT observed
there occurs a large increase in observeg.CH numerous peaks throughout the year, which reaches at about
HAT is an island located on the East-Asian continental 150 ppb. CQ at COIl has large synoptic variability in sum-
margin and is influenced by air masses transported from thener time. Table 3 lists statistics of the model performances
Pacific Ocean in summer and from the continent in winterof 0.5 and 2.0 simulations against the observed synoptic
(Tohjima et al., 2002, 2010). Larger seasonal amplitudes andariations. The ratio of standard deviations range from 0.73
larger synoptic events are, therefore, observed here, relativio 1.10, and the difference between 0dnd 2.0 simula-
to the background sites MLO and SPO. Though the, CO tions are small. At COlI site where is closer to land vegetation
fluxes in the model are climatological, the model can sim-than HAT site, RSTD for 0.5simulation is larger than that
ulate the observed seasonal pattern and occasional synopfior 2.0° simulation, which can be attributed to surface fluxes
events such as the low concentrations in August 2008 an@nd/or local transport biases. The correlation coefficients for
2009. High-CQ events in winter are difficult to represent 0.5° simulation show better performance than those fot 2.0
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Fig. 6. Observed and simulated time series of daily mearn @@ CH; concentrations at Mauna Loa, South Pole and Hateruma sites, and
COs, concentration at Ochi-ishi sites. Glbservations at South Pole are discrete data and are plotted directly; quasi-continuous data at the
other sites and 3-hourly model output are daily averages. “0.5d” and “2.0d” in legends for Hateruma and Ochi-ishi sites indicate 0.5-degree
simulation and 2.0-degree simulation, respectively. A gap in the simulateda€SPO at the end of January 2009 is due to the offset
correction (see text).

simulation. In general, high-resolution model correlates bet-sampler operated by Tohoku University, Japan (Nakazawa et
ter with the observations, though RSTD is slightly worse thanal., 2002; Aoki et al., 2003). In this study, we compare the

the lower-resolution model in some cases. simulated stratospheric profiles of @@nd CH, with the ob-
served mean profiles from the balloon-borne data over Japan.
3.4 Comparison with observations: stratospheric The observed mean profiles and their standard deviations are
profiles obtained as follows: first the observed tracer concentrations

over Sanriku (39.2N, 141.8 E), Japan from 1985 to 2007
There are few periodical high-precision observations 0 CO are averaged in each of five height bins: below 15km, 15—
and CH, in the stratosphere, but observations are made oveR0 km, 20-25 km, 25-30 km, above 30 km; then the concen-
Japan about once a year using a balloon-borne cryogenitrations at the highest level are shifted to match observations
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Table 2. Statistics to show the model performance against continuous measurements for daily-meandGCH, at HAT (Hateruma),
Cape Ochi-ishi (COI), MLO (Mauna Loa) and SPO (South Pole). Observeddaith at SPO are discrete data and the simulated results
corresponding to the measurement date are used for the comparisons. Statistics are defined as in Table 1.

Tracers Site Time interval  Period of Number RSTD Correlation Overall CRMSD
comparisons  comparisons of data coefficients bias

CO, HAT  Daily 1 Jan 2007-30 Aug 2011 1638 0.82 0.90 -0.29 0.44
Col Daily 1 Jan 2007-31 Aug 2011 1644 0.59 0.73-40.44 0.70
MLO Daily 1 Jan 2007-31 Dec 2010 1351 0.88 0.96-0.41 0.28
SPO Daily 1 Jan 2007-31 Dec 2010 1439 1.12 0.98 0.73 0.25

CHy HAT  Daily 1 Jan 2007-31 Dec 2010 1421 0.95 0.83 2.44 0.57
MLO  Daily 1 Jan 2007-31 Dec 2010 1377 0.82 0.59-9.83 0.84
SPO Event 1 Jan 2007-31 Dec 2010 191 0.92 0.96-1.19 0.30

Table 3.Correlation coefficients and Ratio of standard deviation between synoptic variations, that is, detrended and deseasonalised variations
in observed and simulated G@nd CH, concentrations at HAT (Hateruma), Cape Ochi-ishi (COIl). ®0.&nd “2.0° ” indicate 0.5-degree
simulation and 2.0-degree simulation, respectively. Statistics are defined as in Table 1.

Tracers Site Time interval Period of Numbercorre.latlon RSTD
. : coefficient
of comparisons  comparisons of data
0.5 2. 0.5 2.0
COy HAT  Daily 1 Jan 2008-31 Dec 2010 1064 0.72 0.41 0.73 0.82
COl  Daily 1 Jan 2008-31 Dec 2010 1644 0.62 0.55 0.85 0.71
CHgy HAT  Dalily 1 Jan 2008-31 Dec 2010 1057 0.85 0.56 1.08 1.10

carried out on 22 August 2012 over Taiki-cho (42.48 field of CO, (corrected by age of air) and GHHALOE)
143.42 E), Japan (Nakazawa et al., 2002; Aoki et al., 2003; works quite well with no bias on the observed day or within
T. Nakazawa and S. Aoki, unpublished data, 2010). The simthe observed standard deviations.

ulated profiles on the same day over Sanriku are compared

with the averaged observed profiles (Fig. 8). The simulatedB-5 Global distributions

profile of CQ (corrected by age of air in the stratosphere,

Sect. 2) is a close match to the observations with no bias ofPverall, the model successfully reproduces the observed
the day, and the difference between simulated and observe(priations of CQ and Ch as described in the previous sec-
CO; profiles is within the standard deviation of the observedions: In this section, we present the latitude—longitude dis-
COy. The simulated Chiprofile also shows very good agree- tributions for bo_th the model_ surface level and the column_-
ment with the observed profiles within the observed standardveraged dry air mole fractions. Column-averaged dry air
deviation, though the simulated profile tends to be smallefMl€ fractions, XC®, was obtained by weighing the con-
than the observed one at a height of about 100-20 hPa. r&entration in each layer by the air mass in that layer from the
cently, De Mazére et al. (2008) compared Glgrofiles from ~ Model output at 21 pressure levels; thus,

the Atmospheric Chemistry Experiment—Fourier Transform 21
Spectrometer (ACE-FTS) launched on August 2003 withxco, = ZCOZ" x ﬁ 2)
those from HALOE. They found both instruments showed n—L Psrf

similar average profiles and variability from 15 km to 70 km, ] o ]

and though ACE-FTS showed slightly higher biases com-Where CQ IS the CQ concentration in I:';lyen.deflned ata
pared with HALOE, they concluded that their differences layer centre in the pressure level coordindies the lowest
were in the order of 5% below 35km (the target region of level of the grid (surface levelPss is surface pressure and

the present study) and were not significant because the errgh P 1S the thickness of layer in pressure. XCHiis calcu-
bars overlapped. lated in the same way.

Though the model—observation comparison is for only 1hetemporal and spatial patterns of £ahd CH are pri-
one profile due to the lack of stratospheric observationsMarily governed by seasonal cycles of the sources, sinks and
the agreement between the simulated and observed profilédmospheric transport. Column abundances are also sensi-

shows that nudging the model stratosphere to the climatologyfVe t© changes in surface pressure and the tropopause height
(e.g., Washenfelder et al., 2003). Figures 9 and 10 show the
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by land biomass in summer. Compared with the continental

2008 2009 2010 201t 2012 regions, the marine boundary layers exhibit low concentra-
0, Ochicishi tions because of the absence of strong sources. In the South-
5 G . 0 ern Hemisphere, the Cg():ongentratlons_are relatively ho-
i L o o mogenous, except for some limited continental areas such as

South America. XCQ has less variation than surface £0
as expected. Strong sources over China, India and Equatorial
Africa and a strong sink in Siberia are still recognisable in
XCOgo, particularly in July. Their difference (XCO- surface
COy) is generally smaller in equatorial regions due to the
high tropopause height, and larger in northern high latitudes
] : ; . due to strong sources/sinks, low tropopause height and PBL
1 ! ’ p height. In July their difference is positive over mid and high
S S northern latitudes due to large sinks at the surface. Nakazawa
2008 2o S o e et al. (1993) found that the observed seasonal variation of
CO, concentration showed a phase delay of about 1 month
Fig. 7. Synoptic variations in observed and simulated time series ofpetween the lower and upper troposphere by using long-term
daily mean CQ and CH, concentrations at Hateruma site andLCO  ajrhorne observations over Japan. This fact supports the pos-
concentration at Qchi-ighi site. “0.5d” and “2..0d" ir.1 legends iqdi- itive difference between XC©and surface C@over strong
cate 0.5-degree simulation and 2.0-degree simulation, respectlvelySink regions in mid and high northern latitudes.
High-CH, regions are simulated at the surface over land
both in January and July, and Gli$ higher in the Northern
simulated surface Cf£and CH, concentrations, column GO Hemisphere than in the Southern Hemisphere throughout the
and CH,, and their differences for January and July 2010 all year due to large Cllemission in the Northern Hemisphere.
at 13:00 LT, almost the same time as the GOSAT orbit de-XCH,4 exhibits the same trend as surface Clielatively
scending node around 12:48 LT (Yoshida et al., 2011). Surhigh in the Northern Hemisphere and low in the Southern
face CQ concentrations in January are highest over high-Hemisphere. High-XChiregions, which appear over south
emission areas such as Europe, northeast America, Siberend eastern Asia and equatorial Africa, are associated with
and Asia in the northern mid and high latitudes, and alsodeep convection over these areas. Xiong et al. (2009) found a
over the equatorial regions (Africa, East South Asia, Southhigh-CH; plume over south Asia in the middle to upper tro-
America). Strong sinks in July are found in mid and high lat- posphere associated with the monsoon season during July—
itudes in Siberia and North America due to photosynthesisSeptember. These convective flows transport surfacetGH

CO; [ppm]
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Fig. 9. Simulated monthly mean surface gQop), XCO, (middle) and their differences (bottom) at 13:00 LT in January (left column) and
July (right column) 2010. Ranges of colour scales are 372—406 ppm fe@DXCG, and—15 to 15 ppm for the differences.

the upper tropopause and the model can capture such charaaf air mass with low ClH concentrations from the Pacific is
teristics. While CQ is stable in the atmosphere, giacts  more sharply resolved in the 0.Simulation than at 2res-
with O(*D) and Cl in the stratosphere in addition to chemical olution. The 0.8 model appears to be able to resolve point
loss with OH radicals, creating a significant vertical decreasesources of Cl, such as highly populated urban areas (e.qg.,
in the stratospheric concentration (Fig. 6). These atmospheri@okyo), as shown by Maksyutov et al. (2008) for £0
sinks for CH, create a negative difference in (XGH surface Figure 12 shows monthly zonal-mean latitudinal distribu-
CHya) except for the equatorial region where the tropopauseions of surface C@and XCQ, and their standard devia-
tends to be high due to strong convection. tions at 13:00 LT, and Fig. 13 those of G- onal-mean sur-
Figure 11 shows the simulated surface Ltbncentra-  face CQ shows a strong sink centred on about BlGn July,
tions around Japan. The high-resolution modelq(&.D.5; which then spreads toward high and low latitudes in August.
Fig. 11a) simulates a much clearer land—ocean contrast iThe seasonal amplitude for XG@s about 9 ppm, which is
CHs concentrations and synoptic-scale motions than theabout half of that for surface GOQ15 ppm. This tendency is
model with a resolution of 2x 2° (Fig. 11b). An intrusion  consistent with previous modelling studies (e.g., Olsen and
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Fig. 10. Same as Fig. 7, but for Ch5l XCHg,, and their differences. Ranges of colour scales are 1620-2060 ppb fpa@HXCH,, and
—200 to 200 ppb for the differences.

Randerson, 2004). Variances are large in northern mid andlue to strong vertical transport of surface £y deep cu-
southern low latitudes, reflecting activity of land biosphere. mulus convection (e.g., Patra et al., 2009; Terao et al., 2011).
The longitudinal variations in XC@are about 2 ppm at max- CHj variance at the surface is high over most of the latitude
imum. band, reflecting the various GHources over land. This ten-
The north-to-south gradient of the concentrations mod-dency is the same for XCtbut the variance is less than half
elled at the surface level and that of Xgldoncentrations the surface value. Relatively large variances in southern high
simulated at 13:00 LT were similar in trend; i.e., the concen-latitudes might be due to the high elevation of the Antarctic
trations in the Northern Hemisphere are higher than those irContinent at over 3000 m, which makes this region suscepti-
the Southern Hemisphere. XGialues at every latitude are ble to seasonal variations in tropopause height, as the strato-
shifted to lower concentrations due to chemical OH loss inspheric partial column of low Cldhas a large weight.
the tropopause and the stratosphere. Small peaks ingXCH
are found in equatorial regions throughout the year, possibly
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Latiude Latiude model outputs with available observational records of atmo-
. Stepcard Pevaton o\ Srandard Peviaton spheric CQ and CH, concentrations. A large-scale, latitudi-
o ar . nal distribution of the simulated annual mean&nd CH,
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T f £ concentrations is found to be in good agreement with the
a | & . . . N
g M g4 ] analysis of GV sites, with overall annual biases and standard
8 of rov /j\ y/ N e ) 1 deviations 0of~0.254+1.47 ppm and-0.31+ 12.57 ppb, and
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gradients of CQ and CH, are reproduced exactly by the
Fig. 12. Monthly zonal-mean latitudinal distributions ¢&) CO» model with almost no biases. Comparison between monthly
and(b) XCO; for 2010 and(c—d) their standard deviations against GV COz and CHy and the model output showed that, de-
longitudinal variation. spite large model—observation mismatch in monthly seasonal
variations at some tower sites and some inland sites where
large seasonal variations were observed, the model seasonal
4 Conclusions variations generally agreed well, particularly at oceanic and
free tropospheric sites, with GV values with averaged corre-
We have developed the NIES transport model at a resolutioation coefficients of 0.87 for C&and 0.53 for CH in terms
of 0.5° x 0.5° x 47 sigma levels, driven by high-resolution of seasonal variations. The observed daily or discrete time
meteorological data, GPV, with 0.% 0.5 resolution and  series at MLO, SPO, HAT and COI are generally well re-
21 pressure levels (1000-10 hPa). This GPV-forced NIESproduced by the model with statistically good performance,
TM has been designed to provide global high-resolution andhough some discrepancies were found, possibly due to the
near real-time a priori CQand CH, concentrations for the use of climatological fluxes. The synoptic variations at HAT
GOSAT data retrieval algorithm to derive XG@nd XCH;, and COI were reproduced better by the higher-resolution
at NIES. Since real-time fluxes of G@nd CH, are notavail-  model (0.8) than the coarser-resolution model (3,@hat is,
able, the flux climatologies were used with the trend adjust-the correlation coefficients between the observation and the
ment to the observed background concentrations. To overhigher-resolution model were significantly higher than those
come the problem of stratospheric transport in the model, thdor the lower-resolution model. In the stratosphere, the sim-
stratospheric part of the model was nudged to climatologi-ulated vertical profiles and growth rates agree well with the
cal values using three-dimensional €@imatology thatwas  average profiles from balloon-borne observations over Japan
adjusted to observed age of air for €@nd long-term satel-  within the observed standard deviations. Overall the model
lite observations from HALOE for ClH We also updated biases are small enough compared to the current biases of
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GOSAT Level 2 product (version 2.00) of XG@nd XCHs, A2 Cumulus convection
thus, the model and the accompanied VCMs are appropriate
for use in GOSAT Level 2 retrievals. The cumulus convection is based on cumulus mass fluxes

The global CQ and CH, distributions, and XC@ and  calculated in a Kuo-type scheme (Grell, 1995) and modified
XCHj, obtained are in qualitative agreement with previous to include entrainment and detrainment processes on convec-
studies. The 05model can resolve synoptic-scale motions tive updrafts and downdrafts proposed by Tiedtke (1989).
and point sources better than the®2mfodel does. Seasonal  First the cloud base levet; is calculated by adding small
amplitudes in zonal-mean XGGare found to be almost half perturbation to humidity and temperature to levels below the
those for surface C9 Zonal-mean XCH shows different o level corresponding to 700 hPa and adiabatically lifting the
features from XC@ because of the chemical sinks in the at- air parcel until the condensation occurs. The cloud base
mosphei’e and its Sensitivity to tropopause he|ght set to the lowest level where condensation would occur.

These validations suggest that the model is able to re- Then, we estimate the supply rate of moisture available for
produce fairly reasonable global concentrations as well agenetrative convection. The horizontal moisture divergence
synoptic variations and give confidence in quantitative anal-is evaluated from winds and water vapour content. Low-level
ysis of CQ and CH, Cycies using the model, and its use moisture convergence is calculated by integrating the hori-
in providing a priori concentrations for satellite retrievals. zontal moisture convergence below cloud base level and the
This model has been implemented on the GOSAT DHF syssSurface evaporation. The moisture divergence term is cor-
tem and has been run every observed day, and the simJyected for non-zero divergence of the air mass in order to
lated results have been used for a priori concentrations fotake account for deviation from the mass conservation in the
GOSAT XCQ, and XCH,; retrievals. As future satellite in- Wind data.
struments like OCO-2 are expected to have smaller footprints The mass flux in updraft is set to low-level moisture con-
or higher precision to observe greenhouse gases more préergence divided by water vapour mixing ratio at cloud base.
cisely, the ability to simulate a priori concentrations with a The vertical profiles of entrainment and detrainment rates
higher-resolution model would be useful in reducing error are set proportional to the updraft mass flux followed by
in a priori concentrations. Thus, the updated high-resolutionTiedtke (1989). In the updraft air, virtual potential temper-
concentrations and VCMs provided by the deveioped modeptures are estimated from the cloud base level to cloud top
have the potential to be powerful tools for a priori of satel- level. The cloud top is determined by comparing the virtual
lite data retrievals as well as for the high-resolution global Potential temperatures in the updraft and environment, for
modeiiing of greenhouse gases. which an overshoot of 3 degrees Kis allowed.

The cloud with a thickness of thinner thaxo = 0.1 are
_ excluded. The downdraft mass flux is set to 0.2 of that in the
Appendix A updraft, which is same as in Tiedtke (1989).

The tracers are transported vertically by applying a sim-
plified explicit scheme. We assumed that the updrafts and
downdrafts make only a negligibly small part of a grid col-
umn; the rest is designated as environment air. First the verti-
cal profiles of the concentrations in the updraft and downdraft
air are calculated by taking into account rates of mixing with

Al Mass fixer

The mass correction is distributed proportionally to local ad-
vection tendencies to conserve total tracer midgs

IR environment air by entrainment and detrainment, and then
M, = ///ps~ (1—0.61-gy)-q-dr-d(sing)-do  (Al) the concentration tendencies in environment air are obtained
010 from entrainment and detrainment rates.

where ps is surface pressurey, is mixing ratio of water A3 Turbulent diffusion
vapour,. andg indicate the position in the polar coordinate

system. The mass fixer constrains tracer tendencies Turbulent diffusion is temperature dependent (stability func-
9 tion) and is defined as follows: below PBL top, the turbulent
3 Ma=0 (A2)  diffusivity is set to constant value of 40%w%, and above

. = PBL, the turbulent diffusivity K1) is calculated by using lo-
on eac_h time step. Hence, the corrected tendgricy each cal stability function following Hack et al. (1993):
tracer is
¥ . . . _ p2 :
G=¢ [ap-0(§) —an-0(—9)] (A3) KT ={"SFs(Ri), (A4)

whereay andap are multipliers for positive and negative ten-
dencies, and (¢) is the step function whicl® (x) =1 for

x >0, andf (x) =0 for x < 0. The condition maxdp, an)

is enforced to keep the solution monotonic.

where? = 30 m is mixing lengthS = i%%i is the vertical
wind shearRiis local Richardson number:
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