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Abstract. Analysis of the variability of the last 18 yr (1993–
2012) of a 32 yr run of a new near-global, eddy-resolving
ocean general circulation model coupled with biogeochem-
istry is presented. Comparisons between modelled and ob-
served mean sea level (MSL), mixed layer depth (MLD),
sea level anomaly (SLA), sea surface temperature (SST), and
chlorophyll a indicate that the model variability is realistic.
We find some systematic errors in the modelled MLD, with
the model generally deeper than observations, which results
in errors in the chlorophylla, owing to the strong biophysi-
cal coupling. We evaluate several other metrics in the model,
including the zonally averaged seasonal cycle of SST, merid-
ional overturning, volume transports through key straits and
passages, zonally averaged temperature and salinity, and El
Niño-related SST indices. We find that the modelled sea-
sonal cycle in SST is 0.5–1.5◦C weaker than observed; vol-
ume transports of the Antarctic Circumpolar Current, the
East Australian Current, and Indonesian Throughflow are in
good agreement with observational estimates; and the cor-
relation between the modelled and observed NINO SST in-
dices exceeds 0.91. Most aspects of the model circulation are
realistic. We conclude that the model output is suitable for
broader analysis to better understand upper ocean dynam-
ics and ocean variability at mid- and low latitudes. The new
model is intended to underpin a future version of Australia’s
operational short-range ocean forecasting system.

1 Introduction

The purpose of this paper is to describe and assess a new
near-global eddy-resolving ocean model, developed under
Bluelink – a partnership between CSIRO, the Bureau of

Meteorology (BoM), and the Royal Australian Navy. The de-
velopment of the new model – called the Ocean Forecasting
Australian Model, version 3 (OFAM3) – is the first step in the
development of a new, operational short-range ocean fore-
cast system that will deliver daily forecasts of mesoscale cir-
culation at mid- and low latitudes. This development builds
on the success of Bluelink, and is intended to ultimately ex-
pand the scope of Australia’s operational, short-range ocean
forecast system (Brassington et al., 2007, www.bom.gov.au/
oceanography/forecasts/) from just the Australasian region
to most of the globe, and from forecasts of the circulation
to include forecasts of the biogeochemistry. Bluelink is Aus-
tralia’s main contribution to the Global Ocean Data Assimi-
lation Experiment (GODAE;Smith, 2000), and its successor
GODAE OceanView (www.godae-oceanview.org).

The Bluelink ocean model has been developed over many
years. The first and second versions of OFAM (OFAM1
and OFAM2) were eddy-resolving in the 90◦ sector cen-
tred on Australia and south of about 20◦ N. The latest ver-
sion of OFAM (OFAM3) is a major improvement over pre-
vious versions, with the eddy-resolving region being ex-
tended to all longitudes and between 75◦ S–75◦ N, the ad-
dition of biogeochemistry and improvements to model pa-
rameterisations and forcing. Results from OFAM1 were first
described byOke et al.(2005), demonstrating that when con-
strained by data assimilation, OFAM produces reanalysed
fields that were mostly in good agreement with with-held ob-
servations.Oke and Schiller(2007) described a series of ob-
serving system experiments using OFAM2, showing that all
of the main components of the global ocean observing sys-
tem are important for constraining an eddy-resolving ocean
model. Oke et al.(2008) presented results using OFAM2
to show that when constrained by data assimilation, their
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model reproduced the variability around Australia with sea
level anomaly (SLA) errors of 6–12 cm and sea surface tem-
perature (SST) errors of 0.5–0.9◦C. Schiller et al.(2008)
used results from the data assimilating version of OFAM2
to quantify the seasonal and interannual variability of the
major currents in the Australian region and the Indonesian
Throughflow (ITF). Using the same model,Schiller et al.
(2010) showed that the deep-reaching sub-surface intrasea-
sonal variability in the eastern Indian Ocean and the ITF
is closely linked with equatorial wind stress anomalies in
the central Indian Ocean. Other applications of previous ver-
sions of OFAM include an investigation of a series of coral
bleaching events in the Great Barrier Reef (Schiller et al.,
2009), an analysis of eddy dynamics in the Tasman Sea (Oke
and Griffin, 2011), an analysis of fronts in the Southern
Ocean (Langlais et al., 2010), an investigation of the sea-
sonality of chlorophylla in anti-cyclonic eddies off Western
Australia (Dietze et al., 2009), and a climate downscaling
(Sun et al., 2012). The latest application of OFAM2 was for
ocean reanalysis – called the Bluelink ReANalysis, version 3
(BRAN3; Oke et al., 2013) – spanning 1/1993–9/2012,
where it was shown that BRAN3 outperforms the previous
reanalysis (BRAN2), but required significantly less adjust-
ment by the data assimilation system and is therefore more
dynamically consistent. An operational version of OFAM2 is
run at the Bureau of Meteorology (Brassington et al., 2007,
www.bom.gov.au/oceanography/forecasts/). To date, the ap-
plications that depend on the current operational short-range
ocean forecast system in Australia have been focussed on the
ocean around Australia.

The details of the model configuration are described in
Sect.2. An evaluation of the last 18 yr of a 32 yr model run
is presented in Sect.3, followed by a summary and conclu-
sions in Sect.4. A comprehensive description of the technical
details of the model configuration is given in AppendicesA
andB.

2 Model configuration

OFAM3 is a near-global, eddy-resolving,z∗ configuration of
version 4p1 of the Modular Ocean Model (Griffies, 2009),
developed principally for the purpose of hindcasting and
forecasting upper ocean conditions in non-polar regions. The
key features of the configuration of OFAM3 are described
here, and a comprehensive technical description of OFAM3,
including model parameterisations, initial conditions, and
forcing, is given in AppendixA. The model grid has 1/10◦

grid spacing for all longitudes and between 75◦ S and 75◦ N,
with 5 m vertical resolution down to 40 m depth and 10 m
vertical resolution to 200 m depth.

OFAM3 uses the vertical mixing scheme described by
Chen et al.(1994), and a biharmonic Smagorinsky vis-
cosity scheme described byGriffies and Hallberg(2000)
OFAM3 is forced with 1.5◦-resolution, 3-hourly surface

heat, freshwater, and momentum fluxes from ERA-Interim
(Dee and Uppala, 2009). Surface temperature is restored
to monthly averaged observations with a nominal restor-
ing timescale of 10 days. Similarly, surface salinity is re-
stored to monthly averaged climatology with a restoring
timescale of 30 days. The surface restoring term for tem-
perature scales likeρcp1zsurf/1t ∼ 23 W m−2 K−1 (ρcp ∼

4× 106 J K−1 m−3; 1zsurf = 5 m is vertical grid spacing at
the surface; and1t = 10×86 400 s, is the nominal restoring
timescale). Each time step the impact of this restoring term
is quickly spread over the surface mixed layer, “diluting”
the impact of the restoring term by the ratio of1zsurf/MLD
(where MLD is the mixed layer depth). So, if the MLD is
50 m (10 times1zsurf), then the effective restoring timescale
is ten times greater than the prescribed timescale.

The model was initialised at rest, with zero sea level, and
with potential temperature and salinity from climatology,
then integrated for 32 yr. The first 14 yr is the spin-up pe-
riod, and the last 18 yr, spanning the period 1993–2010, are
analysed in this study.

OFAM3 includes a BGC cycling model, called the Whole
Ocean Model with Biogeochemistry and Trophic-dynamics
(WOMBAT). A comprehensive description of WOMBAT,
including parameterisations, initial conditions and forcing,
is given in AppendixB. Briefly, WOMBAT is a three-
dimensional NPZD (nutrient–phytoplankton–zooplankton–
detritus) model described byKidston et al.(2011), with the
addition of the iron, oxygen, and carbon cycles. The iron,
oxygen, and carbon cycles are linked to the phosphate uptake
and remineralisation through a constant Redfield ratio, and
the formation of calcium carbonate is a constant fraction of
organic carbon production. The atmospheric iron deposition
is set by a seasonal climatology (Mongin et al., 2011); and
the air–sea exchange of carbon dioxide is a function of wind
speed (Wanninkhof, 1992) and climatological sea ice con-
centration (Matear and Lenton, 2008). Phytoplankton growth
is limited by light, phosphate and iron, with the minimum of
these three terms limiting growth. Initial conditions for the
biophysical fields are derived from an observation-based cli-
matology. The focus of this paper is on upper ocean variabil-
ity, which reaches quasi-steady state in about 2 yr (Matear,
1995), while the deep ocean takes much longer to reach
steady state (Matear and Hirst, 2003).

3 Model evaluation

3.1 Mean sea level

We compare the modelled mean sea level (MSL), averaged
over the last 18 yr of the model run, with an observation-
based estimate of the MSL from version 1.1 of the CNES-
CLS09 (Rio et al., 2009) in Fig. 1. The CNES-CLS09 field
is computed for the time period 1993–1999, and is relative
to a geoid computed from 4.5 yr of GRACE data. Both the

Geosci. Model Dev., 6, 591–615, 2013 www.geosci-model-dev.net/6/591/2013/
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(a)

(b)

(c)

Fig. 1. Comparison of the (a) mean sea-level from the model, (b) the mean dynamic topography from CNES-

CLS09 V1.1, and (c) the difference between the CNES-CLS09 and the model MSL field.

29

Fig. 1. Comparison of the(a) mean sea level from the model,(b) the mean dynamic topography from CNES-CLS09 V1.1, and(c) the
difference between the CNES-CLS09 and the model MSL field.

modelled and observed estimate of MSL are similar, with the
key basin-scale gyres clearly evident. There are a few regions
where there are systematic differences between the mod-
elled and observed MSL estimates. For example, the CNES-
CLS09 estimate over the Indonesian seas, centred around
120◦ E, is up to 0.4 m less than the model estimate. The mod-
elled Kuroshio extension appears to track farther north than
the observations indicate, showing up as a zonal band of neg-
ative MSL difference in Fig.1c. The meridional gradients of
the MSL associated with the Gulf Stream are sharper in the
observations, with a stronger meridional gradient along the
path of the Gulf Stream extension. This shows up as a quasi-
zonal band of positive MSL difference in Fig.1c. The path

of the Antarctic Circumpolar Current (ACC), denoted here
by MSL of between about−0.8 m and−0.2 m (dark blue
to green), includes more structure in the model than the ob-
servations. A systematic difference is evident in the Brazil–
Malvinas Confluence (BMC), where the observational esti-
mate of MSL is about 0.5 m higher than in the model. We in-
terpret this as an indication that the complicated circulation
associated with the BMC may be misplaced in the model.
The modelled MSL south of Greenland is lower than the ob-
servations by about 0.4 m. This may be a consequence of the
approximations used in this model to represent variability as-
sociated with the Arctic Ocean (see AppendixA).

www.geosci-model-dev.net/6/591/2013/ Geosci. Model Dev., 6, 591–615, 2013
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(a)

(b)

(c)

Fig. 2. Comparison of the time-averaged MLD (m) from the (a) model, (b) CARS (Ridgway and Dunn, 2003),

and (c) the difference between the CARS and model MLD field. The model MLD is calculated from daily

means using the MLD definition described by de Boyer Montegut et al. (2004).

30

Fig. 2.Comparison of the time-averaged MLD (m) from the(a) model,(b) CARS (Ridgway and Dunn, 2003), and(c) the difference between
the CARS and model MLD field. The model MLD is calculated from daily means using the MLD definition described byde Boyer Montegut
et al.(2004).

3.2 Mixed Layer Depth

We compare the modelled mean ocean surface Mixed Layer
Depth (MLD), averaged over the last 18 yr of the model run,
with an observation-based estimate of the MLD from the
CSIRO Atlas of Regional Seas (CARS;Ridgway and Dunn,
2003) in Fig. 2. The definition of the MLD that is used here
is based onde Boyer Montegut et al.(2004). Specifically,
for each grid point in the model we identify the depth over
which the potential density increases by 0.3 kg m−3 and tem-
perature decreases by 0.2◦C from the surface value. The
time-averaged MLD field shown in Fig.2 is the maximum
of the MLD estimates obtained using these two criteria. The

temperature-based criterion is used in regions where there
are compensating layers (de Boyer Montegut et al., 2004).
The modelled and observed time-averaged MLD fields show
similar spatial patterns, with good correspondence between
regions of shallow and deep mixed layers. The anomaly cor-
relation between the time-averaged modelled and observed
MLD is 0.86. Both the modelled and observed MLD fields
show shallow MLDs at low latitude. The mean and root-
mean-square difference (RMSD) between the observed and
modelled MLD (Fig. 2c) within 15◦ of the Equator are
−3.9 m and 6.8 m, respectively; with the model showing
deeper MLDs than the observations. Both the model and ob-
servations have deep mixed layers along the path of the ACC

Geosci. Model Dev., 6, 591–615, 2013 www.geosci-model-dev.net/6/591/2013/
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Fig. 3. (a) Seasonal climatology of zonal-average modelled SST, the zonal average of the difference between

modelled and observed SST seasonal climatology using (b) Reynolds SST and (c) AMSR-E SST, and (d) the

time-averaged and zonally averaged difference between observed and modelled SST.

31

Fig. 3. (a)Seasonal climatology of zonally averaged modelled SST, the zonal average of the difference between modelled and observed SST
seasonal climatology using(b) Reynolds SST and(c) AMSR-E SST, and(d) the time-averaged and zonally averaged difference between
observed and modelled SST.

– particularly south of Australia and New Zealand, and be-
tween about 140◦ W and 60◦ W. In the locations where the
model MLD exceeds 180 m in the Southern Hemisphere, the
average model MLD is almost 60 m deeper than the CARS
MLD. Similarly, at high latitudes (north of 50◦ N and south
of 60◦ S) the mean and RMSD between the observed and
modelled MLD are−48.8 m and 58.5 m, respectively – again
with the model having deeper MLDs than observed. In gen-
eral, in regions of strong convection (e.g. Weddell, Ross and
Labrador seas, and south-eastern Pacific) the model mixed
layers are too deep. We suspect that this mismatch between
the model and observations is largely due to limitations of
the model (e.g. with no coupled sea ice model) – but we note
that in situ ocean and atmospheric observations in those re-
gions are scarce, with fewer observations in winter – so the
observational estimates will contain some error, and possibly
some seasonal bias (e.g. not properly representing the deep
winter mixed layer). This aspect of OFAM3 has been anal-
ysed in detail bySchiller and Ridgway(2013).

3.3 SST seasonal cycle

Here, we compare the seasonal cycle of the modelled SST
with gridded 1/4◦-resolution satellite observations from
AMSR-E (www.ssmi.com) andReynolds et al.(2007). The
zonally averaged mean seasonal cycle from the model is
shown in Fig.3a, along with the difference between the
modelled and observed seasonal cycle in Fig.3b–c, and the
time-averaged, zonally averaged differences in Fig.3d. The
AMSR-E fields are 7-day averages and are based on data for

the period 1/2003–12/2010; and the model and Reynolds
fields are for the entire 18 yr model run (note that we restore
OFAM3 to Reynolds SST). These comparisons demonstrate
the seasonal cycle in the model is generally too weak. In each
hemisphere at mid-latitude, the zonally averaged SST is 0.5–
1.5◦C too cold in summer, and 0.5–1.0◦C too warm in win-
ter. North of about 55◦ N, the AMSR-E SST is up to 2.5◦C
warmer than the model, and Reynolds SST is over 1.5◦ colder
than the model. This indicates that north of 55◦ N, the ob-
servations are in disagreement. For most latitudes, the time-
averaged, zonally averaged SST in the model is within 0.5◦C
of observations.

Recall that the model SST is restored to monthly Reynolds
SST with a nominal restoring timescale of 10 days. We argue,
in Sect.2, that the heat flux associated with the SST restoring
is likely to be relatively weak. This is quantified in Table1,
where we show the time mean and standard deviation of the
globally averaged components of the heat flux – including
the restoring term. This shows that the fluxes associated with
the restoring term are small compared to the individual com-
ponents of the prescribed flux. We suspect that the use of a
bulk formula for the heat flux will result in stronger sensible
and latent heat fluxes (since they both have a feedback term
that depends on the difference between the model SST and
the air temperature) and may result in better agreement with
observations. This aspect of OFAM will be investigated in
future versions.

www.geosci-model-dev.net/6/591/2013/ Geosci. Model Dev., 6, 591–615, 2013
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596 P. R. Oke et al.: Evaluation of a near-global eddy-resolving ocean model

Table 1.Time mean plus/minus the standard deviation (W m−2) of the area-averaged surface heat flux components for the full model domain
(column 2), and for each of the NINO regions (columns 3–6) presented in Fig.6.

Heat flux component Global NINO1.2 NINO3 NINO4 NINO3.4

Total 4.5± 14.4 63.0± 40.1 70.8± 28.2 32.5± 21.9 55.6± 27.9
Short wave 178.4± 16.5 233.6± 28.4 244.5± 14.4 234.3± 21.0 247.9± 17.8
Long wave −61.3± 1.3 −49.9± 8.5 −61.5± 3.0 −63.9± 4.1 −64.5± 3.7
Latent −104.0± 2.4 −76.4± 16.3 −97.8± 18.6 −130.5± 13.7 −118.0± 19.4
Sensible −13.5± 0.8 −8.4± 3.2 −6.5± 1.3 −9.5± 2.0 −7.0± 1.5
Restoring 4.9± 1.5 −35.9± 16.1 −7.9± 10.2 2.1± 6.6 −2.8± 7.6

(a) (b)

(c) (d)

(e) (f)

Fig. 4. (a,b) Modelled, (c,d) observed, and (e,f) modelled minus observed time- and zonal-mean (a,c,e) temper-

ature and (b,d,f) salinity. The contour intervals for temperature are 1◦C in panels (acb) and 0.2◦C in panel (e).

The contour interval for salinity is 0.2 psu in panels (b,d) and 0.05 psu in panel (f).

32

Fig. 4. (a, b)Modelled,(c, d) observed, and(e, f) modelled minus observed time and zonal mean(a, c, e)temperature and(b, d, f) salinity.
The contour intervals for temperature are 1◦C in (a, c, b)and 0.2◦C in (e). The contour interval for salinity is 0.2 psu in(b, d) and 0.05 psu
in (f).

3.4 Zonally averaged fields

The time mean and zonal average of modelled potential tem-
perature and salinity are shown in Fig.4, along with their dif-
ferences from climatology. The time mean and zonal average
modelled potential temperature field (Fig.4a) shows the ex-
pected broad-scale features, with warm water at shallow, low
latitudes, and cold waters over all depths at high latitudes.
The time mean and zonal average modelled salinity (Fig.4b)

includes a representation of the expected features, including
Antarctic Intermediate water, with salinity of 34.6 psu pene-
trating to about 1000 m depth between 60–15◦ S, high salin-
ity (up to 35.2 psu) over the top 300 m centred around 25◦ S,
a salinity minimum of 34.1 psu at about 5◦ N associated
with the strong precipitation in the inter-tropical convergence
zone, high-salinity water associated with the Mediterranean
Sea at about 35◦ N, low-salinity water over the top 200 m
north of 45◦ N associated with the meltwater from the Arctic

Geosci. Model Dev., 6, 591–615, 2013 www.geosci-model-dev.net/6/591/2013/



P. R. Oke et al.: Evaluation of a near-global eddy-resolving ocean model 597

−48−45−42−39−36−33−30−27−24−21

−
2
1

−
1
8

−
1
8

−
1
5

−
1
5

−12

−12

−9

−9

−9

−6
−6

−6

−6

−3
−3

−3 −3

−3

−3

3

3

3

3
3

6

6

6

6

69

9
9

9

9

12

12

12

12

1
5

1
5 1

5

15

15

18

1
8

18

18

1
82

1 21 21

2
1

2
4

24 24

27

27

3
0

3033 3336 363639

 (a) Global

D
e
p
th

 (
m

)

0

1000

2000

3000

4000

−9−6

−6

−3

−3

3

3

3

6

6

6

6

9

9

9

12

12

12

12

15

15

15

18

1818

 (b) Atlantic

D
e
p
th

 (
m

)

0

1000

2000

3000

4000

−42−39−36−33−30−27−24−21−18−15

−12

−12

−
1
2

−12−9

−9

−9

−6

−6

−6

−6

−3

−
3

−3

−
3 −3

−3

3
3

3

66 9
1215182124

27 3
0

 (c) Indian+Pacific

D
e
p
th

 (
m

)

75S 60S 45S 30S 15S EQ 15N 30N 45N 60N

0

1000

2000

3000

4000

Fig. 5. Time-mean, zonal-averaged meridional overturning streamfunction (Sv) for the (a) entire globe, (b) At-

lantic basin, and (c) Indian+Pacific basins. Solid contours are positive (clock-wise), grey contours are negative

(anti-clockwise), and bold contours are zero. For clarity, fields have been averaged to eliminate features that

are shorter than 1 degree.

33

Fig. 5.Time mean, zonally averaged meridional overturning stream
function (Sv) for the(a) entire globe,(b) Atlantic basin, and(c)
Indian+Pacific basins. Solid contours are positive (clockwise), grey
contours negative (anticlockwise), and bold contours zero. For clar-
ity, fields have been averaged to eliminate features that are shorter
than 1 degree.

(although only represented through restoring along the north-
ern boundary in this model), and high-salinity (35.2 psu) wa-
ter below 300 m depth north of 60◦ N associated with the for-
mation of North Atlantic Deep Water. All of these features
are clearly evident in climatology.

The difference field for temperature (Fig.4e) indicates that
between about 50 and 200 m depth, the model temperature is
too high, by up to 2◦C. The greatest temperature differences
are evident at around 35◦ N, corresponding to the Mediter-
ranean Sea, and around 65◦ N. The difference field for salin-
ity (Fig. 4f) indicates that the model is about 0.2–0.4 psu too
fresh off Antarctica, between 50 and 1000 m depth. Con-
versely, the model is up to 0.2 psu too saline between 0–
100 m depth at around 50◦ S, and 0.1–0.3 psu too fresh within
20 degrees of the Equator in the upper 100 m of the water col-
umn. The model is up to 1.5 psu too fresh north of 60◦ N be-
tween 100–200 m depth because of the errors associated with
the crude salinity restoring at the northern boundary that is
intended to provide some representation of the properties of
the flow from the Arctic basin. The model is about 0.2 psu too
saline near the surface north of 40◦ N and is about 0.1 psu too
saline between 100 and 1500 m depth between 50 and 70◦ N.
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Fig. 6.Time series of the(a) NINO1.2,(b) NINO3, (c) NINO4, and
(d) NINO3.4 SST anomalies from observations (OSTIAv2) and the
model (OFAM3).

The differences between the model and climatology for both
temperature and salinity are small below 2000 m depth owing
to the restoring to climatology (see AppendixA).

The time mean zonally averaged meridional overturning
stream function is shown in Fig.5 for a global mean, and a
zonal mean across the Atlantic basin, and the Indian+Pacific
basins. The meridional overturning circulation (MOC) in
the Atlantic basin peaks to 18.9 Sv at 40◦ N; and the cross-
equatorial transport is 18.5 Sv. The globally averaged MOC
shows that the maximum MOC in the Deacon cell is 39 Sv.
These results are comparable to other model-based estimates
(e.g.Maltrud and McClean, 2005; Kohl and Stammer, 2007;
Doos et al., 2008), and to observational estimates in the North
Atlantic (e.g.Cunningham et al., 2007).

3.5 El Niño-related indices

Time series of the observed and modelled NINO1.2, NINO3,
NINO4, and NINO3.4 anomalies are shown in Fig.6. The
observed indices are based on monthly mean Reynolds SST
(Reynolds et al., 2007). The biggest event in the time se-
ries is the large positive anomaly in NINO1.2, NINO3 and
NINO3.4, corresponding to the 1997 El Niño. This event is
well reproduced by the model, with the correct phase and am-
plitude. The agreement between the modelled and observed
NINO1.2, 3, 4 and 3.4 anomalies is excellent, with a correla-
tion of 0.91, 0.96, 0.96, and 0.97, respectively, and an RMSD
of 0.56, 0.38, 0.26, and 0.32◦C, respectively.

We note that the modelled and observed estimates of the
NINO indices shown in Fig.6 are not independent. Recall
that the model SST is restored to monthly mean observed
SST to keep it relatively close to the observations. How-
ever, as we argue in Sect.2, the impact of the restoring term
on SST is weak. To quantify the degree to which the SST
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Fig. 7.Time series of the monthly averaged volume transport of the
(a) ACC and(b) ITF, through various straits.

restoring influences the model solution, we show the mean
and standard deviation of the area-averaged of the heat flux
components for each of the NINO regions (Fig.6) in Table1.
Specifically, we show the total, short-wave, long-wave, la-
tent, and sensible heat flux, along with the restoring term,
expressed as a heat flux. For both the NINO4 and NINO3.4
regions, the restoring term is the smallest of all of the heat
flux terms. For the NINO1.2 and NINO3 regions, the restor-
ing term is only larger than the sensible heat flux compo-
nent. This indicates that the impact of restoring the model
SST towards observed SST is small compared to the other
components of the heat flux term – two orders of magnitude
smaller than the largest term (short wave). We therefore con-
clude that most of the time variability shown in Fig.6 is at-
tributable to model dynamics – not the SST restoring. We
also note that the nature of the restoring term is analogous
to the sensible and latent heat flux components within a bulk
heat flux formulation, where the model SST is effectively re-
stored towards air temperature near the ocean surface. We
plan to adopt a bulk formula in future versions of OFAM.

3.6 Volume transports

The time mean modelled volume transports through well-
defined straits and passages are listed in Table2, along with
observation-based estimates (where available) for each re-
gion. In each case, the observational estimates are based on
some assumptions, either about the governing dynamics (e.g.
geostrophy), level of no motion, or from interpolation and
extrapolation of discrete observations. The modelled ACC
transport is between about 144 Sv and 176 Sv. The time series
of monthly averaged volume transports of the ACC through
the Drake Passage, south of South Africa, and south of Tas-
mania are presented in Fig.7a. This demonstrates that the
ACC volume transports are free from any significant drift,
and that the model transports are 10–15 % stronger than ob-
served estimates in Drake Passage and south of Tasmania
(Rintoul and Sokolov, 2001; Cunningham et al., 2003). We
attribute the lack of drift in the ACC transports to the weak,
deep-restoring of temperature and salinity to climatology. We

find that without this deep restoring, the sub-surface proper-
ties drift significantly influencing the circulation over the en-
tire water column. We retain the deep restoring in this model
because it is developed with short-range ocean forecasting
and upper-ocean mesoscale variability in mind – rather than
climate scales.

The volume transport through the ITF passages in-
cludes observational estimates from the INSTANT program
(Gordon et al., 2010). The INSTANT estimates are for a 3 yr
period, considerably shorter than the 18 yr model averages.
Given these differences, the modelled and observed esti-
mates agree within a reasonable tolerance. The partition-
ing of the volume transport (normalised to 100) between
Timor : Lombok : Ombai straits is 59: 15 : 26 in the model,
in good agreement with the observed partitioning of 50:

17 : 33. Note that the total ITF estimate is the transport be-
tween Indonesia and Australia at 114◦ E, thereby capturing
the transport between Timor and Australia. Times series of
the monthly averaged volume transports of the ITF are pre-
sented in Fig.7b. This shows that the modelled ITF transports
are free from any significant drift.

A more detailed comparison of the model velocities with
the INSTANT observations is presented in Fig.8, showing
time series of the along-strait velocities at Lombok and Om-
bai straits. At both Lombok and Ombai straits, there is very
good correspondence between velocity fluctuations over the
course of the 3 yr INSTANT program. The correlation be-
tween the modelled and observed velocities exceeds 0.6 (0.8)
above 210 m (90 m) depth at Lombok, and exceeds 0.6 above
1000 m, and 0.8 between 200–400 m depth at Ombai. The
observations show several reversals in the flow, with water
flowing out of the Indian Ocean and into the Indonesian seas,
which is well represented by the model. The strongest rever-
sal is around mid-2004, with positive velocities in excess of
0.8 m s−1 over the upper 250 m at Lombok and 700 m at Om-
bai. The model shows good quantitative agreement during
this major event. In general, the strength and vertical profile
of the modelled velocities at Lombok Strait agree well with
observations. However, at Ombai Strait, the model veloci-
ties are generally too weak and too shallow. The velocities
at Ombai Strait show a sub-surface maximum for much of
the INSTANT program. This feature of the observed veloc-
ities is also present in the model – though again, the model
velocities tend to be too weak at depth.

The range of depths for which the model velocities are pre-
sented in Fig.8 corresponds to the depths of the observations,
and excludes the near-surface velocity. We have found that in
many regions, the vertical velocity shear in OFAM3 near the
surface is greater than expected. Through a series of sensi-
tivity experiments, we have found this to be sensitive to the
value of the maximum vertical viscosity (see AppendixA).
We are currently undertaking a detailed assessment of the
model’s surface and near-surface velocity.

We compute the volume transport of the East Australian
Current (EAC) between Brisbane and (just beyond) New
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Table 2.Comparison of volume transports in key straits and passages from the model and from observations. Where error bars were available,
they are included below. The errors for the model estimates are standard deviations of monthly means. The EAC transports are based on
geostrophic velocities along frequently repeated expendable bathythermograph (XBT) lines and are referenced to 2000 db; showing the
mean and the maximum mean transport. The longitude of the maximum transport is also indicated.

Modelled (Sv) Observed (Sv) Reference

ACC
Tasmania 168.4± 8.4 147± 10 Rintoul and Sokolov(2001)
Drake Passage 151.9± 7.5 136.7± 7.8 Cunningham et al.(2003)
South Africa 152.6± 8.1 −

ITF (Total, 114◦ E) −15.7± 4.8 13.6 Lee et al.(2010)∗

Timor Strait −7.6± 1.7 −7.5 Gordon et al.(2010)
Lombok Strait −1.9± 1.4 −2.6 Gordon et al.(2010)
Ombai Strait −3.4± 1.9 −4.9 Gordon et al.(2010)
Sape Strait −0.6± 0.7 –

EAC mean
Brisbane−New Caledonia∗∗

−8.6± 8.6 −9.6± 5.4 –
Sydney−Wellington −6.8± 5.6 −10.7± 5.6 −

EAC maximum
Brisbane (155.1◦E) −21.6± 10.6 −19.8± 9.3 –
Sydney (153.5◦E) −16.2± 19.6 −17.2± 17.6 –

Florida Current 23.7± 2.2 31.6 RAPID-WATCH MOC
Mozambique Channel −19.1± 8.0 −16.7 van der Werf et al.(2010)

∗ Note that the “observational” estimate for the total ITF (Indonesian Throughflow) transport is based on the average of 14
data-assimilating ocean models (Lee et al., 2010). ∗∗ Note that the section between Brisbane and New Caledonia (NC) extends
between the Australian coast and a point to the south-east of NC; If the end point off NC is taken to be south of NC, the modelled
and observed transports are 3.3 and 5.7 Sv, respectively.

Caledonia, and between Sydney and Wellington along fre-
quently repeated XBT lines. The mean transport and the
maximum transport along these XBT lines are computed
based on geostrophic velocities referenced to 2000 db. The
modelled and observed mean transports are in good agree-
ment, with estimates within one standard deviation. Simi-
larly, the modelled and observed maximum transports are
in agreement, with estimates within one standard deviation.
Based on the standard deviation of the EAC transports, it ap-
pears that the model has greater variability than the observa-
tions, particularly away from the core EAC.

Other well-defined passages include the Florida Current
(Hamilton et al., 2004) and the Mozambique Channel (Di-
Marco et al., 2002). We find that the modelled volume trans-
port of the Florida Current is considerably less than observed.
We suspect this is partially because of the decision to “fill in”
a large portion of the Great Bahama Bank, as discussed in
AppendixA. The volume transport of the modelled Mozam-
bique Channel is within the broad range of observed esti-
mates, and is consistent with other eddy-resolving and eddy-
permitting models, as described byDiMarco et al.(2002).

3.7 RMS of SLA, SST, and chlorophylla

3.7.1 SLA comparisons

We compare maps of the RMS of SLA in Fig.9 for the
full model domain, and Figs.10 and11 for the key Western
Boundary Current (WBC) regions. The SLA comparisons are
based on daily mean modelled SLA and weekly maps of SLA
on a 1/3◦ grid, produced by Archiving, Validation, and In-
terpretation of Satellite Oceanographic data (AVISO;Ducet
et al., 2000). The model SLA fields that underpin Figs.9a
and10are the model sea level minus the model MSL (shown
in Fig. 1a). The observed SLA fields (shown in Figs.9b
and11) are referenced to the CNES-CLS09 MSL (Fig.1b)
and tend to have larger errors near the coast associated with
the correction for tides.

The SLA comparison (Fig.9) generally shows excellent
agreement between the model and observations, with the
model reproducing almost all of the local maxima in the
observations. The SLA variability is high along the path of
the ACC, with good agreement between the model and the
observations regarding the location and magnitude of local
maxima there. There is also relatively high SLA variability
in both the model and the observations in the Indian Ocean,
around 25◦ S and 12◦ S; off the coast of Somalia; in the west-
ern Pacific, off Papua New Guinea and Taiwan; and in the
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Fig. 8. Time series of(a, c) observed and(b, d) modelled along-
strait velocity at Lombok (a–b; 115◦45.55′ W, 8◦26.34′ S) and Om-
bai (c–d; 125◦0.384′ E, 8◦38.1′ S) Strait during the INSTANT pro-
gram (Gordon et al., 2010). Negative (blue) velocities indicate flow
towards the Indian Ocean, and positive (red) velocities are towards
the Indonesian seas.

central and eastern Pacific at around 5–10◦ N. The highest
SLA variability is in the WBC regions. These regions are
discussed in more detail below.

The comparison in the Kuroshio region shows three dis-
tinct local maxima in both the model and the observations
(Figs. 10a and11a), with good agreement between the ob-
served and modelled fields. The modelled SLA variability
is greater than observations in the Kuroshio region around
137◦ E. This region is where the Kuroshio Current transi-
tions between a meandering phase, with an offshore excur-
sion of the current before re-attaching to the coast, and a
non-meandering phase, where the current flows along the
coast (e.g.Kawabe, 1995; Qiu and Miao, 2000; Waseda
et al., 2003). Observations indicate that transitions occur
on timescales of several years (Qiu and Miao, 2000). The
higher-than-observed SLA variability in this meander region

is an indication that the model transitions between these
phases more frequently than in reality. This is supported by
analysis of animations of SLA in this region showing the
Kuroshio changing phase on irregular timescales – some-
times over several months, and sometimes over a couple of
years.

The band of high SLA variability along the path of the
Gulf Stream extension is narrower in the observations than
in the model (Figs.9, 10b, and11b). Also, the band of high
variability includes a discontinuity at about 45◦ W, 42◦ N,
where the Gulf Stream splits into the North Atlantic Cur-
rent and the Azores Current (Gould, 1985). This discontinu-
ity is evident in both the model and observations – but has
a more pronounced north-eastward turn in the observations
compared to the model.Maltrud and McClean(2005) found
the same problem with their 1/10◦-resolution model, report-
ing that the Gulf Stream extension did not turn northeastward
sharply enough around the Grand Banks – but instead contin-
ued eastward across the Atlantic.

The comparison of the RMS of SLA in the Agulhas re-
gion shows good agreement between the model and the ob-
servations (Figs.9, 10c, and11c), including a band of high
SLA variability along the paths of the Mozambique Current
(de Ruijter et al., 2002), the East Madagascar Current, and
the Agulhas retroflection. To the north-west of the RMS SLA
maxima in the Agulhas region, the model shows a region of
high variability, denoting the path of Agulhas rings (e.g.Den-
causse and Arhan, 2010) that is weaker in the observations.
This error was also reported for other 1/10◦-resolution (e.g,
Maltrud and McClean, 2005; van Sebille et al., 2012; Bias-
toch et al., 2009) models and is an indication that the path of
Agulhas rings in the model is too regular.

The modelled and observed RMS for SLA in the EAC re-
gion (Figs.9, 10d, and11d) shows good agreement, with a
local maximum at about 33◦ S, 154◦ E. The magnitude of the
modelled SLA variability at this maximum, off south-eastern
Australia, is less than observed. Conversely, the model shows
high SLA variability at about 25◦ S and east of 160◦ E.
This feature appears further east in the observations, but
with a smaller magnitude. It is possible that the higher-than-
observed SLA variability in this region acts to dissipate en-
ergy from the South Equatorial Current that is “feeding” the
EAC. This could partly explain why the variability of SLA
south of the EAC separation point is less than observed.

In the BMC region, the SLA has high variability
(Figs. 9, 10e, and11e) over a C-shaped region, around a
local minimum at about 45◦ W, 45◦ S; with a local maxi-
mum at about 50◦ W, 42◦ S. The BMC region also has a
local maximum in SLA variability along a path extending
from Drake Passage. The location of the local SLA variabil-
ity maximum at the confluence of the Brazil and Malvinas
Currents is misplaced by about 1–2 degrees in the model,
compared to the observations. This displacement is consis-
tent with the systematic differences in the modelled and ob-
served MSL (Fig.1), indicating that the mean flow and the
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(a)

(b)

Fig. 9. Comparison of the RMS SLA from the (a) model and (b) observations. The title of each panel includes

the global maximum value of RMS SLA that are off the colour scale used.
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Fig. 9.Comparison of the RMS SLA from the(a) model and(b) observations. The title of each panel includes the global maximum value of
RMS SLA that is off the colour scale used.

RMS of Modelled SLA

Fig. 10. RMS modelled SLA for the (a) Kuroshio, (b) Gulf Stream, (c) Agulhas, (d) EAC, and the (e) BMC

region. The color scheme is different for different regions according to the inserted legend.

RMS of Observed SLA

Fig. 11. As for Figure 10, except for observations.
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Fig. 10.RMS modelled SLA for the(a) Kuroshio,(b) Gulf Stream,(c) Agulhas,(d) EAC, and the(e) BMC region. The colour scheme is
different for different regions according to the inserted legend.
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RMS of Modelled SLA

Fig. 10. RMS modelled SLA for the (a) Kuroshio, (b) Gulf Stream, (c) Agulhas, (d) EAC, and the (e) BMC

region. The color scheme is different for different regions according to the inserted legend.

RMS of Observed SLA

Fig. 11. As for Figure 10, except for observations.
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Fig. 11.As for Fig.10, except for observations.

(a)

(b)

Fig. 12. Comparison of the RMS SSTA from the (a) model and (b) observations.
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Fig. 12.Comparison of the RMS SSTA from the(a) model and(b) observations.
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RMS of Modelled SSTA

Fig. 13. RMS modelled SSTA for the (a) Kuroshio, (b) Gulf Stream, (c) Agulhas, (d) EAC, and the (e) BMC

region. The color scheme is different for different regions according to the inserted legend.

RMS of Observed SSTA

Fig. 14. As for Figure 13, except for observations.
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Fig. 13.RMS modelled SSTA for the(a) Kuroshio,(b) Gulf Stream,(c) Agulhas,(d) EAC, and the(e) BMC region. The colour scheme is
different for different regions according to the inserted legend.

associated variability is displaced by a degree or two in the
model compared to observations.

3.7.2 SST anomaly comparisons

We compare maps of the RMS of SST anomaly (SSTA)
from the model and from observations in Fig.12 for the full
model domain, and for the key WBC regions in Figs.13
and 14. The SSTA comparisons are based on 7-day aver-
aged modelled SSTA and 7-day averaged AMSR-E SSTA
observations. The SSTA fields in Fig.12are anomalies from
the seasonal cycle. So, for the RMS of the modelled (ob-
served) SSTA, the seasonal cycle from the model (observa-
tions) is first removed from 7-day averaged model (observa-
tional) fields and the RMS of the resulting anomaly is com-
puted. The observed AMSR-E SST fields tend to have larger
errors near the coast (we have retained only observations that
are over water depths> 50 m), and have been excluded from
the analysis presented in Fig.12. The SSTA comparisons
(Figs.12, 13 and14) demonstrate that the model reproduces
most of the observed local maxima in the RMS of SSTA.
In regions where the SST variability is relatively low (e.g.
between 5–25◦ N and between 130◦ E and 140◦ W in the Pa-
cific Ocean), the modelled SSTA is less than the observa-
tions by about 0.25–0.5◦C. O’Carroll et al.(2008) suggested
that the RMS of the measurement error of AMSR-E SST is
about 0.42◦C. This indicates that in the regions where the
SSTA variability is small (between 0.5–0.7◦C), the signal in
the observations is likely to be dominated by measurement

error because the signal-to-noise ratio is low. So the lower-
than-observed variability in the model may be an overesti-
mate in the observed RMS, rather than an underestimate in
the model. Conversely, where the SSTA variability is high
(e.g. in the WBC regions), the modelled SSTA is generally
greater than the observed SSTA (Fig.12).

The SSTA fields in the WBC regions show some interest-
ing differences (Figs.13 and14). The differences between
the RMS of the modelled and observed SSTA fields are great-
est of all the WBC regions in the Kuroshio region (Figs.13a
and14a). The model SSTA variability includes three regions
of local maxima at around 33◦ N, 37◦ N, and 41◦ N. The
two northernmost bands are also evident in the observations,
though with smaller amplitudes, but the southernmost band
is less clear in the observations (but the model maximum ap-
pears to be over the continental shelf, which is not well de-
picted in the observational maps).

In the Gulf Stream region (Figs.13b and14b) there is high
SSTA variability offshore of where the Gulf Stream separates
from the coast (∼ 35–36◦ N) and at about 50◦ W, where the
Gulf Stream splits into the North Atlantic Current and the
Azores Current (Gould, 1985). Although the model SSTA
variability is generally greater than the observations, the lo-
cations of the local maxima generally agree well with obser-
vations.

In the Agulhas region (Figs.13c and14c) there are several
local maxima that line up nicely in both the model and the
observations. This includes local maxima at about 13◦ E and
20◦ E, and a band of high SSTA variability between 45◦ E
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RMS of Modelled SSTA

Fig. 13. RMS modelled SSTA for the (a) Kuroshio, (b) Gulf Stream, (c) Agulhas, (d) EAC, and the (e) BMC

region. The color scheme is different for different regions according to the inserted legend.

RMS of Observed SSTA

Fig. 14. As for Figure 13, except for observations.

40

Fig. 14.As for Fig.13, except for observations.

and 65◦ E along the path of the ACC. There is also a local
maximum in both the model and the observations at about
30◦ E, 50◦ S. Again, although the model SSTA variability is
generally greater than the observations, the locations of the
local maxima agree well with observations.

In the EAC region (Figs.13d and14d) the area of high
SSTA variability is consistent in both the model and obser-
vations – associated with the EAC eddy field. However, the
model also shows a band of high SSTA variability extend-
ing from the Australian coastline at about 25◦ S. This fea-
ture is less clear in the observations. A similar maximum is
also evident in the model SLA fields, and almost absent in
the observed SLA fields. Clearly, the model represents some
variability in that region that is weaker in the observations.

In the BMC region (Figs.13e and14e), the SSTA fields
have a zonal band of high values at about 42◦ S and 48◦ S.
The observed SSTA variability also shows a narrow band of
high variability stemming eastwards from the Drake Passage.
This feature is not clearly evident in the model fields.

In general, we find that in the major WBCs, the locations
of the local maxima of SSTA in the model are in good agree-
ment with the observations (Figs.13 and14). However, we
find that the model variability is generally larger than that ev-
ident in the observations. We attribute this difference to the
use of specified fluxes (with no feedback between the ocean
and atmosphere) – rather than a bulk formula for the sur-
face heat flux (which would include a sensible and latent heat
component that involves a form of restoring to atmospheric
temperature).

3.7.3 Chlorophyll comparisons

We compare maps of the root-mean-square (RMS) of sur-
face chlorophylla from the model and from observations
in Fig. 15. The surface chlorophylla comparisons are be-
tween daily mean model estimates (produced by converting
surface phytoplankton to chlorophylla) and 8-day 9 km com-
posite maps from SeaWiFS for 1997–2008. The evaluation
of chlorophylla is more complicated than the assessment of
SLA and SSTA for several reasons. Firstly, the conversion
of modelled phytoplankton concentration (in nitrogen units,
mmol m−3) to chlorophylla concentration (mg Chla m−3)
assumes a fixed ratio of C: Chl a of 50 : 1 and C : N of
106: 16, and is known to be an approximation (Taylor et al.,
1997). Secondly, satellite-derived chlorophylla is based on
estimates of the water leaving radiance that is sensitive to
poorly known corrections of the atmosphere on radiances.
Thirdly, satellite-derived chlorophylla tends to be underesti-
mated in the Southern Ocean (Clementson et al., 1998), and
overestimated near the coast and sea ice because of the influ-
ence of dissolved organic matter and sediment resuspension
(Moore et al., 2007). Finally, the nominal uncertainty in the
SeaWiFS and MODIS estimates of chlorophylla in the open
ocean water is±25–35 % (Behrenfeld et al., 2006; Moore
et al., 2009). Because of these uncertainties in the observa-
tions, we focus our BGC evaluation on assessing the spatial
patterns of the modelled and observed chlorophylla variabil-
ity.

In a broad sense the modelled and “observed” chloro-
phyll a variability (Fig. 15) shows similar patterns of high
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(a)

(b)

Fig. 15. Comparison of the RMS of the surface Chlorophyll a from the model (top) and from SeaWIFS (bot-

tom).
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Fig. 15.Comparison of the RMS of the surface chlorophylla from the model (top) and from SeaWiFS (bottom).

variability at high latitudes, and low variability in the olig-
otrophic gyres. There are clearly large discrepancies between
the modelled and observed surface chlorophylla fields in
many regions. In part, this is because the observed chloro-
phyll a includes the impacts of mechanisms that are not in-
cluded in the model, including iron fertilisation from sedi-
ments and sea ice melt. The biggest differences in Fig.15are
adjacent to continental shelves and along the sea ice edge,
where the observed variability includes variability associated
with processes not represented in the model. Within the inte-
rior of each ocean gyre, the model tends to have more vari-
ability in chlorophylla than observed. This may be due to the
systematic errors in the model’s MLD – with the model gen-
erally showing mixed layers that are too deep. This means
that the model tends to entrain more sub-surface nutrients
into the euphoric layers of the ocean, “stimulating” phyto-
plankton growth at higher levels than observed. This differ-
ence may also be a limitation of a BGC model with a single
phytoplankton class – and may be improved if multiple size
classes were used (Follows et al., 2007; Baird and Suthers,
2007). By contrast, the model shows weaker variability in
regions where wind-driven upwelling is prevalent (e.g. Ca-
nary Current, Peru/Chile Current, US west coast, Indonesian
coast), probably due to limitations in horizontal and vertical
resolution.

3.7.4 Relating SLA, SST, and chlorophylla
comparisons

The RMS of modelled and observed SLA, SSTA, and chloro-
phyll a (Figs.9, 12, and15) show regions of high variabil-
ity in all WBC regions. However, on a broad scale, it ap-
pears that the locations of the maxima in the RMS fields
are different for each variable. The maxima in the RMS of
SSTA and chlorophylla occur at the latitude of the strongest
meridional gradient. The SSTA maxima in the Kuroshio,
Gulf Stream, Agulhas, and EAC regions are at higher lat-
itudes than the SLA maxima. This is because there is a
large signal in SSTA associated with the intersection of the
quasi-isothermal, warm WBC waters with colder higher lat-
itude waters. Because the WBC flow is generally poleward,
the SSTA maxima are poleward of the SLA maxima. This
characteristic is less clear in the BMC region, probably be-
cause the northward flow of the Malvinas Current, east of
Argentina, advects the colder ACC waters northward into the
path of the warmer Brazil Current, as well as vice versa. As a
result, the maxima in SLA and SSTA in the BMC region are
more closely co-located. The modelled chlorophylla max-
imum in each WBC region is generally equatorward, and
sometimes eastward, of the SLA maximum. In each basin,
the mean chlorophylla has a maximum at around 40◦ N and
S (not shown) – and the maximum for the RMS of the mod-
elled chlorophylla is on the poleward edge of this maximum.
We suspect that the maximum in the RMS chlorophylla field
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Fig. 16. Example of daily averaged modelled surface phytoplankton for the(a) Kuroshio,(b) Gulf of Mexico, (c) Agulhas,(d) EAC, and
(e) BMC region. The daily averaged velocity at 50 m depth is overlaid on the model fields, with one vector every 0.4◦. The length of each
vector represents the trajectory of a particle over 2 days.

is due to the confluence of the high chlorophylla waters
around 40◦ N and S, towards the centre of each gyre, with
the low-chlorophylla waters of each WBC.

At mid-southern latitudes, there is high SLA and SSTA
variability (Figs. 9 and 12) in both the model and obser-
vations in the Leeuwin Current region, and between 20–
30◦ S across the Indian Ocean. In the tropics, both the
model and observations show high SLA and SSTA variabil-
ity to the west of the ITF region between about 8–12◦ S
that is most likely associated with seasonal Rossby waves
(Masumoto and Meyers, 1998) – though the modelled SSTA
does not show the high variability that is evident in the ob-
servations, as discussed above. Both the model and observa-
tions show high SLA and SSTA variability associated with
the Great Whirl off Somalia, where a corresponding max-
imum in chlorophylla variability is evident in the observa-
tions and (to a lesser extent) the model. Broad regions of high
SLA variability, associated with instabilities originating in
the Kuroshio Current to the east of the Philippines (∼ 10◦ N)
and east of Taiwan (∼ 22◦ N), are evident in both the model
and the observations. High SLA variability is evident in the
Gulf of Mexico, associated with the Loop Current, in both the
model and observations, coincident with a local maximum in
SSTA.

There are two zonal bands of high SLA variability (Fig.9)
in the central and eastern tropical Pacific, at about 5◦ N and

10◦ N that are associated with the North Equatorial Current
and the North Equatorial Counter Current respectively. The
SSTA fields (Fig.12) show maxima in the Pacific Ocean
along the Equator, extending from the coast of South Amer-
ica to about 150–160◦ E. In the same region, the chloro-
phyll a fields show high variability along the Equator. These
features are evident in both the model and observations, al-
though the modelled SLA and SSTA variability is weaker
than observed, and the modelled chlorophylla variability is
higher than observed.

3.8 Snapshots of chlorophylla

We include a qualitative assessment of the BGC in each
WBC region by showing a series of “snapshots” of modelled
surface phytoplankton (Fig.16) and satellite-derived chloro-
phyll a from MODIS (Fig.17). Due to the chaotic nature of
the mesoscale circulation, and the lack of data assimilation in
the model, we do not expect to see one-to-one agreement be-
tween the model and observations. Rather, we expect to see
evidence of similar types of features, on similar spatial scales
in these fields.

In all regions shown in Figs.16 and 17, phytoplankton
and chlorophylla fields show features that are clearly as-
sociated with eddies, meanders, and high-nutrient filaments.
The model velocity field at 50 m depth is overlaid on the
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Fig. 17. Example of 8-day composite chlorophylla from MODIS for the(a) Kuroshio, (b) Gulf of Mexico, (c) Agulhas,(d) EAC, and
(e)BMC region.

model fields to show the nature of the circulation. Strong
biophysical coupling is evident in all regions: the Kuroshio
region, with mesoscale signals evident in both the model and
observations; the Gulf of Mexico, with high BGC activity
around the periphery of the Loop Current; in the Agulhas re-
gion, with evidence of small-scale mesoscale variability – on
scales of a few degrees, in both the modelled phytoplankton
and the observed chlorophylla; in the confluence of Malv-
inas and Brazil currents, with strong features associated with
the intersection of different water masses; and in the EAC
region, with the signature of mesoscale eddies and meanders
evident in both the model and observations.

Interestingly, the model fields (Fig.17) typically show rel-
atively low phytoplankton in the centre of eddies, with higher
phytoplankton around the periphery. The only anti-cyclonic
eddies evident in Fig.16 with elevated phytoplankton in the
eddies core are in the BMC (∼ 55◦ W, 45◦ S) and Agulhas
(∼ 36◦ E, 28◦ S; 41◦ E, 35◦ S). For most other anti-cyclonic
eddies, there is elevated phytoplankton flowing around the
eddy. Good examples of this include the eddies in the centre
of the Kuroshio region (∼ 151◦ E, 39◦ S), the the south-west
corner of the Gulf of Mexico (∼ 96◦ W, 21◦ N), the Agul-
has region (∼ 39◦ E, 28◦ S), and EAC (∼ 151–157◦ E). The
anti-cyclonic eddies shown in Fig.16 are larger than the cy-
clonic eddies. Elevated phytoplankton in the core of cyclonic
eddies are evident in the BMC region (∼ 53◦ W, 44◦ S) and
in the EAC region (∼ 158◦ E, 32◦ S). However, consistent

with the anti-cyclonic eddies in the model, phytoplankton
generally appear higher around the edges of cyclonic eddies
(Fig. 16). A more detailed analysis of the biophysical cou-
pling is needed to further explore these relationships. Such
studies have previously been undertaken using satellite ob-
servations (e.g.Chelton et al., 2011). In a recent study by
Everett et al.(2012), it was shown that in one particular zone
of the EAC region – that they referred to as “Eddy Avenue”
– cyclonic eddies typically have elevated chlorophylla at
their core, while anti-cyclonic eddies have lower than aver-
age chlorophylla. These, and other, biophysical relationships
relating to the mesoscale ocean circulation could be further
examined using data from OFAM3.

4 Conclusions

We present initial results from an analysis of the variability
in the last 18 yr of a 32 yr run of OFAM3 – a new near-global
eddy-resolving ocean general circulation model. Compar-
isons between the RMS of SLA from the model and from
gridded observations indicate that the model variability is
realistic, with local maxima and minima in the same loca-
tions as observations and with similar magnitude. Similarly,
comparisons between the RMS of SSTA from the model
and from gridded observations show local maxima and min-
ima in the same locations as observations, except the model
tends to overestimate the magnitude of SST anomalies in
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regions of high variability, such as WBC regions. Analyses
of the model’s MSL, MLD, volume transports through key
straits and passages, zonally averaged temperature, salinity
and MOC lead us to conclude that the model average state is
realistic; and that the model realistically represents the vari-
ability in the upper ocean and at intermediate depths. Never-
theless, a few systematic errors are evident in the model. For
example, the modelled mixed layer is generally too deep in
mid-latitudes, and in some regions (e.g. the Brazil–Malvinas
Confluence) the modelled variability is along a different path
to that observed from altimetry. The impact of these errors is
evident on the modelled BGC fields that are evaluated here
by comparisons with satellite observations. We find that the
variability of the modelled chlorophylla is generally too high
– a characteristic that we attribute (in part) to the model’s sys-
tematic errors in MLD. Despite these systematic errors, we
have shown that the modelled variability is generally realis-
tic; and we conclude that the model variability is suitable for
further analysis to better understand ocean dynamics, vari-
ability, teleconnections and so on.

The next step for OFAM3 is the performance of a 20 yr
ocean reanalysis (with data assimilation), similar to that de-
scribed byOke et al.(2005, 2008) andSchiller et al.(2008).
Subsequent to that activity, OFAM3 is intended to be used
in the next generation of the operational ocean forecast sys-
tem at the Australian Bureau of Meteorology. The next phase
of technical developments of the OFAM model will likely
include the development of a truly global model, including
the Arctic Ocean with coupling to a sea ice model. Other
planned developments include the adoption of bulk surface
heat fluxes, instead of prescribed fluxes, and the applica-
tion of an atmospheric boundary layer model. We expect that
these developments will help address some of the shortcom-
ings identified in this study.

Appendix A

OFAM3

A1 Resolution

OFAM3 is a near-global (i.e. non-Arctic) eddy-resolving
configuration of version 4p1 of the Modular Ocean Model
(Griffies, 2009, December 2009 release), developed prin-
cipally for the purpose of hindcasting and forecasting up-
per ocean conditions in non-polar regions. The model grid
has 1/10◦ grid spacing for all longitudes and between
75◦ S and 75◦ N (∼ 8–11 km× 11 km) and is comprised of
3600× 1500 grid points. The vertical model coordinate is
z∗ (Griffies, 2009), with 51 vertical levels, with resolution
grading from 5 m at the surface to 10 m between 100 and
200 m depth, then 120 m at 1000 m, and eventually 1000 m
near the sea floor. Also, we use partial grid cells (Adcroft
et al., 1997) to improve the representation of topography

and to improve the vertical resolution near the bottom. We
set the minimum height for each partial cell to be no less
than 5 m or 20 % of the full cell height, whichever is greater
(1zpartial> max(5 m,0.2× 1zfull )).

A2 Topography

The topography for OFAM3 is derived from the 30 arc-
second GEBCO08 topography (www.bodc.ac.uk/data/
online delivery/gebco/) for most of the world, and a 9 arc-
second topography produced by Geoscience Australia
(Whiteway, 2009). The minimum number of vertical levels
in the model is 3, so the minimum depth in the model is
15 m. In regions where the real topography is less than 15 m,
the model topography is set to either zero (i.e. land) or to
15 m. Often the decision to “fill in” or “dig out” a grid cell
is subjective. In some cases (e.g. Torres Strait, Indonesian
straits) some points are filled in, and others dug out so that
the correct cross-sectional area of a strait is preserved. In
other areas where a broad region is shallow, large areas are
sometimes filled in with land (e.g. Great Bahama Bank),
and sometimes set to the minimum depth (e.g. southern
Persian Gulf). Additionally, some inland or regional seas are
replaced with land either because they are out of the scope
for planned applications of this model (e.g. Caspian Sea, Sea
of Azov), to avoid problems with computational stability, or
to avoid problems with the northern boundary (e.g. Laptev
Sea, Kara Sea).

A3 Forcing

OFAM3 is forced with 1.5◦-resolution, 3-hourly surface heat,
freshwater, and momentum fluxes from ERA-Interim (Dee
and Uppala, 2009). The surface heat flux is applied to the top
model layer for components associated with the latent, sensi-
ble and long-wave heat flux. The penetrating short-wave heat
flux is applied over multiple model levels according to a sin-
gle exponential decay law, with penetration depths based on
SeaWiFS Kd-490 (e.g.Lee et al., 2005). The SeaWiFS Kd-
490 is a measure of the turbidity of the water column that
quantifies the depth over which short-wave radiation pene-
trates the ocean. The model forcing includes climatological,
seasonal river forcing estimated byDai and Trenberth(2002)
andDai et al.(2009). River forcing is applied as a water flux,
with the injection of zero-salinity water and local SST dis-
tributed over the top 3 model layers at coastal grid points.
Surface temperature and salinity are relaxed to monthly av-
eraged Reynolds SST (Reynolds et al., 2007) and monthly
averaged CARS salinity (CSIRO Atlas of Regional Seas,
released in 2009;Ridgway and Dunn, 2003) with a nomi-
nal restoring timescale of 10 days and 30 days, respectively.
The impact of variability in the Arctic Ocean is included by
restoring the temperature and salinity over all depths within 1
degree of the northern boundary to monthly averaged fields
from version 2.1.6 of the Simple Ocean Data Assimilation
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(SODA; Carton et al., 2000; Carton and Giese, 2008, ac-
cessed on October 2010) between 1993 and 2008, using a
restoring timescale of 30 days. After 2008, we restore to a
seasonal climatology based on SODA. Meridional velocities
at the northern and southern boundaries are zero, with a no-
slip condition for zonal velocities. To avoid any significant
drift in the deep ocean fields, the temperature and salinity are
restored to CARS climatology below 2000 m with a restoring
timescale of 365 days.

A4 Initialisation and integration

The model was initialised at rest, with zero sea level, and
with potential temperature and salinity from a global ver-
sion of CARS (Ridgway and Dunn, 2003). The model was
spun up for 14 yr, spanning the period 1993–2005, with time-
varying forcing, as described above. The temperature, salin-
ity, sea level, and velocity fields at the end of 2005 were used
as initial conditions for a second run spanning the period
1993–2010. The analyses presented in this paper are based
on model years 14–32, spanning the period 1993–2010, and
excludes the initial 14 yr spin-up period.

A5 Numerics

The time step is 540 s for model tracers, and 6 s for sea
level and depth-integrated velocities. A staggered forward
time step is used for tracers and velocity (Griffies, 2004,
Sect. 12.6). The model time step is typically limited by ver-
tical velocities at about 200 m depth. A third-order Adams–
Bashforth scheme is used for velocity advection, and a third-
order upwind biased scheme is used for tracers (Hundsdor-
fer and Trompert, 1994), in conjunction with a flux limiter
scheme (Sweby, 1984). A predictor-corrector time-filter is
also applied to sea level using a non-dimensional damping
parameter ofγ = 0.2, as recommended byGriffies (2004,
Sect. 12.7).

A6 Mixing parameterisations

OFAM3 uses the mixed layer model described byChen et al.
(1994). The background vertical diffusivity and viscosity are
1× 10−5 and 1× 10−4 m2 s−1, respectively. The maximum
vertical diffusivity and viscosity due to shear instabilities are
5×10−3 m2 s−1 and 2.5×10−3, respectively (though we note
that recent sensitivity experiments suggest that that maxi-
mum viscosity may be too low – resulting in stronger-than-
expected vertical shears in the velocity over the top 2 or
3 layers). Additional vertical mixing is applied over the wa-
ter column to represent the mixing effects of tides following
Lee et al.(2006) (using a Munk–Anderson-P and Munk–
Anderson-Sigma parameter of 0.25 and 3.0, respectively).
This results in stronger mixing in regions of large-amplitude
tides, such as the north-west of Australia. The tidal mixing
coefficients depend on spatially resolved, but time invariant
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Fig. 18. Time series of area-weighted global-mean sea-level from the model (black) and observations (red),

each relative to their own time-means. The linear trend has been removed from the observations that are based

on gridded sea-level anomaly maps from Aviso.

Table 1. Time-mean plus/minus the standard deviation (W m−2) of the area-averaged surface heat flux com-

ponents for the full model domain (column 2), and for each of the NINO regions (columns 3-6) presented in

Figure 6.

Heat flux component Global NINO1.2 NINO3 NINO4 NINO3.4

Total 4.5±14.4 63.0±40.1 70.8±28.2 32.5±21.9 55.6±27.9

Short-wave 178.4±16.5 233.6±28.4 244.5±14.4 234.3±21.0 247.9±17.8

Long-wave -61.3±1.3 -49.9±8.5 -61.5±3.0 -63.9±4.1 -64.5±3.7

Latent -104.0±2.4 -76.4±16.3 -97.8±18.6 -130.5±13.7 -118.0±19.4

Sensible -13.5±0.8 -8.4±3.2 -6.5±1.3 -9.5±2.0 -7.0±1.5

Restoring 4.9±1.5 -35.9±16.1 -7.9±10.2 2.1±6.6 -2.8±7.6
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Fig. A1. Time series of area-weighted global mean sea level from
the model (black) and observations (red), each relative to their own
time means. The linear trend has been removed from the obser-
vations that are based on gridded sea level anomaly maps from
AVISO.

estimates of tidal amplitudes that are obtained from a global
inverse model (Egbert et al., 1994).

A convective adjustment is applied every time step using
fully explicit mixing when the water column becomes unsta-
ble. The explicit horizontal diffusion is zero. Horizontal vis-
cosity is resolution- and state-dependent using a biharmonic
Smagorinsky viscosity scheme (Griffies and Hallberg, 2000),
with an isotropic parameter of 3.0 and an anisotropic param-
eter of 3.0.

A7 Volume conservation

OFAM3 is configured to be volume-conserving (z∗). Ther-
mal expansion is therefore not included in the model. As
a result, the thermostatic component of observed sea level
rise that is evident in observations (e.g.Church and White,
2006) is not reproduced in OFAM3. However, the globally
averaged sea level of the simulated ocean is sensitive to any
imbalance between the prescribed precipitation, evaporation,
and river forcing. The globally averaged net freshwater flux
from ERA-Interim (Dee and Uppala, 2009) is not zero. We
find that the annually and globally averaged evaporation al-
ways exceeds precipitation (and river forcing), so we apply
a very small spatially uniform precipitation – a “drizzle” –
that is fixed for each year of the spin-up run so that the net
volume flux is zero. A similar approach was used byBal-
maseda et al.(2008) for a coarse-resolution global ocean
reanalysis and seasonal prediction system. The mean an-
nual “drizzle” that is applied accounts for a sea level change
of 0.06 m yr−1. For comparison, the mean annual sea level
change due to the other components of the freshwater budget
is −1.31 m yr−1 for evaporation; 0.43 m yr−1 for large-scale
precipitation; 0.72 m yr−1 for convective precipitation; and
0.1 m yr−1 for river run-off. The model is not intended for
studies of sea level rise, so it does not include forcing from
glacial melt.

Time series of the area-weighted global mean sea level
from the model and from observations are shown in Fig.A1.
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By design, the model does not have a trend in the global
mean sea level, but the time mean of−1.8 cm has been re-
moved from the model. The time mean of 1.6 cm and the
linear trend of 0.29 cm yr−1 have been removed from the ob-
servations. The seasonal fluctuations of the globally averaged
sea level have a magnitude of between 1 and 2 cm, in agree-
ment with the observations, in both phase and amplitude. Be-
cause a greater area of the Southern (Northern) Hemisphere
is covered by ocean (land), the global mean sea level has a
minimum in late austral summer – owing to evaporation over
the Southern Hemisphere and snow accumulation over the
Northern Hemisphere.

Appendix B

WOMBAT

Details of the ocean biogeochemical (BGC) processes in-
cluded in the Whole Ocean Model of Biogeochemistry And
Trophic-dynamics (WOMBAT) model are described below.
This model is based on a NPZD (nutrient–phytoplankton–
zooplankton–detritus) model with the addition of bio-
available iron limitation (Fe), dissolved inorganic carbon
(DIC), calcium carbonate (CaCO3), alkalinity (ALK), and
oxygen (O). In this model we have one class each of phyto-
plankton and zooplankton. These are calculated on the same
grid as temperature.

The following equations parameterise the biogeochemical
transformations between the various BGC state variables of
WOMBAT with the BGC model parameters summarised in
TableB1. In addition to the these BGC transformations, the
BGC state variables are transported around the ocean using
the same physical equations as used forT and S. For Fe,
DIC and oxygen in the surface layer, there are also air–sea
flux terms which are discussed below.

dP

dt
= J̄ (z, t,T ,N,Fe)P− G(P,Z) − µPP (B1)

dZ

dt
= γ1G(P,Z) − γ2Z − µZZ2 (B2)

dD

dt
= (1− γ1)G(P,Z) + µZZ2

− µDD − wD
dD

dz
(B3)

dN

dt
= µDD + γ2Z + µPP− J̄ (z, t,T ,N,Fe)P (B4)

dFe

dt
= 0.02

d N

dt
− τscavmax(0,Fe− 0.6) (B5)

Equation (B1) describes phytoplankton growth
(J̄ (z, t,T ,N,Fe)P), loss due to zooplankton grazing
(G(P,Z)), and phytoplankton mortality (µPP). Phytoplank-
ton growth rate is a function of temperature (T ), light (I )
and nutrient concentrations (N and Fe) and the growth rate
is given by

J̄ (z, t,T ,N,Fe) = Jmax(T ) (B6)

× min

[
J (z, t,T )

Jmax(T )
,

N

N + kN
,

Fe

Fe+ kFe

]
J (z, t,T ) = Jmax(T )

(
1− exp

(
−αI (z, t)

Jmax(T )

))
(B7)

I (z, t) = PAR× I (0, t) × Frac(z) (B8)

Jmax(T ) = abcT , (B9)

whereJmax is the maximum phytoplankton growth at a given
T , assuming no light or nutrient limitation;J (z, t,T ) is the
impact of light on growth rate, and is based onWestwood
et al. (2011), PAR is the photosynthetically available radia-
tion, I (0, t) is the time-varying incident solar radiation at the
surface, and Frac(z) is the light attenuation that is obtained
from a single exponential decay law, with penetration depths
based on SeaWiFS Kd-490 (which was the same as the value
used by theChen et al.(1994) mixing scheme).

Equation (B2) describes the zooplankton, represented as
the balance between growth due to phytoplankton grazing
(G(P,Z)) and losses due to zooplankton excretions (γ2Z)
and mortality (µZZ2). The grazing of phytoplankton by zoo-
plankton (G(P,Z)) is given by

G(P,Z) =
gεP2

g + εP2
Z, (B10)

whereγ1 is the efficiency of zooplankton grazing on phyto-
plankton, while the remainder becomes detritus.

Equation (B3) describes the detritus field, and includes in-
put from zooplankton grazing and mortality, as well as terms
for detrital decomposition (µDD) and sinking (wD

dD
dz

). The
detrital decomposition is a function of temperature to reflect
the enhance bacterial activity in warmer water (e.g.Rivnin,
2001) and is allowed to occur when oxygen is zero through
the process of denitrification. The process of denitrification
decomposes detritus liberating the nutrients (i.e. phosphate
and iron) without consuming oxygen, and in this way the
oxygen concentrations can never be less than zero. The sink-
ing term transports detritus vertically downward through the
water column. In the deep ocean detritus remineralises back
into inorganic form, completing the nutrient cycle.

Equation (B4) describes the nutrient (phosphate) field that
is controlled by physical supply (upwelling and vertical mix-
ing) and phytoplankton growth rate and remineralisation. We
assume a Redfield ratio of 1: 16 : 106: −172 (P : N : C : O2)
with phosphate, nitrate, carbon and oxygen. The choice of
phosphate as our macro-nutrient rather than nitrate allows
us to neglect nitrification, denitrification and atmosphere de-
position, which add and remove nitrate from the ocean and
make the nitrogen cycle more complicated than the phos-
phate cycle, which is conserved in the ocean.

An additional source of limitation on phytoplankton
growth rate is iron (Fe), which is described by Eq. (B5).
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Table B1. Model parameters of the BGC model were set to the values optimised in the 1-D model of the North Atlantic (Schartau and
Oschlies, 2003).

Parameter Symbol Value Units

Phytoplankton model parameters

Initial slope of P–I curve α 0.025 day−1/(W m−2)

Photosynthetically active radiation PAR 0.43 –
Maximum growth rate parameters a 0.6 day−1

b 1.066 –
c 1.0 C−1

Half saturation constant for N uptake kN 1.0 mmol N m−3

Half saturation constant for Fe uptake kFe 1.0 mmol N m−3

Phytoplankton mortality µP 0.01bcT day−1

Zooplankton model parameters

Assimilation efficiency γ1 0.85 –
Maximum grazing rate g 2.1 day−1

Prey capture rate ε 1.1 (mmol N m−2) −1 day−1

Quadratic mortality µZ 0.06 (mmol N m−3) −1 day−1

Excretion γ2 0.01bcT day−1

Detritus model parameters

Remineralisation rate (< 180 m) µD 0.02bcT day−1

Remineralisation rate (≥ 180 m) µD 0.01bcT day−1

Sinking velocity wD 5.0 m day−1

CaCO3 model parameters

Remineralisation rate µCaCO3 0.0035 day−1

Sinking velocity wD 10.0 m day−1

Fe model parameters

Scavenging rate τFe 1.0 day−1

Iron is supplied to the ocean by dust deposition at the sur-
face (Mongin et al., 2011) and from sediments where the
depth is less than 200 m (Mongin et al., 2009). Changes in
iron are related to phosphate uptake, using a molar ratio for
Fe: P of 2.0× 10−5

: 1/16 (Christian et al., 2002), and iron
is scavenged when it has a concentration> 0.6 µmol m−3,
which works to maintain the deep ocean iron concentration
at this value (Archer and Johnson, 2000). Calcium carbon-
ate (CaCO3) production is fixed at 8 % of detritus production
(Yamanaka and Tajika, 1996), and is given by

d CaCO3

dt
=

0.08× 106

16

(
(1− γ1)G(P,Z) + µZZ2

)
− µcaco3CaCO3 − wcaco3

d CaCO3

dz
(B11)

d O2

dt
= −

172

16

dN

dt
(B12)

d DIC

dt
=

106

16

dN

dt
−

d CaCO3

dt
(B13)

d ALK

dt
= −

d N

dt
− 2

d CaCO3

dt
. (B14)

In the model we include two DIC tracers, represented here
by Eq. (B13), for the natural and anthropogenic DIC. These
two DIC tracers only differ in the atmospheric CO2 con-
centration used in the air–sea flux calculation. For the nat-
ural DIC the atmospheric CO2 was set to 280 ppm while for
anthropogenic DIC the atmospheric CO2 increases accord-
ing to observations. At the surface we calculated the air–
sea exchange of the two carbon tracers and oxygen follow-
ing Lenton and Matear(2007), which uses the partial differ-
ence pressures between the ocean and atmosphere, the sea-
sonal climatology of sea ice concentrations, and the wind
speed squared and temperature-dependent gas exchange co-
efficient. The initial conditions for P and O2 are derived
by the 2005 version of the World Ocean Atlas (WOA2005;
Garcia et al., 2006a,b). Chlorophyll was taken from a cli-
matology of SeaWiFS (1997–2008) and then scaled to P
to initialise phytoplankton in the top 100 m, using the ra-
tio P : Chl a = 1/16 mmol m−3 P: 1.59 mg m−3 Chl a). Zoo-
plankton (Z) were initially estimated to be 0.05 of the ini-
tial phytoplankton concentration. The initial field for Fe was
taken from a 500 yr integration of a coarser resolution sim-
ulation with the same BGC module. Preindustrial DIC was

www.geosci-model-dev.net/6/591/2013/ Geosci. Model Dev., 6, 591–615, 2013



612 P. R. Oke et al.: Evaluation of a near-global eddy-resolving ocean model

initialised from GLODAP (Key et al., 2004). To generate
the annual mean fields of DIC and ALK for the nominal
year 1997, we started with the observed climatology ofTaka-
hashi et al.(2009) from the year 2000, and then calculated
ALK and DIC following Lenton et al.(2012) using the an-
nual mean sea surface and salinity from WOA2005 fromLo-
carnini et al.(2006) andAntonov et al.(2006) respectively.
To correct the DIC to 1997, we used the observed global at-
mospheric growth rate from Mauna Loa (Earth System Re-
search Laboratory, 2009) and the approximation of the Rev-
elle factor (Sarmiento and Gruber, 2006). We then calculated
the difference in the surface between our calculated DIC and
ALK, and GLODAP DIC and ALK (Key et al., 2004), and
corrected the entire water column based on this surface dif-
ference.

To assess the variability of the modelled phytoplankton,
we convert it to chlorophylla (using a 1/16 : 1.59 ratio as
described above), and compare it to chlorophylla estimates
from SeaWiFS. We show the RMS of the model-derived
chlorophylla and satellite-derived chlorophylla from SeaW-
iFS in Fig.15, and a series of “snapshots” of modelled phyto-
plankton and satellite-derived chlorophylla from MODIS in
Fig. 17. These comparisons involve several assumptions and
several limitations. The satellite measurements include the
impacts of mechanisms that are not included in the model,
including iron fertilisation from sediments and sea ice melt.
Also, the conversion of modelled phytoplankton concentra-
tion to chlorophylla concentration involves several assump-
tions, as described in Sect.3.7.3.
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