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Abstract. A revised version of the Microphysics of clouds
with Relaxed Arakawa-Schubert and Aerosol-Cloud inter-
action scheme (McRAS-AC) including, among others, a
new ice nucleation parameterization, is implemented in the
GEOS-5 AGCM. Various fields from a 10-yr-long integra-
tion of the AGCM with McRAS-AC are compared with their
counterparts from an integration of the baseline GEOS-5
AGCM, as well as satellite observations. Generally McRAS-
AC simulations have smaller biases in cloud fields and cloud
radiative effects over most of the regions of the Earth than the
baseline GEOS-5 AGCM. Two systematic biases are identi-
fied in the McRAS-AC runs: one is underestimation of cloud
particle numbers around 40◦ S–60◦ S, and one is overesti-
mate of cloud water path during the Northern Hemisphere
summer over the Gulf Stream and North Pacific. Sensitivity
tests show that these biases potentially originate from biases
in the aerosol input. The first bias is largely eliminated in
a test run using 50 % smaller radius of sea-salt aerosol par-
ticles, while the second bias is substantially reduced when
interactive aerosol chemistry is turned on. The main weak-
ness of McRAS-AC is the dearth of low-level marine stratus
clouds, a probable outcome of lack of explicit dry-convection
in the cloud scheme. Nevertheless, McRAS-AC largely sim-
ulates realistic clouds and their optical properties that can
be improved further with better aerosol input. An assessment
using the COSP simulator in a 1-yr integration provides addi-
tional perspectives for understanding cloud optical property

differences between the baseline and McRAS-AC simula-
tions and biases against satellite data. Overall, McRAS-AC
physically couples aerosols, the microphysics and macro-
physics of clouds, and their radiative effects and thereby has
better potential to be a valuable tool for climate modeling re-
search.

1 Introduction

Traditionally, meteorologists have focused on severe weather
and precipitation forecasts and much less attention was paid
to cloud water. There are two reasons for this. First, in-cloud
water constitutes less than 5 % of the precipitation generated
in a typical weather episode; second, weather forecasts are
useful only up to a week or less, which is an insufficient pe-
riod for cloudiness and its radiative effects to exert much in-
fluence on the synoptic weather systems. Consequently, ad
hoc ways to assess cloud radiative forcing were deemed ad-
equate. However, once the emphasis of forecasting turned to
climate change, radiative forcings and everything that affects
them such as greenhouse gases, clouds, influence of aerosols
on clouds and many key aspects of cloud radiative effects
(CREs) became quite important. Among them, the parame-
terization of cloud–aerosol interaction (Andreae and Rosen-
feld, 2008) is in early stages of development, but the progress
is rapid (e.g., Quaas et al., 2004; Roelofs et al., 2006; Sud
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and Lee, 2007; Morrison and Gettelman 2008; Stevens and
Feingold, 2009; Liu et al., 2011). Toward this goal, we
have recently revised and updated the aerosol–cloud interac-
tion (AC) module of McRAS (M icrophysics of clouds with
RelaxedArakawa-Schubert) cloud scheme. This manuscript
presents the implementation of the revised McRAS-AC in
the GEOS-5 atmospheric general circulation model (AGCM)
and evaluates its CRE-related interactions against the avail-
able satellite observations.

The pioneering works of Gibbs (1876, 1878) and
Köhler (1936) laid the foundation of physics behind cloud
droplet formation, but its use in global climate models had to
wait till the aerosol datasets and computer power to perform
aerosol–cloud–radiation interactions became feasible. Com-
bined with the cloud-scale dynamics and associated supersat-
uration, and condensate deposition on existing cloud droplets
(e.g., Nenes et al., 2001) or cloud ice particles, many phys-
ically based aerosol activation parameterizations for GCMs
have emerged (e.g., Abdul-Razzak and Ghan, 2000, 2002;
Nenes and Seinfeld, 2003; Liu and Penner, 2005; Barahona
and Nenes, 2009a, b; Ghan et al., 2011). Higher aerosol par-
ticle number densities lead to a corresponding increase in the
number density of activated cloud particles (CP) (Twomey,
1977; Seinfeld and Pandis, 1996); thereby, they suppress au-
toconversion and accretion that form precipitating hydrome-
teors (e.g., Albrecht, 1989; Seifert and Beheng, 2001, 2006).
Several recent studies have shown the impact of aerosols on
(i) weather and climate prediction (Lohmann, 2006; Kim et
al., 2006; Krishnamurti et al., 2009; Sud et al., 2009; Wilcox
et al., 2009; Lau et al., 2009), with a few simulations studies
having been performed with an earlier version of McRAS-
AC that used Liu and Penner (2005) ice nucleation param-
eterization; (ii) the diurnal and seasonal cycles of precipita-
tion (Kim et al., 2010); (iii) the weekly cycle of precipitation
over central North America (Bell et al., 2009b); (iv) the in-
crease in the incidence of tornados (e.g., Rosenfeld and Bell,
2011) and lightning (Bell et al., 2009a); (v) the vertical stabil-
ity of the atmosphere leading to the so-called “elevated heat
pump” hypothesis affecting the Indian monsoons (Lau and
Kim, 2007); and (vi) the freezing of in-cloud liquid drops
leading to release of latent heat of freezing with its effects
on precipitation (Rosenfeld, 2000, 2006). The debate on how
and/or to what extent aerosols influence different clouds in
a way that fosters or suppresses precipitation from different
cloud types continues (e.g., Gunturu, 2010; Li et al., 2011;
Lance et al., 2011; Koren et al., 2012). Whereas some of the
pioneering works cited above need further validation, nev-
ertheless they bring out the importance of aerosols for many
weather- and climate-related issues. As stated before, a direct
consequence of increasing cloud particle number concentra-
tions (CPNCs) by aerosols is the corresponding reduction in
cloud particle sizes. In turn, it slows the autoconversion and
accretion of cloud drops to form precipitation size hydrom-
eteors, and when it happens in a convective tower, it gives
liquid cloud particles and embryonic raindrops the time to

ascend with the convective updrafts and later glaciate at sub-
freezing temperatures; consequent release of latent heat of
freezing in turn augments the cloud buoyancy and enables
the clouds to ascend higher. How this manifests in convec-
tive clouds depends upon how much further the convective
towers ascend and how much additional liquid precipitation
is carried aloft. These in turn depend on the local atmospheric
sounding and need physics-based parameterizations.

Numerical models equipped with appropriate aerosol–
cloud–precipitation microphysics parameterizations can sim-
ulate all of the above processes, if the ambient aerosol fields
are realistically prescribed and/or simulated interactively.
However, many GCMs still obtain clouds invoking a num-
ber of simplifying and/or ad hoc assumptions (Bacmeister et
al., 2006; Randall, 2010) that often ignore the aerosol effects
on clouds. Despite major efforts of many present-day cli-
mate modelers to include fully prognostic parameterizations
of the direct and indirect aerosol effects that are compared
with other leading models for the performance evaluation
(Bellouin et al., 2011), the present-day understanding of the
climatic impact of aerosols has some well-accepted weak-
links (IPCC, 2007); a few parameterization algorithm(s) and
aerosol data-related complexities and uncertainties confound
these efforts. For example, aerosol input, namely aerosol size
distribution, speciation, hygroscopic properties, and their ac-
tivation characteristics to become cloud condensation nu-
clei (CCN) or ice nuclei (IN) must be inferred from aerosol
chemistry, which itself is going through extensive valida-
tion and algorithm improvements (Benedetti et al., 2011).
The ultimate task, to better simulate climate, and its re-
sponse to aerosol direct and indirect effects, is far from triv-
ial, because aerosol–cloud interactions involve a multitude
of scales, many of which are at the subgrid and cloud micro-
physics scales of a typical climate model. Without the key
microphysical and dynamical feedbacks, the benefit of in-
cluding aerosol–cloud interactions in GCMs is highly con-
strained as the sensitivity of cloud properties to aerosol be-
comes strongly biased (Stevens and Feingold, 2009). The im-
portance of aerosol–cloud interaction is also evidenced in
cloud seeding experiments, as summarized by Cotton and
Pielke (1995), who conclude that there is a limited window of
opportunity to produce precipitation, rendering cloud seed-
ing exercises to turn into hit or miss ventures. One easily
infers that, to obtain an observationally verifiable impact of
aerosols on simulated weather or climate, the atmospheric
aerosols must be provided realistically at the scale of a cloud.

Besides aerosol activation to form CCN and IN,
McRAS-AC, the chosen cloud scheme, has a parameter-
ization for the subgrid-scale cloud motion fields, verti-
cally varying cloud mass flux with entrainment (and de-
trainment) from (into) the ambient environment. McRAS-
AC parameterizes cloud-scale mass flux, vertical veloc-
ity and condensation-heating–induced updraft and rain-
evaporation–induced downdrafts. Together with an ap-
propriate precipitation microphysics scheme, McRAS-AC
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becomes a comprehensive cloud–aerosol–precipitation inter-
action scheme. In Sect. 2.2, we will discuss how McRAS
has the unique ability to parameterize the cloud-scale pro-
cesses described above. The question we seek to answer here
is whether McRAS-AC is a viable option for simulating re-
alistic cloud optical properties and climate with the GEOS-5
AGCM.

Simulation of mixed phase clouds in AGCMs is one of the
greatest challenges. The goal is realistic prediction of liquid
and ice mass fractions, CP effective sizes, and apportionment
of precipitation formed by autoconversion, accretion and ag-
gregation into liquid and snow mass fractions and the re-
spective particle numbers. Based on the vertical velocity and
entrainment rate, IN determine the cloud ice particle num-
bers. In addition we perform mass transfer from liquid to ice
particles by Bergeron–Findeisen process (Bergeron, 1935) in
the following manner. At subfreezing temperatures, the vapor
pressure differences over cloud water and ice cloud particles
are large enough to create a substantial vapor pressure gradi-
ent to induce mass transfer between liquid and ice cloud par-
ticles through the intervening atmosphere. Simultaneously,
precipitating hydrometeors collect cloud water/ice particles
in fall through the cloud (sometimes even from clear air if
it happens to be supersaturated with respect to precipitating
snow/ice). In this way, precipitation removes cloud particle
mass and reduces the in-cloud CPNC. Altogether, these pro-
cesses add up to make the sink term of CPs for which each of
the components must be parameterized. The sum of sources
and sinks yields the time rate of change of mass and/or num-
ber concentration as shown in the mass and CP number bud-
get equations of the kind shown in Morrison and Gettel-
man (2008). To close the system, one also needs a precip-
itation microphysics scheme. Thus, an end-to-end aerosol–
cloud interaction parameterization needs to perform aerosol
activating to create CCN and/or IN to receive condensation
and/or ice deposition or nucleate cloud water through con-
tact or immersion freezing. It also needs a treatment of mass
transfers among liquid, ice and vapor phases of cloud water
with precipitation microphysics for liquid and ice clouds.

Section 2 gives a brief description of GEOS-5 AGCM
hosting McRAS-AC as one of its options. Section 3 presents
the simulation experiments. Section 4 provides simulation re-
sults. Section 5 has summary and conclusions and suggested
research directions to make McRAS-AC simulations even
more realistic.

2 Cloud schemes: GEOS-5 GCM and McRAS-AC

2.1 GEOS-5 GCM

The Fortuna version of the GEOS-5 AGCM used in our
study is documented by Molod et al. (2012) who describe
the performance of the model with the new updates to the
earlier MERRA version (Reinecker et al., 2008). Briefly,

the model employs the relaxed Arakawa–Schubert scheme
(RAS; Moorthi and Suarez, 1992) for moist convection
with Probability Density Functions (PDFs) of cloud wa-
ter for cloud microphysics. RAS produces prognostic cloud
cover, and diagnostic cloud ice and liquid mixing ratios.
Other moist algorithms comprise of large-scale conden-
sation and evaporation, auto-conversion and accretion of
cloud water and ice, sedimentation of cloud-ice, and re-
evaporation of falling precipitation following Bacmeister et
al. (2006). Longwave radiative transfer calculations are de-
scribed in Chou et al. (2001), while shortwave radiative trans-
fers are documented in Chou and Suarez (1999). The radia-
tion schemes handle interactions with simulated cloud water,
water vapor, and externally prescribed trace gases. In addi-
tion, shortwave calculations account for absorption, scatter-
ing and transmission by aerosols. For more details, refer to
Molod et al. (2012) and Reinecker et al. (2008). We will refer
to the GEOS-5 AGCM as the baseline model and/or AGCM.

2.2 McRAS-AC

The latest version of McRAS (Sud and Walker, 2003a) is se-
lected as the cloud scheme for including the aerosol–cloud
interaction module(s). McRAS uses the moist convective
framework of RAS (Moorthi and Suarez, 1992). The first
version of McRAS used cloud precipitation microphysics of
Sundqvist (1988), and Tiedtke (1993) for computing the time
rate of change of cloud water together with parameteriza-
tions for rain evaporation (Sud and Molod, 1988) and convec-
tive downdrafts (Sud and Walker, 1993). It was extensively
evaluated in several single column model intercomparisons
(e.g., Ghan et al., 2000; Xie et al., 2002; Xu et al., 2005;
Klein et al., 2009; Morrison et al., 2009). Its climate simu-
lations within the GEOS-2 GCM (Sud and Walker, 1999b)
were more realistic than that of the baseline cloud scheme
of GEOS-2 AGCM. It produced more realistic structures of
intra-seasonal oscillations (ISOs) in GEOS-2 and GEOS-3
AGCMs. The ISOs were also well reproduced in the NCAR
implementation of McRAS (Maloney and Hartmann, 2001).
Nevertheless, these applications also exposed some weak-
nesses that were addressed by subsequent upgrades (Sud
and Walker, 2003a, b), namely a new boundary layer cloud
scheme, quadratic entrainment replacing the original linear
entrainment. Without knowledge of cloud liquid (or ice) par-
ticle number concentration, LPNC (or IPNC), McRAS used
empirical equations by Sundqvist (1988) to estimate precipi-
tation generation rates as a function of total cloud water, am-
bient temperature, and cloud type. For radiation, prescribed
in-cloud CPNCs were assumed for land and ocean following
Del Genio et al. (1996), while the volume and effective radii
of CPs were estimated from another set of empirical assump-
tions (Sud and Walker, 1999a).

The aerosol–cloud interaction microphysics modules
were added to create an upgraded McRAS-AC (Sud and
Lee, 2007). One major addition to the present version
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of McRAS-AC is the option to choose Barahona and
Nenes (2009a) as an alternative to Liu and Penner (2005)
ice nucleation. Thus, the present version of McRAS-AC
consists of the McRAS cloud-scheme, plus Fountoukis and
Nenes (2005) aerosol activation parameterization to yield
CCN, and Barahona and Nenes (2009a) scheme for ice nu-
cleation. For precipitation microphysics, Sud and Lee (2007)
parameterization is used for liquid, and Sundqvist (1988)
parameterization is used for mixed and ice phase precipita-
tion. In-cloud evaporation and/or precipitation and self col-
lection of cloud water are parameterized following Sud and
Lee (2007), who reformulated Seifert and Beheng (2001,
2006) parameterization of precipitation microphysics to ac-
commodate thicker cloud-layers encountered in a coarse
resolution GCM. Any change in cloud mass by conden-
sation/deposition and subsequent removal by precipitation
works interactively through an implicit backward numeri-
cal integration that approximates the solution of the cou-
pled nonlinear differential equations that otherwise would
require iteration. Even though McRAS-AC still uses the
Sundqvist (1988) parameterization for generating precip-
itation from mixed phase and ice phase clouds, Bara-
hona and Nenes (2009a, b) ice nucleation and Bergeron–
Findeisen cloud water-to-ice mass transfer (Rotstayn et al.,
2000) allow separation of cloud liquid and ice mass frac-
tions with respective LPNC and IPNC. Nevertheless, CPNC
(= LPNC+ IPNC) reduction by precipitation is non-linear
and is based on a curve-fitted relationship between cloud
mass and number concentration for the prescribed gamma
distribution of cloud particle sizes. Homogenous freezing of
in-cloud liquid drops surviving up to−38◦ C or beyond is
enforced through instantaneous freezing. Synthesis of the
above processes provides an end-to-end treatment of prog-
nostic cloud water mass (apportioned between liquid and
ice), CPNC, and precipitation produced as a mixture of liq-
uid and snow hydrometeors. The present implementation is
shown as a block diagram in Fig. 1. It shows that aerosol acti-
vation by vertical ascent or its equivalent cooling creates con-
densate, CCN and/or IN, whereas cloud-scale microphysics
creates precipitation and reduces CPNC.

McRAS generates three types of prognostic clouds:
(i) stratiform or large-scale, (ii) moist convective towers
topped by detraining convective anvils that transform into
large-scale clouds on the prescribed timescale of an hour, and
(iii) boundary layer clouds, mostly a by-product of the de-
training dry convective plumes following Stull (1988, p. 11).
The stratiform and convective cloud sub-models were trans-
planted into the GEOS-5 AGCM replacing their counter-
part cloud parameterization(s). However, the original plan-
etary boundary-layer (PBL) parameterization of the GEOS-5
AGCM was retained. This circumvents the coupling issues
among the PBL cloud interactions, PBL-turbulence parame-
terization, and land scheme (catchment model, Koster et al.,
2000) of the GEOS-5 AGCM. Clearly, the PBL clouds rely
on increasing relative humidity to form clouds.

Fig. 1. Block diagram showing key modules of the baseline and
McRAS-AC cloud schemes. Convective clouds are parameterized
(B-1) in both schemes following RAS and McRAS; stratiform
clouds are based on critical RH (B-2), but there are some differ-
ences. Explicit dry convection (B-3*) is not yet implemented in
GEOS-5. Supersaturation condensation (B-4) activates aerosols in
McRAS-AC, to yield CCN or IN and hence CPNC andrvol (B-
5, 6); in contrast, the baseline scheme circumvents aerosol activa-
tion. Both schemes handle all three phases of clouds (B-7, 8, 9)
except that McRAS-AC bases them on aerosols involving CCN–IN
interactions, while the baseline scheme obtains them empirically. In
both schemes, Sundqvist (1988)parameterization is used for precip-
itation rate (B-10, 11) except for liquid clouds where McRAS-AC
uses the double moment scheme of Sud and Lee (2007). Rain evap-
oration and cloud dissipation are parameterized in both schemes.
Orange boxes reflect modules with major differences between the
two schemes. Green blocks are self-explanatory.

In McRAS-AC, the aerosol activation is fully prognos-
tic. It is a function of rising relative humidity and conden-
sation rates, whereas the aerosol activation to form CCNs
depends upon the maximum supersaturation reached (Foun-
toukis and Nenes, 2005). In convective clouds, all the cloud
physics processes are performed at each vertical level and
are a function of in-cloud vertical velocities amplified by tur-
bulent velocities. To obtain the convective cloud particle ac-
celeration, the net buoyancy force (a vector sum of all the
forces on the cloud) is determined by conservative mixing
of mass, momentum, and enthalpy fully accounting for en-
trainment and/or detrainment to obtain the thermal buoy-
ancy of the convective cloud-scale motions. The parame-
terization invokes thermal buoyancy forces by condensation
heating minus the drag forces of the in-cloud condensate car-
ried aloft and the falling precipitation traversing through. The
stratiform clouds are assumed to remain within the layer;
hence the moist cloud and precipitation microphysics oper-
ates through the entire model-physics time step.

Some key tuning elements of McRAS-AC are as fol-
lows. (i) The fall velocity of auto-converted hydrometeors
is related empirically to cloud water amount as formulated
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Table 1.Parameterizations in GEOS-5 GCM and McRAS-AC cloud scheme(s).

Model Specifications Baseline GEOS-5 GCM McRAS-AC in GEOS-5 GCM

Deep convection RAS; Moorthi and Suarez (1992) McRAS; Sud and Walker (1999a)
Stratiform cloud Smith (1990), Molod (2012) Sud and Walker (1999a)
Precipitation liquid Reinecker et al. (2008) Sud and Lee (2007)
Precipitation snow Reinecker et al. (2008) Sundqvist (1988)
Rain evaporation Bacmeister et al. (2006) Sud and Molod (1988)
Cloud microphysics Single moment microphysics Double moment microphysics
Cloud scaling Convective cloud fraction scaled;

Reinecker et al. (2008).
Water path scaled by “Cahalan factor”; Sud and
Walker (1999a)

Aerosol effects Direct effects only Both direct and indirect effects.
CCN activation Not included Fountoukis and Nenes (2005)
IN activation Not included Barahona and Nenes (2009a)
Liquid particle number
concentration (LPNC)

CP effective radius determined as a function of
T andP

LPNC tendency budget of sources and sinks.

Ice particle number
concentration (IPNC)

Not included; effective radius determined as a
function ofT andP

IPNC tendency budget of sources and sinks.

Cloud liquid mass Empirical equation for cloud water mass
fraction as a function ofT

Cloud liquid mass tendency equation minus
Bergeron–Findeison (BF) loss.

Cloud Ice mass Total cloud mass minus liquid mass Cloud ice mass tendency equation plus BF gain.

by Sud and Lee (2007); this assumption is needed to es-
timate the time taken by the precipitating hydrometeors to
accrete and collect in the cloud-layer. (ii) The minimum
temperature for IN activation is prescribed, because thus
far no physically based algorithms are available. According
to Khvorostyanov and Curry (2005), deliquescence-freezing
nucleation may occur at water supersaturation in the range
of −5◦C to −20◦C, but recent cloud chamber experiment
data from Kulkarni and Dobbie (2010) showed water super-
saturation ranging between 5–10 % for different IN species
and this represents a−5◦C to −10◦C temperature range.
Indeed, our current choice of−8◦C, based on brute force
tuning to obtain the observed pattern of the zonal mean ice
cloud fractions, falls right in the middle of the Kulkarni and
Dobbie (2010) estimates. (iii) Invoking the so-called “Ca-
halan factor” accounts for cloud horizontal inhomogeneity
on the reflected solar radiation. (iv) There is neglect of the
time delay between maximum supersaturation and associated
aerosol activation. This could be expected to generate exces-
sive in-cloud CCN, but it is unavoidable because all physi-
cal processes in GCMs assume quasi-static equilibrium, and
(v) neglect of giant CCNs (Barahona et al., 2010) helps to
reduce the excessive cloudiness over land where most giant
CCNs form primarily through anthropogenic activity. In fu-
ture, we plan to revisit these tuning elements as well as the
aerosol input and CCN activation to optimize the “AC part”
of McRAS.

3 Simulation experiments

Table 1 summarizes key differences between the two cloud
microphysics schemes now available as options in the For-
tuna version of the GEOS-5 AGCM (referred to as “base-
line model”). The present goal is to determine if McRAS-
AC can yield realistic liquid and ice clouds in the AGCM
and whether McRAS-AC can be used to perform simulation
studies of the influence of aerosols on cloud microphysics
and CREs. We performed two 10-yr-long simulations: one
with the GEOS-5 AGCM with its own cloud scheme (here-
after referred to as “CTL”), and one with the newly imple-
mented McRAS-AC replacing the GEOS-5 AGCM’s cloud
physics module (hereafter, referred to as “MAC”). Both sim-
ulations were started from the analyzed initial conditions for
1 May 1993 and were run out to 31 December 2003. How-
ever, the first eight months of the simulation, i.e., up to 31 De-
cember 1993, were ignored as the initial adjustment period;
only last 10-yr data, from 1 January 1994 to 31 Decem-
ber 2003, were used for assessing the performance of the two
cloud schemes. The monthly climatology of aerosols was
taken from GOCART, Goddard Chemistry Aerosol Radia-
tion and Transport (Chin et al., 2002), and is based on exten-
sive aerosol model development and calibration/validation
exercises (Colarco et al., 2010). Currently McRAS-AC uses
five externally mixed aerosols: sulfates, sea-salt, mineral
dust, black carbon and organic carbon. GOCART provides
the time-dependent mass of each aerosol species, which is
further divided among different modes that are sorted by size,
from which the aerosol numbers are calculated by making
sectionals of aerosols as a function of supersaturation needed
for forming CCN (Nenes and Seinfeld, 2003).
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Table 2.Descriptions of simulation experiments.

Simulation Descriptions Years
Experiments Analyzed

Control run (CTL) GEOS-5 GCM with baseline cloud physics 10
McRAS-AC run (MAC) GEOS-5 GCM with the new McRAS-AC cloud physics 10
CTL run with COSP simulator included Cloud properties from ISCCP and MODIS simulators 1
MAC run with COSP simulator included Cloud properties from ISCCP and MODIS simulators 1
MAC run with half the sea salt particle size McRAS-AC with half size sea salt (eight times number density) 1
Interactive GOCART with baseline cloud scheme Interactive GOCART with McRAS-AC 1

The fluxes at the Earth’s surface are parameterized differ-
ently over land, ocean and snow cover or sea ice. For oceanic
grid cells, sea surface temperatures (SSTs) are prescribed
from the Reynolds et al. (2002) analysis. The data comprise
of a series of monthly SST datasets from which daily SST
are linearly interpolated (and held constant over each day)
at each grid cell. Sea ice is prescribed similarly from sea-ice
data analysis. The land scheme of the GEOS-5 AGCM is due
to Koster et al. (2000) and has been described in Reinecker
et al. (2008). It uses monthly climatology of prescribed vege-
tation phenology and morphology with a detailed catchment
structure of land, soil moisture, and surface fluxes. The soil
moisture is fully interactive with a simple but quite exten-
sively validated parameterization for surface flow and base-
flow generating the runoff. To see more details of some of the
more recent upgrades of the model, the reader should refer to
Molod et al. (2012).

Two sensitivity studies to better understand the cause of
large biases in CREs in MAC simulation, specifically to de-
termine its response to prescribed size of sea salts and in-
teractive versus prescribed aerosols, were conducted. To iso-
late the intrinsic biases introduced by comparing the straight
model output with the ISCCP and/or MODIS satellite data,
two additional 1-yr test-runs with the addition of ISCCP and
MODIS simulators of the Cloud Feedback Model Intercom-
parison Project Observational Simulator Package (COSP,
http://cfmip.metoffice.com/COSP.html) were invoked into
the CTL and MAC model configurations. These experiments
are listed in Table 2 and analyzed in the next section.

4 Results

A comparison of two 10-yr-long model integrations, one
called MAC and one called CTL, helps to distinguish how
precipitation, clouds, their water paths, effective radii, and
CREs vary between the runs. Both simulations were made
without the COSP simulator package, whose implementation
maturity in GEOS-5 needs optimization and evaluation. Nev-
ertheless, at the behest of one of the reviewers and to gain a
different perspective on the biases between the modeled and
satellite-inferred cloud fields, the MODIS and ISCCP simu-
lators of the COSP package were included into the GCM to

perform two 1-yr runs for the CTL and MAC cloud schemes.
We distinguish between two aspects of the intercomparison:
one is the differences due to cloud parameterization schemes,
in CTL and MAC; the other is the influence of aerosol activa-
tion and associated cloud particle numbers and sizes in MAC
simulation since the cloud liquid and ice particle effective
radii are empirically prescribed as functions of temperature
and pressure in CTL.

The goal is to determine how MAC and CTL cloud and
precipitation climatologies compare with each other and how
biased they are against observations. Is the annual cycle of
CRE bias-free, and how far can these results help us trust
model simulated climate change scenarios? The strategy is
to determine MAC seasonal climatology and its biases and
thereafter design upgrades to ameliorate them. Second, are
there sensitivities to uncertainties in aerosol mass and num-
ber concentration of the real environment, and can these un-
certainties help us tune model’s CRE to better simulate the
influence of aerosols on clouds, cloud–radiation interactions
and their consequences on the regional climate change? We
produced MAC and CTL seasonal fields for DJF, MAM,
JJA, SON and annual means (ANN) for several key quan-
tities. However, to limit the number of figures, we show only
the climatology of the two extreme seasons, DJF and JJA,
and their annual means. Whereas revising the algorithms and
making aerosol input modifications to ameliorate some of
the biases are left for the future, nevertheless we include two
test runs showing the potential for eliminating two major bi-
ases of McRAS-AC simulated clouds. Some key highlights
of model performance and our sensitivity tests are as follows.

4.1 Precipitation fields

The left two panels of Fig. 2 depict the broad feature of
precipitation climatology of MAC and CTL. Both model-
simulations have good Intertropical Convergence Zone
(ITCZ) and South Pacific Convergence Zone (SPCZ), with
intense convective precipitation, as must be expected. In DJF
a large amount of precipitation is simulated over the South
American landmass, Australia, the tropical islands of South-
east Asia, over the North Atlantic along the eastern boundary
of Asia, and over the Gulf Stream along the eastern boundary
of North America. Large amount of precipitation also occurs
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Fig. 2.Simulated 10-yr mean precipitation (mm day−1) for DJF (top), JJA (middle), and ANN (bottom) in MAC and CTL runs (left 2 panels)
and MAC minus OBS and CTL minus OBS (right two panels); GPCP data represent OBS.

over the rising branch of the Ferrel cell between 40◦ S–60◦ S.
In JJA, we see copious tropical rainfall that includes the
ITCZ. The simulated tropical Pacific ITCZ has some biases;
it is somewhat weaker (with less than observed rainfall in-
tensities) in the mid-span of the ITCZ band and somewhat
more than the observed near and over the land masses at both
ends of the ITCZ band, presumably due to orographic inten-
sification of precipitation, a well-known GEOS-5 GCM bias.
Consequently, more water vapor converges on to land away
from its natural location(s) over the tropical Pacific Ocean,
where the model simulated climatology has a rainfall deficit.
Indian and Asian regions have realistic monsoons and asso-
ciated rainfall but shown some Himalayan orography caused
biases. Northwards of Sahel, the Sahara desert is dry in JJA
as it should. Generally, MAC and CTL biases in precipitation
are quite similar to each other, although MAC does better on
the RMSE scores in DJF and JJA but not in the ANN (see
Table 3). The majority of the biases are associated with oro-
graphic intensification of precipitation and its related mois-
ture convergences, a proverbial problem for GEOS-5 GCM
and a number of numerical models. Bangert et al. (2011)
suggest use of orographic uplift as a “pseudo-updraft veloc-
ity” superposed on the vertical velocity normally resolved by
the model as a solution. However, according to Chao (2012),
the problem has been largely solved in an experimental ver-
sion of the GEOS-5 AGCM runs with mixing of surface air
aloft by orographic uplift, but Chao’s parameterization is not
yet implemented in the Fortuna version of GEOS-5 AGCM

employed in the present study. Excessive precipitation biases
along southern Andes, hilly regions of southern Africa, and
tropical islands of Southeast Asia are seen in DJF. Precipita-
tion biases around eastern regions of Himalayas, and Andes
through South and Central America (redder regions in the
difference maps, Fig. 2) are also conspicuous. In MAC or
CTL simulation minus observations, the precipitation biases
are more positive over the tropical Pacific ITCZ in CTL vis-
à-vis MAC, whereas the biases are quite similar in the JJA
over the tropical Pacific ITCZ except that lighter colors in
MAC minus OBS (observations) mean that the correspond-
ing biases are less in MAC. Overall, both simulations, MAC
and CTL, compare well with the GPCP (Global Precipitation
Climatology Project) precipitation data (Adler et al., 2003).
In the boreal winter (DJF) season, MAC (CTL) simulates
global mean precipitation of 2.89 (2.84) mm day−1 versus
the somewhat smaller value of 2.68 mm day−1 in the GPCP
data. The corresponding boreal summer (JJA) values are 3.01
(3.04) mm day−1 versus 2.71 mm day−1 in the GPCP data.
Indeed, the simulated precipitation values are consistent with
global mean surface evaporation. Accordingly, global con-
densation heating of McRAS-AC is 6.0 (8.7) W m−2 too
large in DJF (JJA). Since SSTs are prescribed, excessive
evaporation over the oceans can occur without any (nega-
tive) feedback that could reduce the SSTs and its associated
surface evaporation (see Table 3 for the details).

DJF averages in the tropics show that the MAC (CTL)
rainfall distribution over the sharp ITCZ is less (more)
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Table 3.Select global means of MAC and CTL simulations versus observations.

DATA/Periods Fields
*OBS: Observed Mean MAC: Mean/(RMSE) CTL: Mean/(RMSE)

DJF JJA ANN DJF JJA ANN DJF JJA ANN

Precipitation
(mm day−1)

2.68 2.71 2.68 2.89
(1.54)

3.01
(1.87)

2.92
(1.32)

2.84
(1.58)

3.05
(1.92)

2.89
(1.29)

Total cloud fraction
Default model (%) 67.0 65.5 66.4

56.7
(17.1)

55.0
(16.6)

55.6
(15.8)

44.3
(25.6)

44.8
(24.8)

44.5
(24.3)

Total cloud fraction
ISCCP simulator (%)

57.4
(16.8)

56.1
(16.5)

56.9
(14.8)

39.8
(29.5)

41.1
(28.0)

40.6
(27.7)

High cloud fraction
Default model (%) 21.9 21.9 21.7

21.6
(8.9)

22.4
(9.3)

22.3
(6.6)

22.6
(8.9)

23.2
(9.8)

23.1
(7.6)

High cloud fraction
ISCCP simulator (%)

26.3
(12.1)

25.7
(11.3)

26.4
(9.9)

23.6
(9.8)

23.6
(10.8)

23.5
(8.2)

Middle cloud fraction
Default model (%) 19.6 17.7 19.2

21.9
(9.3)

19.2
(7.4)

20.5
(6.7)

9.9
(13.3)

9.9
(10.8)

9.8
(11.5)

Middle cloud fraction
ISCCP simulator (%)

15.6
(10.3)

14.0
(9.7)

14.8
(9.1)

5.9
(16.9)

6.1
(14.5)

5.8
(15.5)

Low cloud fraction
Default model (%) 24.9 26.6 25.6

37.0
(21.2)

35.4
(18.5)

35.9
(19.8)

22.0
(13.7)

22.8
(17.4)

22.2
(13.1)

Low cloud fraction
ISCCP simulator (%)

16.1
(13.3)

16.7
(15.8)

16.3
(13.1)

14.8
(14.9)

15.8
(16.8)

15.4
(14.9)

Model’s grid mean LWP
(g m−2)

84.3 85.8 84.3 76.6
(40.1)

84.2
(44.9)

79.4
(34.1)

72.9
(26.4)

74.5
(33.2)

72.4
(24.2)

MODIS simulators in-cloud LWP
(g m−2)

108.7 112.0 107.0 113.4
(67.7)

135.7
(72.9)

129.8
(60.0)

246
(212)

264.5
(226)

253.5
(212)

Model’s grid mean TWP
(g m−2)

89.9 90.5 88.2 92.1
(51.4)

107.0
(65.1)

98.3
(41.1)

77.2
(59/8)

82.4
(57.9)

77.8
(48.7)

MODIS simulators in-cloud IWP
(g m−2)

228.8 248.6 243.8 184.6
(150)

214.0
(138)

198.3
(93.1)

242.3
(172)

248.6
(170)

272.9
(137)

Cloud-ice effective radius model
Default (µm) 24.8 25.6 25.2

29.9
(8.8)

28.3
(9.3)

28.6
(7.1)

21.5
(4.5)

21.9
(6.8)

21.6
(4.4)

Cloud-ice effective radius MODIS
simulator (µm)

21.6
(6.3)

21.7
(7.2)

20.5
(5.7)

21.6
(4.3)

22.0
(4.0)

22.0
(3.6)

Cloud-drop effective radius model
Default (µm) 15.2 16.3 15.6

14.3
(4.2)

14.4
(4.4)

14.0
(3.3)

10.1
(6.1)

10.5
(7.1)

10.3
(6.1)

Cloud-drop effective radius MODIS
simulator (µm)

16.0
(3.7)

15.8
(3.1)

15.8
(2.5)

10.4
(5.5)

10.7
(6.1)

10.6
(5.9)

Grid average/in-cloud IPNC
(# cm−3)

4.1/
10.6

3.5/
9.4

4.1/
10.7

Grid Average/in-cloud LPNC
(# cm−3)

35.0/
68.9

44.5/
93.1

44.3/
90.3

Outgoing LW radiation
(W m−2)

236.9 243.3 239.7 236.0
(8.7)

242.0
(9.8)

238.6
(7.0)

237.4
(10.3)

245.8
(12.1)

241.1
(9.0)

Absorbed SW radiation
(W m−2)

244.5 235.7 240.5 252.2
(18.9)

235.3
(15.5)

243.3
(12.1)

246.7
(17.2)

239.0
(21.7)

243.0
(15.6)

Net TOA radiation
(W m−2)

7.6 −7.6 0.83 16.2
(17.5)

−6.6
(12.4)

4.7
(11.1)

9.3
(13.4)

−6.8
(16.3)

2.0
(11.2)

TOA LW CRE
(W m−2)

25.9 26.3 26.2 24.5
(7.7)

25.4
(7.4)

25.3
(6.0)

21.6
(9.3)

22.2
(10.2)

22.2
(8.3)

TOA SW CRE
(W m−2)

−51.6 −44.8 −47.3 −45.6
(17.9)

−46.7
(16.2)

−46.3
(12.2)

−50.8
(17.3)

−43.2
(20.9)

−46.4
(15.3)

Net TOA CRE
(W m−2)

−25.7 −18.5 −21.1 −21.1
(16.9)

−21.3
(14.2)

−21.0
(11.3)

−28.8
(18.4)

−21.2
(21.0)

−24.2
(15.2)

* Datasets deployed: (a) GPCP for precipitation (Adler et al., 2003, version 2.1, 30 yr climatology from 1979); (b) ISCCP for cloud fraction (Rossow and Schiffer,
1999, ISCCP D2 monthly average covered the period July 1983 to June 2008); (c) SSM/I for grid mean liquid water path (Weng et al., 1997, climatology from
1993 to 2002); (d) MODIS for effective radii, grid mean total water path, and in-cloud liquid/ice water path (Platnick et al., 2003, Collection 5.1, MYD08M3
(monthly 1 deg Aqua) from July 2002 to present); (e) CERES for TOA radiation and CRE (Loeb et al., 2009, version EBAF2.6).
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Fig. 3. Statistically significant precipitation differences
(mm day−1) are color coded: MAC minus CTL for DJF (top), JJA
(middle), and ANN (bottom) using a 2-tailed Student’s t-test.

intense than the corresponding GPCP data. However, MAC
simulations make up for the reduction with small increases
over the neighboring grid cells north and south of the ITCZ.
The orographic precipitation intensification biases are con-
sistently positive and quite similar in both MAC and CTL
simulations. Clearly, the AGCM has a problem reproducing
observed precipitation in response to flow across the steep
hills. For JJA, both MAC and CTL simulate the equatorial
Pacific ITCZ in the middle of its east–west span similarly
weak, even though CTL simulation has a slightly better or-
ganized ITCZ. On the whole, both cloud schemes show per-
sistent biases that need some attention (Fig. 2, two right pan-
els).

When statistically significant differences between model
simulations and observations are examined, the orographi-
cally enhanced precipitation biases overwhelm the outcome,
but when the analysis is performed on precipitation differ-
ences between the two models runs, the areas isolated indi-
cate influences of moist physics only (Fig. 3). Large differ-
ences are notable over the tropical ITCZ that includes East
Pacific in DJF and mid-Pacific in JJA; some differences are
significant over the tropical Atlantic and Indian Ocean in
both seasons. In these convergence zones, MAC precipitation
is less than that of CTL. Naturally, areas of statistical sig-
nificance on annual mean fields are even smaller and that is

Fig. 4. Annual mean zonal averaged cloud fractions for(a) total
column-,(b) high, (c) mid-, and(d) low clouds. Black dark (light)
solid curves show cloud fractions in the ISCCP (MODIS) satel-
lite observations; blue solid (dashed) curves are for MAC simu-
lated clouds as seen by the radiative transfer following the Chou
et al. (1999) cloud overlap assumptions, whereas the ISCCP sim-
ulator curves are dashed. Orange curves are for the corresponding
CTL clouds.

consistent with our understanding that biases often reduce
by averaging not only over the annual cycle but also across
multi-model ensembles even over shorter time periods. Over-
all, the precipitation differences between MAC and CTL in
a 2-tailed Student’s t-test at 95 % significance are small and
without much structure except for the polar regions. Thus we
argue that both schemes produce similar precipitation fields
with very similar biases (vis-à-vis the GPCP data) except for
the areas of orographic intensification where the biases are
large.

4.2 Cloud fractions and water path

Cloud fractions, effective radii and water path are the cen-
ter pieces of cloud optical properties that govern the CRE
(Sect. 4.4.2). Hence those are examined extensively here.

4.2.1 Cloud fractions

Total cloud fractions calculated by the model’s default
method, i.e., using Chou and Suarez (1999) cloud overlap
assumptions and the ISCCP simulator vis-à-vis ISCCP data
(Rossow and Schiffer, 1999), are shown in Fig. 4a and Ta-
ble 3. The global mean simulated total cloud fractions of
MAC are 15 % larger than those of CTL, but still about 10 %
less than the observed. Thus, globally averaged biases in the
total cloud fraction of CTL are about 25 % less than ob-
served (66 %). Whereas MAC biases are also negative, they
are less than half as large as CTL-biases. The top left col-
umn of Fig. 4 shows that the zonal distribution of total clouds
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produced by the model’s default method, i.e., the current
Chou and Suarez (1999) cloud overlap assumptions, tracks
the ISCCP simulator generated clouds remarkably well, par-
ticularly in MAC runs, even though there are discernible bi-
ases in vis-̀a-vis ISCCP/MODIS data. MAC total clouds are
similar to CTL in the tropics, but they are much larger than
CTL at higher latitudes and even exceed satellite observa-
tions (ISCCP and MODIS data) in the polar regions (Fig. 4a).
If the simulated cloud fractions are far off, the only way to get
realistic CRE is to tune cloud water or scale cloud fraction
and/or cloud optical properties. Whereas MAC uses cloud
water path scaling to account for the subgrid-scale cloud wa-
ter inhomogeneity, CTL performs convective cloud fraction
scaling (Table 1) to optimize its CRE. Total cloud fraction
biases can be better understood by looking at the model pro-
duced and ISCCP simulator inferred high, middle, and low
level clouds versus the satellite retrievals.

High clouds (defined as clouds located above 400 hPa in
GEOS-5 according to Chou et al., 1999) are equally robust
and realistic in both CTL and MAC simulations except for
the polar regions, where MAC high clouds show larger pos-
itive biases than the CTL (Fig. 4b). MAC high clouds, ac-
cording to the ISCCP simulator, exhibit even larger biases
over the high latitude regions as compared to the model
fields and/or ISCCP data. The underlying reason is that the
MAC simulation produces large cloudiness between 400 and
440 hPa particularly at high latitudes as the model simu-
lates deeper clouds. With the high cloud boundary lowered
to 440 hPa in the simulator, the cloudiness between 400–
440 hPa is the source of large disagreement between the
MAC-ISCCP and Chou et al. (2001) high-cloud fractions.
The CTL clouds are much less affected by the 40 hPa shift
in its ISCCP simulator, because CTL does not simulate such
large cloud fraction in the 400–440 hPa range. On seasonal
timescales the biases appear quite different. Some high cloud
underestimates over north India, western United States, and
Argentina are common to both MAC and CTL simulations
in DJF as well as JJA (not shown) leading to discernible sig-
natures in the annual averages. Over the oceans, MAC does
better than CTL, which overestimates high clouds. How-
ever, high cloud fractions are greater than observed in both
MAC and CTL simulations for both DJF and JJA seasons.
In DJF, MAC (CTL) simulates about−0.3 % (0.7 %) bias
for an observed high clouds fraction of about 22 %. In JJA
MAC (CTL) simulates 0.5 % (1.3 %) more high clouds and
those biases are tolerable in GCM applications. The simi-
larity of high cloud fractions in the tropics is most likely
the outcome of both the CTL and McRAS-AC using RAS
as the convective scheme. Finally, a word of caution about
ISSCP cloud fractions is warranted here. Stubenrauch et
al. (2012) state that ISCCP misidentifies high-level clouds
overlying lower-level clouds as mid-level clouds; thereby
ISCCP clouds data would low-bias the high-level clouds
and high-bias the mid-level clouds, and that could, in part,

contribute to the high cloud biases as a spurious model defi-
ciency.

The middle level cloud 700–400 hPa range for the model’s
default method versus 440–680 hPa range used in the COSP-
ISCCP simulator and the ISCCP data appears considerably
better in MAC than CTL simulations (Fig. 4c). The mean
RMSE errors of MAC (CTL) for DJF, JJA, and ANN aver-
ages are much smaller (larger) compared to ISSCP data (see
Table 3). Generally, CTL produces much smaller than ob-
served mid-level cloud fractions. MAC biases are 2.2 % for
DJF and 1.5 % in JJA versus about−10.3 % for both DJF and
JJA in CTL simulations. The McRAS cloud scheme used in
MAC started producing more mid-level clouds after melting
of snowfall at 0◦C was introduced (Sud and Walker, 2003b).
In the tropics, the precipitating snow melts at around 500 hPa,
whereby it produces an inversion and that stops less energetic
cumulus towers from penetrating through, thereby forcing
them to detrain as cumulus congestus. We should point out
that mid-level cloud fractions in the ISSCP data may be too
large (Chen and Del Genio, 2008). Moreover, the mid-level
cloud percentages are almost the same as the high cloud per-
centages, but, for the present, MAC simulates them, and our
radiation balances suggest that cumulus congestus and mid-
level detrainment by high latitude cumulus clouds may be
responsible for the better outcome (Johnson et al., 1999).

The low level clouds (surface to 700 hPa for Chou et
al. (2001) and surface to 680 hPa for ISCCP simulator and IS-
CCP data) in MAC simulation are closer to observations than
CTL between 30◦ S to 30◦ N, but at higher latitudes MAC
suffers large biases particularly in the polar regions, where
observations are not so reliable. However, the ISCCP simu-
lator masks low clouds by high and mid-level clouds over-
lapping them; thereby it makes MAC’s low cloud fractions
much better than the default method of Chou et al. (2001).
Since high clouds over high latitudes are excessive, the low
level ISCCP simulator cloud fractions of MAC are smaller
than the ISCCP data presumably due to excessive masking.
The biases at high latitudes occur in all the seasons as well
as the annual means. CTL simulations produce less than ob-
served low-level clouds, but they become better at higher lat-
itudes (Fig. 4d). This is consistent with better high clouds
in CTL runs. Overall, CTL-simulated PBL clouds are about
4 % less than the observed. However, in the tropics, MAC
simulation is still as good as CTL. The original explicit dry
convection scheme of McRAS-AC generated mass flux that
transports the surface fluxes aloft and results in PBL eddy to
become cloudy if supersaturated at detrainment at PBL inver-
sion. In the current application, we rather let the PBL scheme
of the baseline GEOS-5 GCM perform this function; clearly,
it needs further examination. Moreover, precipitation in the
polar regions often emerges as tiny ice particles from the ice
fog falling out of clear sky (diamond dust; Greenler, 1999).
McRAS-AC may be designating such layers as cloudy, be-
cause the local RH of the ambient atmosphere must exceed
the saturation vapor pressure of ice (criteria used to identify
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Fig. 5. 10-yr climatology of cloud total water path (TWP) in g m−2 for DJF (top), JJA (middle), and ANN (bottom) in MAC and CTL runs
(left two panels) and MAC minus OBS and CTL minus OBS (right two panels); here MODIS data represent OBS.

large-scale clouds). These ideas can be formulated as algo-
rithms to mitigate the high latitude cloud biases simulated by
the McRAS-AC module.

4.2.2 Total cloud water path

The geographical distribution of grid-mean total cloud water
path (hereafter TWP) equals the sum of cloud liquid water
path plus cloud ice water paths; TWP simulated by MAC and
CTL runs is compared with MODIS data (Fig. 5). First, CTL
biases are consistently negative in the high latitude regions
and positive in the tropics. Positive TWP bias in the trop-
ics does not entirely mitigate the negative TWP biases over
the high latitudes even though there is much less cloud water
there (see Table 3 for means and RMSEs). However, since the
effective radii of cloud particles are prescribed in CTL, the
cloud mass and number density are decoupled from the cloud
water budget. The MAC simulation also exhibits TWP biases
of similar magnitudes in the seasonal and annual mean fields,
although their geographical distributions are quite different.
Too high TWP is due to high water content in the storm
tracks along the eastern boundary of Asia and North Amer-
ica following the North Pacific Current and the Gulf Stream.
This TWP bias is so strong in the simulated JJA that it signif-
icantly biases even the annual averages. Comparatively, the
DJF TWP biases are much smaller although the correspond-
ing RMSEs (Table 3) are not. Other contributors to TWP bi-
ases are (i) the high latitude regions with strongly negative
biases throughout the year in CTL versus annually varying

biases in MAC with relatively much smaller annual mean bi-
ases; (ii) less than observed TWP in MAC over the ITCZ,
and (iii) insufficient stratus clouds and TWP near the west
coast of North and South America in both CTL and MAC
simulations. Additional cloud physics upgrades are needed
to rectify these problems. A plausible cause for large TWP
biases in JJA simulation with MAC is identified in one of the
sensitivity studies in Sect. 4.2.4

4.2.3 Liquid/ice cloud water paths

The simulated grid-mean liquid-cloud water path (hereafter
LWP) is shown in Fig. 6. Here, the SSM/I dataset of Weng
et al. (1997) that contains data over oceans only, is used as
observations. Mean LWP statistics are better for MAC than
CTL, whereas for the RMSEs the opposite is true. Evidently,
MAC underpredicts LWP in the ITCZ, SPCZ in the DJF, JJA
and ANN averages. Once that happens, both mass and num-
ber densities of cloud water reduce because precipitation, the
primary sink of cloud water, adjusts them similarly. Seethala
and Horvath (2010) point out the existence of a systematic
low bias in SSM/I LWP caused by partitioning of cloud and
precipitating water(s) above 180 g m−2 as the microwave al-
gorithm assigns an increasing portion of the liquid water con-
tent of thicker non-precipitating clouds to rain water. How-
ever, MAC cloud scheme, by design, separates the rainwater
from cloud water, whereas CTL cloud scheme assigns it em-
pirically; therefore, this assignment could affect the outcome.
We submit that the SSM/I LWP is still a valuable dataset for
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Fig. 6.Same as Fig. 5 except for cloud liquid water path (LWP) in g m−2; here SSM/I data represent OBS.

evaluation. MODIS, the alternative, retrievals, are unable to
infer accurate LWP when the liquid clouds are topped by ice
clouds, because the algorithm assumes ice phase for the en-
tire cloud-column.

On other specifics, the positive bias in LWP is similar to
that of the TWP in the 40–60◦ S region of roaring winds in
DJF. In fact, as the TWP bias reverses in JJA, the LWP still
has a small positive bias over the region. One infers that the
ice cloud water path, as the difference between TWP and
LWP in JJA, becomes too small and that points to lack of
IN and a delayed Bergeron process. Indeed, according to the
constraints, the Bergeron cloud liquid to ice transfer algo-
rithms must wait until sufficient IN are available for water
vapor to deposit. This we believe is related to lack of ice-
nucleating aerosols. Low cloud water path off the west coast
of Americas in JJA is to be expected given the lack/absence
of boundary layer stratus in both MAC and CTL simula-
tions. The liquid water content in the storm track regions
of Asia and east coast of North America (over the nearby
ocean) has strong positive (negative) bias for MAC (CTL).
The LWP (and TWP; Sect. 4.2.2) biases over the Gulf Stream
and North Pacific Current are quite large in the MAC simu-
lation. This is likely related to large-scale clouds and an un-
der prediction of precipitation amount in part due to the high
aerosol content of the ambient air mass.

A 1-yr test simulation is made with interactive aerosols
generated by the GOCART model instead of the prescribed
aerosols from the monthly aerosol climatology of the same
model. The interactive run reduces the aerosols in the storm

Fig. 7. Cloud TWP for JJA in g m−2; interactive aerosol chemistry
minus observations.

track regions by as much as 70 %. More precipitation gen-
erated by the rain-storms not only removes the aerosols
that have previously acted as CCN and/or IN, but also wet-
scavenges the remaining aerosols, a process which is difficult
to parameterize given the significant precipitation biases in
the GEOS-5 and most other GCMs. Regardless, in the 1-yr
test, the high cloud amount and high cloud water path biases
of clouds in the storm track regions got remarkably reduced
and cloud optical properties became much more realistic sug-
gesting that such biases can be addressed with better aerosol
input rather than changes in precipitation microphysics of
McRAS-AC (Fig. 7).
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4.2.4 MODIS simulator inferred cloud water paths

As stated earlier, MODIS simulator provides in-cloud wa-
ter, as well as distinguishes between the cloud liquid water
path (LWP) and cloud ice-water path (hereafter, IWP) us-
ing the same viewing geometry and algorithms for both the
satellite inferred and observed cloud fields. The data are de-
rived from a 1-yr test run with MAC and CTL runs. For the
sake of brevity, corresponding cloud water path figures are
not shown here, but were included in our response to one of
the reviewers. The major bias-patterns of cloud water were
quite similar to those discussed in Sects. 4.2.2 and 4.2.3, but
also containing the interannual variability in the annual cy-
cle in a 1-yr sample; consequently, we have opted to discuss
only global means provided in Table 3. With cloud fraction
less than the observed, compensated by in-cloud water path
that is roughly twice the observed, the CTL still produces re-
alistic TWP; however, its simulator produces large in-cloud
liquid water paths primarily over the oceans (not shown). The
corresponding biases in MAC simulator are much smaller. In
MAC, in-cloud TWP and LWP show global mean positive
(negative) biases (Table 3). However, the grid mean liquid
path, defined by in-cloud water path times the cloud frac-
tion, is similar in both CTL and MAC simulations, and this is
how the global means of radiation are close to observations
in both cloud schemes (Table 3). This suggests compensat-
ing biases could artificially yield a more realistic answer; it
is therefore imperative to look at both cloud fractions and
cloud water paths. Indeed, as pointed out earlier, simulators
may also misguide about the source of the cloudiness fraction
and cloud optical properties biases, and hence the usefulness
of keeping track of GCM simulated cloud fractions in three
dimensions along with their optical properties for evaluating
the realism of simulated cloud–radiation interaction cannot
be over emphasized.

4.3 Cloud particle effective radii

Validation satellite data of cloud particle effective radii are
based on radiances reflected by the cloud particles. Thus
the contribution of a cloud particle to its cloud-column ef-
fective radius reduces with increasing cloud depth from the
top. Hence the effective radius data get weighted more by
the near cloud-top cloud particles. The effective radii of ice
and liquid cloud particles produced in MAC and CTL simu-
lations are compared against MODIS satellite data (Platnick
et al., 2003). Figure 8 (and Table 3) shows that the column-
averaged liquid effective radii (reff) of the MAC simulation
are in the range of 10–18 µm with a global average value of
14.3 to 14.4 µm in DJF and JJA seasons. On global average,
the modelreff is less than the observed by 1–1.5 µm, whereas
the reff values provided by MODIS simulator are larger by
1–2 µm and agree better with the MODIS data. Both are well
within the spread of the observations (not shown). For CTL,
the corresponding values ofreff are in the 9–14 µm range with

Fig. 8. Zonal average effective radii (µm) of(a) ice and(b) liquid
cloud particles. Color legends, displayed in the plots, distinguish
land, ocean, and all regions. MODIS curves are dotted, MAC curves
solid, and CTL curves gray (note: only one curve represents the pre-
scribed values in CTL).(c) and(d) show the corresponding effective
radii (µm) curves for the 1-yr run using the MODIS simulator.

global average values of 10.1 to 10.5 µm for DJF and JJA
respectively. They are only about 0.5 µm larger for the corre-
sponding MODIS simulator. Thus the CTL effective radii are
about 30 % smaller than the MODIS data. The liquid parti-
cle size in McRAS-AC depends upon aerosol activation, and
we argue the input aerosols easily have more than 5–10 %
biases, because their numbers are estimates based on aerosol
optical depths validated at a few locations and not the entire
oceans. The small global mean MACreff bias is quite sat-
isfactory even though some persistent biases are notable in
zonal averagereff fields (Fig. 8).

The simulated column-averaged effective radii of ice cloud
particles are in 24–42 µm range with an average of 28.3 to
29.9 µm for JJA and DJF respectively. Clearly MAC sim-
ulates larger effective radii, but again it is about 10 % or
3 µm too large, which is well within the observational uncer-
tainty. In fact, 3 µm in 30 µm can be addressed by the uncer-
tainties in the relationship between the effective and volume
radius of ice particles. In CTL, the prescribed ice particle
effective radius is∼3 µm less than observed. However, its
zonal biases tell us that polar ice clouds suffer from low con-
centrations and large sizes of ice particles. The RMSEs for
MAC are twice as large, which is not too surprising because
MAC (compared to CTL) has more degrees of freedom,
which increases the uncertainty and variability. Hence MAC-
simulated effective radii, being actual predictions, have a
large spread as compared to CTL (Fig. 8). Based on these
results, MAC-simulated liquid and ice cloud-particle effec-
tive radii are quite realistic for GCM applications as long as
the CREs also turn out to be satisfactory.
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The effective radii from the MODIS simulator (which
show greater sensitivity to near cloud-top particles) in MAC
are larger (smaller) for liquid (ice) clouds without reduc-
ing the bias (Fig. 8c and d). The global average changes in
cloud ice and liquid effective radii are also shown in Table 3.
MODIS simulator in MAC reduces the inferred cloud ice par-
ticle radius by almost 8–9 µm, whereas the liquid effective ra-
dius increases by about 1–2 µm. This difference may be due
to liquid clouds under ice clouds being misinterpreted as ice
clouds. Thus the simulators reveal some consistently inferred
bias, whereas the actual effective radii may be better repre-
sented through direct fields that have not been transformed
by the MODIS simulator; these differences show how much
the satellite fields may differ from the real.

The global average liquid (ice) particle numbers simulated
by MAC are about 40 (3.8) cm−3 with corresponding in-
cloud values of∼90 (10) cm−3. There are no direct measure-
ments to serve as observations of global distribution of cloud
particle number climatology, but these are very much depen-
dent on in-cloud aerosol-particle number. Together with the
radiation biases at the top of the atmosphere, one can pre-
sume that some large regional biases in MAC-simulated CRE
(discussed in the next section) may well be aerosol input re-
lated.

4.4 Top-of-atmosphere (TOA) radiation data fields

4.4.1 TOA radiation budget

In this subsection we assess briefly the verisimilitude of
the radiation budget produced by the 10-yr simulations of
GEOS-5 with the two cloud schemes. We compare model
simulated TOA LW and SW zonal fluxes to their counter-
parts from CERES (Loeb et al., 2009, CERES dataset EBAF
2.6) in Fig. 9 for DJF, JJA, and ANN fields; corresponding
global mean biases and RMS errors are provided in Table 3.
Assessments of deficiencies in the simulated cloud fields that
lead to discrepancies between the modeled and observed ra-
diation fields are mostly left for the next subsection, which
frames the discussion in terms of CREs.

The zonal-average TOA radiation plots, shown in Fig. 9,
indicate that, for the most part, MAC matches OBS better
than CTL. As will be discussed further later, despite MAC’s
tropical convective clouds having too little cloud water/ice
and somewhat lower height than CTL, the resulting outgoing
longwave radiation (OLR) and absorbed shortwave radiation
(ASW) are closer to observations than CTL, whose overac-
tive convection yields too much reflected SW and too little
OLR. MAC’s TOA radiation fields diverge, however, more
from observations at midlatitudes with too much ASW in the
SH summer (discussed in more detail later) and too much
OLR in the NH summer.

MAC and CTL simulations agree with global mean OLR
observations to within 2 W m−2 (Table 3), but MAC’s RMSE
values are better by 1–2 W m−2 for both seasonal and annual

Fig. 9. 10-yr mean zonal average TOA OLR (solid, left axis) and
TOA ASW (dashed, right axis) in W m−2 for DJF (top), JJA (mid-
dle), and ANN (bottom) CERES data. MAC and CTL simulations
are color coded.

averages, indicating larger spatial error cancellations for
CTL. The annual averages of global ASW are about the
same for both cloud schemes, and about 2.5 W m−2 larger
than the observations, consistent with the overall underesti-
mates of total cloud amounts. However, summer and winter
global values differ substantially between the two schemes.
The ASW of MAC differs by∼17 W m−2 between DJF and
JJA while the corresponding differences in both observations
and CTL are about half. Again, this is a result of biases in
the MAC SH midlatitude marine clouds (possible reasons
and remedies are discussed later) making the RMSE slightly
worse than CTL in DJF (Table 3). The same issue impacts the
global net TOA flux, which is∼9 W m−2 too high for MAC
in DJF compared to CERES. The global net TOA flux for
JJA is within∼1 W m−2 of observations for both MAC and
CTL, but the DJF error of MAC is too large, yielding a sub-
stantial excess of 8.5 W m−2 in annual global net TOA radia-
tion. Our simulations are not much affected by this large en-
ergy imbalance because of externally prescribed SSTs. The
RMSEs of net TOA radiation are worse for MAC than CTL
for DJF, but are better for JJA and about the same for ANN.
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Nevertheless, taking all radiation quantities into account, and
focusing on their RMSEs (which are not affected by spatial
cancellations), MAC generally produces radiation fields that
are closer to observations than CTL. This is reaffirmed in the
next subsection, which examines cloud radiative effects.

4.4.2 TOA cloud radiative effect

A well-established way for assessing the influence of clouds
on the radiation budget is via the CRE, a quantity also pop-
ularly known as cloud radiative forcing (Harrison et al.,
1990). CRE for either solar/shortwave (SW) or thermal in-
frared/longwave (LW) radiation is defined as

CRELW,SW = F cld
LW,SW − F clr

LW,SW (1a)

which can also be recast as

CRELW,SW = Ctot(F
ovc
LW,SW − F clr

LW,SW) (1b)

under the assumption that the cloudy sky flux can be written
as the linear combination of clear and overcast fluxes. In the
above,F is the net downward (i.e., downward minus upward)
flux (LW or SW), the superscripts clr designates clear (cloud-
free) skies, cld designates all-sky conditions (containing a
mixture of cloudy and clear skies), and ovc designates over-
cast skies (100 % cloud fraction);Ctot is the total vertically
projected cloud fraction, which in the AGCM depends on
individual layer cloud fractions and assumptions about how
they overlap. While both definitions can be used for analyz-
ing observational data, the model CRE always comes from
Eq. (1a). Nevertheless, Eq. (1b) is preferable forinterpreting
AGCM CRE. For two different cloud schemes producing the
sameCtot, the CRE differences mainly arise from their wa-
ter path/effective radius differences (their combined effect is
captured by the cloud optical depth) in the SW, and cloud
top height differences in the LW (although optical depth dif-
ferences also play some role at low values of optical depth)
through their effect onF ovc.

The CRE as defined above can be calculated at either TOA
or at the surface. Here we only show TOA results for which
the observed values are more reliable. In the SW, the CRE
TOA is usually negative, because the net (absorbed) flux
for cloudy skies is smaller than for clear skies. In the LW,
the TOA CRE is usually positive, because the upward TOA
flux is greater under clear skies than cloudy skies (the down-
ward flux is zero in both cases). The CRE of net radiation is
CREnet = CRESW+ CRELW and can be positive or negative
depending on the specific cloud properties. Measurements of
TOA CRE are readily available from CERES, among other
sources, and can be used for model evaluation. Here we use
EBAF version 2.6 of the CERES dataset (Loeb et al., 2009).

In an earlier paper, Oreopoulos et al. (2012) showed that,
for diagnostic radiation calculations with a different radia-
tion scheme, the TOA CRE and its sensitivity to cloud verti-
cal distribution of clouds was quite different for baseline and
McRAS-AC clouds. Based on the results of Oreopoulos et

Fig. 10.10-yr mean maps of simulated LW CRE TOA minus OBS
in W m−2. Plots show DJF (top), JJA (middle) and ANN (bottom).
Right (left) columns are for CTL (MAC).

al. (2012), we expect substantial CRE differences between
MAC and CTL. The TOA CRELW differences between ob-
servations and the two model runs are shown in Fig. 10. The
lighter shade of colors for MAC minus OBS compared to
CTL minus OBS is indicative of the overall smaller biases
for MAC, and this is especially true over the Pacific. The
CRELW biases in both simulations are consistent with those
of cloud fraction bias discussed earlier in Sect. 4.2.1. In the
ITCZ region, MAC exhibits smaller CRELW than observa-
tions, probably because its convective clouds are too low or
too thin (or both), while CTL exhibits the opposite behavior,
i.e., larger than observed CRELW , suggesting that convec-
tive clouds in CTL may be too high and/or too thick and too
spatially extensive. In general, the MAC underestimates are
lower than the CTL overestimates. Lower cloud tops in MAC
may be due to the influence of the larger quadratic entrain-
ment in McRAS-AC, which reduces the in-cloud moist static
energy and keeps clouds shallow versus linear in the stan-
dard RAS of the GEOS-5 GCM (Sud and Walker, 2003a). In
fact, when we examine all the places with abundance of con-
vective clouds, the simulated CRELW in CTL is consistently
too large suggesting that either cloud tops are too high or the
cloud free areas are too few or too small. By entraining less
air compared to McRAS, RAS generates more condensate
per unit detrained mass-flux in the convective anvil; naturally,
that would require less mass flux detrainment to eliminate the
cloud work function (or CAPE) generated in the physics time
step. In other words, both cloud fraction and CRELW would
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Fig. 11. Same as Fig. 10, but for simulated SW CRE TOA minus
OBS in W m−2.

increase if the entrainment assumption in CTL were made
quadratic, and the positive convective CRELW biases would
become worse. A plausible reason for cloud height underes-
timate by MAC is less convective available potential energy
(CAPE) due to quadratic entrainment in MAC versus the lin-
ear entrainment in CTL.

Despite the previously mentioned weaknesses in the sim-
ulation of southern mid-latitude clouds over the ocean by
MAC, CRELW biases are not as high because most of the
clouds are low and do not have much influence on the
CRELW . On the other hand, in the snow- and ice-covered
polar regions (where observed CRE may be less reliable),
both the positive and negative biases are generally larger in
MAC than in CTL. Overall, the CTL scheme underestimates
global CRELW by∼4 W m−2 (Table 3) despite the systematic
overestimates in convective areas. The MAC simulation ap-
proaches the global observed value within∼1.0–1.5 W m−2

and achieves better RMSE scores than CTL in both the sea-
sonal and annual means by∼1.5–3 W m−2.

Figure 11 shows TOA CRESW radiation difference maps.
CRESW fields of CTL minus OBS have deeper colors with
more structure compared to those of MAC minus OBS. Large
differences in the biases are evident in MAC and CTL over
northern midlatitudes in JJA. But the most prominent MAC
biases (underestimates) appear in DJF in the 40◦ S–60◦ S lati-
tude zone where MAC produces too few ice particles (the an-
nual mean total water path is close to observations, whereas
the simulated liquid and ice particle sizes are 20–25 % too
large, presumably a consequence of too few IN) that are

Fig. 12. DJF SW TOA CRE for a 1-yr MAC simulation using 8
times the sea salt particle numbers.

too big (see Sect. 4.3). Since the region is dominated by
sea salt aerosols, we hypothesize that either these aerosols
are not activated adequately, or the inferred particle num-
bers from the GOCART mass concentrations are too low. To
examine the impact of the latter possibility, we conducted
a 1-yr run where we reduced the sea-salt aerosol diameter
by 50 % across the board resulting in an 8-fold increase in
aerosol particle number density (APND). This is a reason-
able sensitivity test because GOCART simulates mass bal-
ances employing only the mass tendency as sum of sources,
sinks, aerosol chemistry and advection. APND for different
bins is estimated from volume radius and density that match
the aerosol optical thickness. The 8-fold increase in the sea
salt APND resulted in a TOA CRESW field very similar to
that of CTL (Fig. 12). Whereas this experiment isolated a
likely cause of the bias in question, it cannot be considered
the sole source of the CPNC underestimates. For example,
more ice particle numbers can also be created by a physi-
cally based ice-cloud particle multiplication algorithm. The
region is predominantly in the rising branch of the Ferrel
cell where winds are strong and gusty; consequently CPNC
increases due to cloud particle colliding and shattering, ig-
nored in the current version of McRAS-AC, can be signif-
icant. Another mechanism that would increase IPNC is liq-
uid cloud particles glaciating sooner (at temperatures larger
than −8◦C) as opposed to getting depleted by Bergeron–
Findeisen mass exchange between liquid drops and ice par-
ticles through evaporation-deposition process. Reducing the
biases with better algorithms would not only mitigate the
CPNC biases over 40◦ S–60◦ S, but would also have the po-
tential benefit of improving CRESW biases elsewhere as well.
We are actively working on a more physically based solution
of this problem.

The similarities of some biases appearing in both sim-
ulations suggest either the influence of their common
RAS (Moorthi and Suarez, 1992) heritage or other shared
model deficiencies such as absence of boundary-layer stratus
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Fig. 13.Simulated 10-yr mean TOA CREnet (W m−2) for DJF (top), JJA (middle), and ANN (bottom) by MAC and CTL runs (left 2 panels)
and MAC minus OBS and CTL minus OBS (right two panels); CERES data represent OBS.

clouds, and excessive orographic precipitation. Wherever the
diagnostics show similar biases, a common cause, not related
to aerosol–cloud interaction, is possibly the culprit. Regard-
ing the positive biases (underestimates of CRESW) of both
simulations over the PBL stratus regions off the west coast
of California and Peru, an ad hoc tuning of the PBL vertical
moisture transport ameliorated this problem in a test version
of GEOS-5 GCM, but a more physically sound alternative is
needed, such as the scheme of Bretherton and Park (2009),
which has successfully simulated realistic stratus clouds off
west coast of North and South America as shown in Kay et
al. (2012).

The positive CRESW biases in southern midlatitude oceans
between 40◦ S–60◦ S are big enough to cause a global mean
underestimate of 5 W m−2 in DJF when the SH insolation
peaks. For the same reason, for SH summer, MAC’s RMSE
is slightly larger than CTL even though for JJA and ANN the
RMSE is notably smaller for MAC. The global ANN CRESW
of MAC is 1 W m−2 too low since the SH summer underesti-
mate is larger than the NH summer overestimate. CTL simu-
lates better the summer SH, but contains in general more bias
compensations as evidenced by the larger RMSEs in JJA and
ANN.

The bias fields of CREnet (Fig. 13) reflect previously dis-
cussed issues. In areas where CRELW is small, the CRESW
biases take over; see for example the SH midlatitude oceans
(MAC) and PBL stratus areas (both simulations). MAC fares
better in the intensely convective regions: apparently its

CRESW and CRELW underestimates largely cancel out, be-
cause they have opposite signs. On the other hand, for CTL
the tropical overestimates of CRESW are significantly larger
than the overestimates of CRELW resulting in too strong (too
negative) CREnet, thus implying that the region loses radia-
tive energy at a rate larger than that of CERES observations.
Based on the global values of CREnet alone (Table 3), one
could erroneously conclude that CTL simulates better cloud
fields than MAC. But much of the agreement with CERES
is fortuitous and a result of cancellations between the SW
and LW CRE as well as spatial cancellations. Indeed, MAC’s
RMSEs of CREnet are lower on both the seasonal and annual
basis.

4.5 Comments on the statistics of circulation differences

One notes at the outset that MAC and CTL simulations are
closer to each other than the satellite data as so-called “obser-
vations”. One would naturally like to find out where McRAS-
AC really made a difference vis-à-vis the baseline AGCM
and whether it is statistically significant and/or beneficial
for the climate forecast. Significant changes in precipitation
in convective regions are the only easily explained differ-
ences between MAC and CTL and those are discussed in
Sect. 4.1.2. We found some differences in the circulation
as well, but most of them were local, i.e., without much
large-scale structure. Other significant differences were lim-
ited to regions where the input data are sparse, while the 4-
dimensional data assimilation (4DDA) analysis verification
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data reflect the influence of the physics of the baseline model;
in such regions, the biases are less for the CTL simulation
than MAC. A prime example is 100 to 200 hPa tempera-
ture biases in the tropics where 4DDA analysis is a proxy
for observations. There is virtually very few data in this re-
gion, and the 4DDA fields are largely constrained by the
background model performing the data assimilation. For the
GMAO (Global Modeling and Assimilation Office) analysis,
the background model is the GEOS-5 AGCM with baseline
cloud physics. Even though quite straightforward, we have
elected to leave such an analysis for the future.

5 Summary and conclusion

We examined two 10-yr-long simulations with the GEOS-5
AGCM with prescribed SSTs. One simulation used the base-
line model and the other used the McRAS-AC cloud physics
as implemented the GEOS-5 GCM, consisting of the McRAS
cloud physics developed by Sud and Walker (1999a) with
subsequent upgrades (Sud and Walker, 2003a, b), aerosol
cloud interaction (using Fountoukis and Nenes, 2005 for
CCN activation and Barahona and Nenes, 2009a, b, for ice
nucleation, replacing Liu and Penner, 2005) plus Sud and
Lee (2007) two moment microphysics for liquid precipita-
tion. Results show the following.

1. The McRAS-AC (MAC) simulation produced compa-
rable circulation and precipitation fields to the baseline
GEOS-5 AGCM (CTL) simulation. There are small re-
gions scattered throughout with significant differences
in the circulation and precipitation fields, but most of the
major circulation features are similar (not shown). Ac-
cordingly, it is not trivial to unequivocally characterize
one of them as superior. In the global mean and RMSE
biases of precipitation, the MAC simulation has a clear
edge over the CTL. Nevertheless, large 40◦ S–60◦ S bi-
ases in radiative CRE and cloud water path over the
storm track regions and largely absent low level stratus
(where both schemes are similarly deficient) preclude
us from declaring MAC superior at this stage. Specifi-
cally, low cloud particle numbers over the 40◦ S–60◦ S
regions are certainly related to underestimates of sea-
salt aerosol-particle numbers as well as absence of cloud
particle multiplication by collision and splintering. Ice
nucleation also lacks the full range of IN-producing
aerosols. These are important issues making ice nucle-
ating processes and aerosols to be an active area of re-
search (e.g., DeMott et al., 2011; Sesartic et al., 2012).
Similar problems have been pointed out in other mod-
els, and the general consensus is that merely tuning the
current algorithms does not solve the problems. The
high cloud water path in the storm track region may
be related to inefficient/insufficient wet-scavenging of
aerosols as demonstrated by the sensitivity test.

2. Overall MAC-simulated cloud optical properties have
smaller biases as compared to CTL and that leads to
better CRE of both longwave and shortwave radia-
tion as well as net CRE. However, MAC simulates
larger (4.7 W m−2) absorbed net radiation as compared
to CTL (2.0 W m−2) against less than 1 W m−2 in the
CERES data. At the outset, it suggests a cloud model
with better CRE can produce poor TOA net radiation
balance; its explanation may be the following. Bias in
the net radiation absorbed by the Earth-atmosphere sys-
tem has contributions from biases in atmospheric hu-
midity, and externally prescribed fields such as surface
albedo of the Earth. We need to look at biases in those
fields as well.

3. The original McRAS-AC scheme produced better shal-
low boundary layer clouds in GEOS-4 based on the ex-
plicit dry convection developed specifically along the
lines of moist convection following Arakawa–Schubert
(Arakawa and Schubert, 1974), but it was not imple-
mented in GEOS-5 AGCM in favor of GEOS-5’s own
PBL physics. This compromise may be responsible for
the poor PBL clouds simulated by McRAS-AC at high
latitudes and forming low level clouds too close to the
surface.

4. The globally averaged MAC-simulated liquid cloud par-
ticle effective radius matches the observed remarkably
well. On this measure, liquid cloud parameterization
of MAC is as good as expected in a GCM. However,
there is a limited potential for upgrades to improve the
Bergeron–Findeisen liquid to ice transfer. The simu-
lated zonal averages effective radii are also in good
agreement with observations, whereas the prescribed
effective radii in CTL runs reveal some large system-
atic biases and very little zonal variability. McRAS-AC
simulated cloud particle effective radii for liquid (ice)
clouds are somewhat larger (smaller) compared to the
MODIS observations, but both are better than the em-
pirical function estimates of the baseline model even
though GEOS-5 GCM with prescribed effective radii
gives less RMSEs. Cloud ice particle splintering, to-
gether with better aerosol datasets, has the potential to
ameliorate the cloud ice particle number biases simu-
lated by McRAS-AC.

5. McRAS-AC cloud model with aerosol–cloud–radiation
interaction is much more sophisticated as compared to
the baseline cloud model of GEOS-5 GCM, and yields
better CRE. However, it is unable to produce relatively
bias-free cloud liquid and ice paths. Using single col-
umn model intercomparison, Morrison et al. (2009) in-
ferred that models generally overestimate both liquid
and ice water path, even though there was a large spread
among models. The corresponding single-layer, low-
level mixed-phase stratocumulus simulation, as well as
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previous studies of shallow mixed-phase Arctic clouds,
showed an underprediction of liquid water path (Klein
et al., 2009). Clearly, the outcomes vary depending upon
the region or the scale of the domain being examined.
Thus cloud water and ice predictions still have signif-
icant bias problems and more work is needed to re-
duce them. In the end, no matter how sophisticated the
parameterization, and how accurate the input data are,
biases will still surface in a AGCM; the aim is to re-
duce the most major biases so that the model is capable
of simulating climate that can provide useful guidance
about climate issues of interest.

6. Two single year simulations were conducted with the
CTL and MAC versions of the simulations using the
COSP software providing MODIS-like and ISCCP-like
cloud output from AGCM-simulated cloud fields. The
results show how simulator versus satellite retrievals
are helpful in understanding a model’s biases. Satellite
simulators provide a very different picture of cloud wa-
ter path fields and cloud particle effective radii for liq-
uid and ice clouds. Even though model-simulated fields
are available at the model’s sigma levels, the satellite
simulator and satellite observations respond to different
parts of the cloud field identically, i.e., using the same
assumptions in the retrieval algorithms. The most con-
spicuous effect of the satellite simulator was classifying
cloud liquid beneath cloud ice as all cloud ice reducing
the cloud ice effective radius by 30 % and increasing the
cloud water effective radius by about 10 % compared to
column-average values. The corresponding CTL simu-
lation with prescribed particle sizes shows much smaller
effect of the MODIS simulator. Evidently, if one uses
satellite data for model validation, the satellite simula-
tor is a better discriminator of model biases, because the
correspondence between satellite simulators and model
output fields cannot be generalized.

7. Recognizing that aerosol cloud radiation interaction pa-
rameterization is still in its infancy, and the cloud mod-
els show discernible biases in aerosol cloud interactions
(e.g., Kay et al., 2012), we submit that the McRAS-AC
cloud scheme is able to perform at least as well as the
baseline cloud scheme of the GEOS-5 GCM despite a
few regional biases in the cloud optical properties (that
are potentially correctable), and therefore McRAS-AC
model shows promise for future. Given that McRAS-
AC contains state-of-the art aerosol–cloud interactions
that are fully coupled across the scales, a version of
GEOS-5 AGCM that includes the scheme will be a valu-
able tool for climate research.

We reiterate biased CRE are the primary cause of biases
in the circulation and precipitation climatology that poten-
tially interact with the climate change anomalies one expects
to simulate with a climate model. Sometimes the climate

change problem has smaller radiative forcing anomalies than
the model’s intrinsic biases. For example, a doubling of CO2
produces a mere 3–5 W m−2 radiative forcing, while mod-
els simulating its influences often have biases as large as
30 W m−2 in some regions. Realizing that even the rela-
tive positions of the biases vary among the models, good
regional-scale consensus among the climate models is un-
likely. Increasing the size of the domain under examination
helps, because the CRE biases often reduce via spatially
varying bias cancellations. When the region becomes suffi-
ciently large, the radiative forcing anomalies can exceed the
model’s biases and thereby show a more robust signal and
better possibility of consensus. A prime example is better
consensus among models in global mean changes in climate
change scenarios.Nevertheless, if the aim of climate research
is regional-scale predictions, we must eliminate, as much as
possible, the climate model’s CRE biases.On this premise,
we venture to profess that lower CRE biases are a funda-
mental measure of the usefulness of a climate model, even
though, in principal, better CRE can also result from incor-
rect combinations of cloud fraction, cloud water paths, and
effective cloud particle sizes, but not everywhere. Thus, for
predicting changes in the regional annual cycle of precipita-
tion and circulation climatology and its steady reduction, this
warrants further research.
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