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Abstract. A new chemistry module that simulates atmo- tributed by the gas-to-aerosol chemical conversion ogNH
spheric ammonia (Ng) and ammonium (NEﬂ) was incor-  Dry deposition is the largest removal process for bothgNH
porated into a backward-in-time stochastic Lagrangian airand particulate NEﬂ. This study revealed the contrast be-
quality model (STILT-Chem) that was originally developed tween agricultural versus forest sites. Not only were emis-
to simulate the concentrations of a variety of gas-phasesions of NH higher, but removal mechanisms (especially
species at receptors. STILT-Chem simulates the transporthemical loss for Ndand dry depositionforNﬁl) were less

of air parcels backward in time using ensembles of ficti- efficient for agricultural sites. This combination explains the
tious particles with stochastic motions, while accounting for significantly higher concentrations of NHand particulate
emissions, deposition and chemical transformation forward\IHI observed at agricultural sites.

in time along trajectories identified by the backward-in-time
simulations. The incorporation of the new chemistry mod-
ule allows the model to simulate not only gaseous species,

but also multi-phase species involving Nldnd NH}. The 1 Introduction

model was applied to simulate concentrations of3Nithd ) ) ) _ )

particulate NH at six sites in the Canadian province of On- Ammonia (NH) is the primary basic gas in the atmosphere.
tario for a six-month period in 2006. The model-predicted NH3 acts as a major agent in neutralizing acids in the at-
concentrations of Niland particulate NEI were compared mosphere and plqys an important role in aerosol fqrmation.
with observations, which show broad agreement betweerf hus NH has major impacts on human health, acid depo-
simulated concentrations and observations. Since the modéition, atmospheric visibility, and radiative forcing. The sig-
is based on back trajectories, the influence of each majopificant sources of Nglare animal waste, ammonification of
process such as emission, deposition and chemical convefumus followed by emission from soils, losses of Nbased
sion on the concentration of a modeled species at a receFjertilizers from soils, and industrial emissionssman et al.

tor can be determined for every upstream location at eaci-999. In the atmosphere, NHis subject to transport and
time step. This makes it possible to quantitatively inves-diffusion, removal by dry and wet deposition, and transfor-
tigate the upstream processes affecting receptor concentr&ation to aerosol-bound NHin reactions with acid gases
tions. The modeled results suggest that the concentrations @nd aerosols. Excessive deposition of atmospherig altdi
NHs at those sites were significantly and frequently affectedNHz may lead to soil acidification and damage to sensi-
by Ohio, lowa, Minnesota, Michigan, Wisconsin, southwest- tive species and ecosystem healtar( Bremen et /1982

ern Ontario and nearby areas. NI mainly contributed by ~ Morris, 1991).

emission sources whereas particulate ;Ni4 mainly con- Measurements of Niiand NH; concentrations from
monitoring programmes not only provide information about
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328 D. Wen et al.: Modeling atmospheric ammonia and ammonium

actual levels and trends of NHin the environment, but also 2 Model description
form the basis of our understanding of the physical and

chemical processes governing the fate of dNiHowever,  The model used in this study is a backward-in-time stochas-
measurements alone are usually insufficient for a completg;. Lagrangian air quality model (STILT-Chemyven et al,
understanding of those processes due to the limited ”Umb92013, built from the Stochastic Time-Inverted Lagrangian
of monitoring locations and the inability to observe processestansport model (STILT; sedittp://mww.stilt-model.ord
of interest as an air parcel is advected over the Iandscapeﬂ_in et al, 2003, which in turn was based on the HY-
Modeling atmospheric Ntyields additional insights by pro- g Single-Particle Lagrangian Integrated Trajectory (HYS-
viding information about locations not covered by the moni- PLIT) model Qraxler and Hess1997. STILT-Chem is
toring network as well as processes that are not measured ey, effective tool to investigate the upstream influences of
plicitly. Well-tested and validated air quality models are thus emission, deposition and chemical conversion on receptors.
highly useful in the assessment and interpretation of ambienihe simulation of the model begins with a stochastic back-
NHsz and NH; measurements. . _ trajectory simulation, followed by forward calculations that
Extensive efforts have been made to modeling studies ofjetermine tracer concentrations along the generated back tra-
atmospheric Ni using different models either in an Eule- jectories Ven et al, 2012). In the back-trajectory simulation,
rian framework Brandt et al. 2012 Berge 2008 Reis et ymerous particles, each representing an air parcel, are re-
al, 2011 Wu et al, 2008 Makar et al, 2009 Sakurai et |gased from a receptor and transported backward in time for
al, 2009 or in a Lagrangian framework. Although the Eu- 5 specific period. Each particle is transported by both inter-
lerian approach is powerful and widely used for elucidating yojated mean wind fields as well as stochastic velocities rep-
the chemical and physical mechanism in the atmosphere, thgssenting turbulent eddies. After back trajectories are calcu-
Lagrangian approach demonstrates key advantages in Presieq, the concentrations of modeled species are initialized at
senting sub-grid scale process, minimizing numerical dif-the endpoint of each back trajectory using values output from
fu5|on., artificial dilution and computing resources. _The La- 5 global chemical transport model (Se8t2.1). The initial
grangian approach has been widely adopted in various mog\r;)arcel concentrations are then evolved forward in time along
els in atmospheric ammonia modeling such as the FRAMEgach trajectory to take into consideration the influences of
model Singles et al. 1998 Kryza et al, 2011 Zhang et emissions, deposition, mixing, and chemical transformation.
al, 2011, the TREND model Asman and van Jaarsveld  ajthough the STILT-Chem model is capable of simulating a
1992 Asman 2001), the ACDEP modeliertel etal, 1995 ety of gas-phase species in the atmosphere using the Car-
2002 2003 Gyldenkoerne et al2005 de Leeuw et a] 2003 bon Bond IV (CB4) mechanisnGery et al, 1989, atmo-
Skjeth et al. 2002 2004 2011, The TERN model ApSi-  spheric NH was originally omitted by the CB4 due to the
mon et al, 1994, and the NAME modelRedington and  inyolvement of multi-phase reactions in its dominant atmo-
Derwent 2002). Most existing Lagrangian models for at- gpneric chemical processes. In this study, we have added an
mospheric ammonia modeling are either box-based modelgqgitional chemistry module into STILT-Chem, allowing it to
or use a simplified dry chemllcal scheme. In this study, Wesimulate atmospheric Nand particulate NEi, in addition
attempt to model atmospheric ammonia using a stochastig the original CB4-related gas-phase species. The treatment
time-inverted Lagrangian particle model in which a compre- ¢ transport and diffusion, emissions, deposition, and chem-
hensive dry chemical scheme (Carbon Bond IV) and a backigyy for the CB4 species in the model has been described
trajectory method are used. Plumes in Lagrangian part'd%oroughly byWen et al.(2012). Hence in this paper a de-
models are represented by a large number of fictitious partizsjied and comprehensive description is only presented for

cles, which move with random trajectories to represent atype new implementation of N&tand NH; and an alternative
mospheric turbulence. Particle models are able to accounfry deposition scheme in STILT-Chem.

in detail for three-dimensional variations in the wind field

and the effects of turbulent dispersion. Thus these particle o

models are particularly useful for simulating the effect of 2-1 Transport and diffusion

highly variable emissions on atmospheric concentrations in

complex dispersion scenarios. The STILT-Chem model simulates the transport of air

The main goals of this study are (1) to develop a stochastigarcels, represented as fictitious particles, backward in time.

back-trajectory based air quality model for simulating atmo- Each fictitious particle is advected with mean wind veloci-

spheric NH; (2) to use this model to interpret NHnd par-  ties as well as stochastic velocities parameterized to repre-

ticulate NI—Qr (p—NHj{) concentrations at monitoring sites; sent the effect of turbulent transport. The effect of the turbu-

and (3) to quantitatively assess the contributions of varioudence is simulated by adding a random velocity to the mean

sources, sinks, and processes to the sites. motion for each particle. This random velocity is a function
of the turbulence intensity and is different for each parti-
cle. Turbulent strengths were diagnosed from meteorological
fields (Sect. 3.2) using the Hanna scheiar{na 1982. The
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detailed treatment of transport and diffusion in the model canof emission flux in the grid box with a thickness ofz.

been found irLin et al. (2003 andDraxler and Hes§1997). Molar mixing ratios (ppm) are converted into concentrations
o (ug %) afterwards by multiplying with air density. Details
2.2 Emissions concerning the North American emissions that were used in

this study are provided in Sect. 3.2.2.
The molar mixing ratio change of a species in a particle due

to surface emissions is calculated using a “footprint” concept2.3  Gas-phase chemistry for CB4 species

and emission fluxes. A footprint (xr, #r|x;, y;, ), In units

of ppm(umole nt2s1)~1, which is calculated in a back- The CB4 gas-phase chemistry mechani@uerf et al, 1989
trajectory simulation, represents the sensitivity of the molaris used in the model to simulate chemical transformations for
mixing ratio arriving at its receptor at location; at timez gas-phase species. The CB4 mechanism was originally de-
to the surface flux¥ (x;, y;,1,) from locationx;, y; attime  veloped primarily to simulate urban and regional ozone for-
tn (Lin et al, 2003 Wen et al, 2012 2011). Thus itis a  mation and is a collection of gas-phase reactions that trans-
measure of the contribution from a source of unit strength lo-form reactants into products, including key intermediates.
cated atx;, y; at timer,, to the mixing ratio at the receptor. The mechanism used here is a modified version that con-
The footprint is derived from the local density of particles by tains 92 reactions involving 38 chemical speci&se{n et
counting the number of particles (out of total numB&g;) al.,, 2000. The differential equations of this mechanism are
in surface-influenced boxes and determining the amount ofolved using a modified Gear methd@gar 1971, Press et
time Ar,; jx each particlep spends in each surface vol- al., 1992 Spellmann and Hindmarsli975. The photoly-
ume elementi, j, k) during each time step. The mathemati- sis rate constants required to calculate the chemical trans-

cal definition of a footprintl(in et al,, 2003 is given by formations are computed as a function of the solar zenith
angle, cloud cover, and chemical species for each parti-
Mair 1 o cle at each time step. NHs not included in the standard

S trlxi, yjtm) = m Neow X:lAfp,i,j,k, 1) CB4 mechanism.

wherema is the molar mass of aif; is the height below ~ 2-4 Implementing chemistry for NHz and NH;
which turbulent mixing is strong enough to mix the surface
flux thoroughly, ando(x;, y;, ) is the average air density
belowh.

The molar mixing ratio chang& Q; , (xr, #|x;, yj, tm) Of
the s-th species in thep-th particle arriving at its recep-
tor at time# due to a surface emission fluk(x;,y;, )
(umole m2s71) is incremented whenever the parcel dips
below a specific height, which is determined in STILT-
Chem as a fraction of the PBL heiglttii et al, 2003. The
fraction was set to 0.5 in this study. The mixing ratio change, 4 1 Reaction with SO,
at the receptor is given by

NH3 can react with @, HCI, OH radical, nitric acid vapor,
and sulfuric acid in the atmosphere. However, not all gas-
phase reactions of NdHare important $einfeld and Pandjs
2006 due to either small reaction constants or low concen-
trations of reactants. The dominant reactions ofsNiithe
atmosphere are with nitric acid vapor and sulfuric a8e-(
infeld and Pandi2006. Thus only reactions with nitric acid
vapor and sulfuric acid are considered in this study.

NH3 -+ HySOy — NH4HSO4(s) (R1)

: , o . . NH3z + NH4HSOs(s) — (NH4)2S04(9) (R2)
This footprint formulation is applied for emissions at the sur-

face. For emissions at altitude (e.g., smokestacks) we dilutéf sulfuric acid (H,SQs) is present in the atmosphere,
the emission throughout the grid box in which the higher al-gaseous NHl will practically always react with RSOy in
titude emission is found. Therefore, the mixing ratio change€ither gas or aerosol phase. This process is considered ir-
at the receptor for an emission at altitude is given as followsreversible. NH is expected to react instantaneously to fully

AQy p(xr, telXis yjstm) = fers telxis Y tm) F (X0, Y5 tm) 2

(Wen et al, 2011): neutralize the available4$0y. The formation of ammonium
sulfate (NH4)2S0O4) and ammonuim bisulfate (NHHSOy)
D(xi,yj2kstm) ot is thus only limited by the availability of either NHor
AQs p(xr, trlxi, ¥, 2k tm) = ———— Neot Zmpuk H,SOy. For simplicity, an equal mixture ofNH4)>SOy

and NH{HSO, was assumed for ammonium sulfate pro-
N duction from this reactionEMEP, 1998 in the model, al-
Mair Zto:‘ Ar 3) though more complex inorganic thermodynamic equilibrium
AZp(Xi\ Vs Zhs tm) Ntot pid.Jks schemes do not make this assumptiblerfes et aj.1999
Wexler and Clegg2002).
where F(x;, y;, 2k, tw) iS the emission flux in a grid box The availability of BSOy is mainly determined by
@i, j, k) at timet,. D(x;,y;, z, tm) represents the dilution its emissions, deposition, and chemical conversions. The

= F(x17y17Zk7tm)
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formation of SOy from gas-phase chemical processes isThe dissociation constank,(T) of the Reaction R4) is
calculated by the CB4 mechanism. The major aqueous-phasequal to the product of the partial pressures of 3Nahd
formation is from the conversion of dissolved S&hd is esti-  HNOgs, and can be determined bylozurkewich 1993
mated following an approach froRolph et al (1992 1993.

When SQ dissolves in water, three species are formed:|n ¢ — 11887 24084 _ 6.025In(T) (8)
H2SG3, HSGy, and SC@‘. These three species can be ox- b T '
idized by hydrogen peroxide ¢g@,), O3, OH™, or O, in
the presence of catalysts @te Mn2+). However, only the
oxidation by BO, is the most importantHoffmann and
Calvert 1985 when pH<5. Since this is a common pH
value of rain waterCharlson and Rodhd982, we assume
that this oxidation reaction is the only aqueous-phase reacNH3(g) + HNOs(g) = NHjlr +NO;3. (R5)
tion affecting sulfuric acid production from dissolved £0
Thus, the concentration changes of gaseouseé®@d aqueous
sulfuric acid due to the agueous-phase oxidation of dissolve

The equilibrium constankKeq of the ReactionR4), in this
case, is equal t& .

If RH is greater than Rl NH4NO3 will be in the aqueous
state. The corresponding dissociation reaction is then

In this case, the equilibrium constarKeq(T), is given by
dMozurkewich 1993

SO, can be determined aR¢Iph et al, 1992 RH RH RH 76
Keq=[PL— P2(1= 7500+ Ps(1 = 75011 — 700" °K,  (9)

SISOy iso (4) o

dr where bothK , and Keq are in units ofmolecules cm?)2

q and RH is in percentP;, P, and P3 are calculated as follows

an (Mozurkewich 1993:
d[(SOE)w] 8763
—g = wISCl, 5)  InPy=-13594+ " +1912In(T) (10)
where the rate constahy, is a function of the air concentra- Inp, = —12265+ £69+ 16.22In(T) (11)
tion of H,O, the liquid water content in the cloud.), and T

: : 13875
the air concentration of SO InP3=—18261+ —— 24.461n(T). (12)
kw = 41.57L[Hy0,]e02335C2 (6)

Equilibrium concentrations of gaseous Bend HNG;, and

the resulting concentration of solid or aqueous /NiDs,

are calculated from fundamental thermodynamic principles.
The equilibrium concentration of NHs given by the Equa-

The air concentration of $O, required in Eq. §) is com-
puted and provided by the CB4 mechanisi.is set to

3
0.9gnr™. tion (EMEP, 1998
2.4.2 Reaction with HNG;
_[NHz] + [HNO3] (INH3]—[HNO3z])?
[NHgegl= + Keq (13)
In the atmosphere, NgHand HNG; vapor can react to form 2 4

ammonium nitrate (NEINO3) under conditions when excess

. . ; ; The ai i fHN -ph hemical re-
NHj is available after reacting with 450, e air concentration of HN&from gas-phase chemical re

actions is calculated by the CB4 mechanism. Heterogeneous
conversion of NOs to HNO3 on the surface of aerosol par-
ticles that contain water is not included in the model. The
contribution of this process to the air concentration of HNO

is therefore neglected.

NH3(g) + HNO3(g) = NH4NOz3(s, ag) (R3)

This is a major route of Nklto form particle nitrate. The
production of this reaction, controlled by the ambient tem-
perature {') and relative humidity (RH), may exist as a solid 5 g Deposition
or as an aqueous solution.

NH4NO;z exists as a solid if RH is less than the deliques- The concentration change of theh species due to dry and

cence relative humidity (Rk) (Mozurkewich 1993 wet deposition is expressed in terms of time constants:
6183
dt‘ = —(Bd, + Bw,)Cs (14)

where RH is a fraction and’ is in Kelvins. The correspond-
ing equilibrium reaction is where B4, and By, are time constants for dry and wet

deposition for the-th species, respectively.
NH3(g) + HNO3(g) = NH4NO3(s). (R4)

Geosci. Model Dev., 6, 327344, 2013 www.geosci-model-dev.net/6/327/2013/
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2.5.1 Dry deposition where H; is the effective Henry’'s Law constant of

the s-th species, R is the universal gas constant
The time constant for dry deposition is expressed as follows{0.082 atm mot* K=1 L), and T and P are, respec-

tively, air temperature and precipitation rate in an air parcel.

Bd. = M‘ (15) The gaseous wet removal time constant is given by
S ZS
P, = et (17)
Dry deposition is only estimated when a particle moves into™"s — zZ,

the lowest model level, the depth of whicl,{ is approx-

imately 50 m in this study and which is assumed to be thehereZ,, is the depth of the meteorological layer in which

top of the surface layel/ary, (cm s1) is the dry deposition the particle is foundf; is the fraction of the layer that is be—_
velocity for thes-th species. The dry deposition velocities of '0W cloud top. Wet removal of all modeled gas-phase species
all modeled species (including gas-phase CB4 species, NH €XCePt for S@ was calculated using this equation.

particulate N"Iv NOZ, and SCﬁ*) can be either calculated Wet deposition of S@was determined following a method
or provided explicitly. from Rolph et al (1992:

A dry deposition scheme based on the workVéésely AL
(1989 was used originally by the model to calculate dry SOZ(aG)‘1+AL SO

deposition velocities for the modeled gaseous and aerosol . . _
species Draxler and HessL997. whereA is a constant equal to 0.053B;is the liquid water

In this study, we added another dry deposition approachContent and set to 0.9 gT; SOx(g) is the air concentration

developed byZhang et al(2001, 2003 (hereafter referred of SOZZ . .

to as tﬁe “Zrﬁng agpproac(h") as anzh(er option to calculate Part|CL_|Iate Séf n cIoquater CO_nS'StS of the %O par-
dry deposition velocities for the modeled species. The Zhangicles acting as condensation nuclei and thg S@rmed by
approach calculates dry deposition velocities for more tharfqueous oxidation. The in-cloud content of particulatg SO
30 gaseous species and 14 particulate species that are ustn be expressed eéRdlph et al, 1992

ally considered in air quality models. Although it employs a _ _ _

sin};ilar approach useéqWes}ély(lQSS), the Zhgng appfoa)éh (SO, ic=ar (SO, a+ (SO} (19)
incorporates vegetation density effects via leaf area indexvhere « = 0.65, an empirical factor, is the ratio of the
and possesses an updated representation of non-stomatal dgetivated particles to the total number of $Oparticles.
position pathways, including improved treatment of snow (Soff)d is the Sij air content due to gas-phase oxidation

cover. In this approach, dry deposition is parameterized as g emissions(SGZ )y is the amount of ng formed by
a species-specific weighted combination of the depOSitionaqueous-phase o>?idation and is calculated by
properties of two archetypal speciesz @nd SQ. Non-

stomatal resistance (including in-canopy aerodynamic resisd[(soff)w]
tance, soil resistance, and cuticle resistance) fop 8@  — 5 = kw[SC]
O3 is parameterized as a function of friction velocity, rel- L :

X - : whereky, is given in Eq. 6).
ative humidity, leaf area index, and canopy wetness. Non- The wet removal of S§T ithin cloud is aiven by Roloh
stomatal resistance for all other species is scaled to those %ft al 1\3/92 1993\/ withi udis giv y Rolp
SOy and G based on their chemical and physical character- ’
istics.. Dry depo_sition_ of particulate species is calculated as QSOE_)ppIK(SOi_)ic (21)
function of particle sizeZhang et al.2001). The Zhang ap- . . _ _
proach is formulated for 26 land-use categories and widelywheres = (18P)Y2is the scavenging ratio, representing the
used by air quality models such as GEOS-chaexander ratio of the S~ removed by precipitation to the O con-
et al, 2005, the Comprehensive Air quality Model with Ex- tent in the cloud, and is the precipitation rate in mt.

(18)

(20)

tensions (CAMx) Nopmongcol et a).2012), and A Unified For particulate Nlj‘ and NG, wet deposition velocity
Regional Air-quality Modeling System (AURAMSYhang  within cloud is computed as the product of scavenging ratio
etal, 2002. S and precipitation raté:

2.5.2 Wet deposition Vine=SP. (22)

[()jifferent scavenging ratios can be defined for different pol-
utants. In this work we used 3:110° for particulate NH

and 4.9x 10° for particulate NQ@ (Hicks, 2009. The time

constant for within-cloud removal is
o FitFpVinc

Vier, = H;RTP, (16) ="

Wet deposition is represented via loss rates computed bas
on precipitation rates. The wet deposition velocity for the
th gas-phase species can be calculate®esx{er and Hess
1997

(23)
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NH; emission moles/s

Fig. 1. Spatial distribution of gridded Nflemissions over North America (left panel) and locations of six measurement sites and their local
NH3 emission rates averaged over the simulation period (right panel, zooms into the area enclosed by red lines in the left panel).

where Fy, similar to F;, is the fraction of the layer that is The NHz measurements represent an integrated average of

above cloud bottom. the NHz concentration over a one-week (before December,
Below-cloud removal for particulate I\Q‘-|and NG is de- 2006) or two-week (after November, 2006) period at the six

fined directly as a rate constant, independent of the precipiselected sites — Longwoods, Egbert, Sprucedale, Chalk River,

tation rate Draxler and Hess1997): Haliburton, and St. Mary’s — using passive samplers. Of these
5 six sites, p-NH; concentrations were also measured over
Boel=5x 107°(1.0— Fp). (24)  24-h periods by the Canadian Air and Precipitation Moni-

toring Network (CAPMoN) at four sites — Chalk River, Eg-
bert, Longwoods, and Sprucedale — using a filter-pack sys-
tem (Sirois, 1997 Zhang et al.2008. The six sites can be
grouped into two categories based on local land use: agricul-
= k\’,\,d(sof{)d, (25) ture and forest (Tabl&). These sites were selected mainly to
investigate the differences of Ntdndp-N Hj{ between these
two categories in southern Ontario.

The below-cloud scavenging of particulatefSbe falling
droplets is expressed aRdlph et al, 1992 1993

—d(SG)
dr

Wherek\/Nd is the rate of wet removal of Sfp and a value of

dp—1;
1x 10 *h~"is used Rolph et al, 1992). 3.2 Simulation setup

The model was used to simulate klldnd p-NHI hourly
concentrations at the six sites shown in Hidor half a year,
3.1 Measurement sites used for simulation and from 1 June to 30 November 2006. The simulations were
comparison driven by meteorological data from the US NCEP’s North
American Regional Reanalysis (NARRMésinger et al.
Six measurement sites of NHand p-NHI in Ontario,  2006. The NARR meteorological fields have 349277 grid-
Canada, were selected as receptors in the model simulasells with a grid spacing of 32km covering all of North
tions (Fig.1). Details regarding the six sites can be found America on a Lambert Conformal Conic projection in three-
in Tablel. The measurements of NHvere carried out dur-  hourly intervals. The dataset has 45 vertical layers, including
ing the Southern Ontario Ammonia Passive Sampler Survey9 pressure layers from the surface up to 100 hPa, 5 sub-
(SOAPSS) Vet et al, 2008, which ran from 4 April 2006  surface layers, and other monolevels. The lowest five pres-
to 27 March 2007. The objective of the survey was to sure layers were set to 1000, 975, 950, 925, and 900 hPa, re-
measure ambient concentrations of Nt approximately  spectively. Except for cloud levels, incident solar radiation,
78 sites in southern Ontario and a small number of Canaboundary layer depth, turbulent intensity, cloud bottom/top,
dian sites outside of Ontario and US sites in the states alongvhich are computed by the STILT-Chem model, all other me-
the Great Lakes. teorological variables required by the model are available in

3 Measurement and model simulation

Geosci. Model Dev., 6, 327344, 2013 www.geosci-model-dev.net/6/327/2013/
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Table 1.Information regarding the six measurement sites in this study.

Site Latitude {) Longitude () Species measured Land Use
Longwoods 42.88470 —81.48056 p-NHI, NH3

Egbert 44.23250 —79.78139 p-NH,, NH3 Agriculture
St. Mary's 43.218 —81.142 NH

Sprucedale 45.42361 —79.48667 p-NHI, NHg

Chalk River 46.06278 —77.40472 p-NH,, NH3 Forest
Haliburton 45.1205 —78.532 NH

NARR. In the simulations, ensembles of 500 particles werechemical reactions and deposition along each trajectory for
released every hour from each site location at a height of 5 neach time step.

above ground. The choice of 500 particles will be explained

in Sect4.1 These particles were run backward in time for six 3.2.2 Emissions datasets and processing

days, which usually allowed them to travel far away from any

sources near the receptors. Dynamic integration time step§he Canadian emissions inventory that was used for this
were used for the back-trajectory calculation. They werestudy was the 2006 Canadian Criteria Air Contaminants
computed from the requirement that the advection distancemissions inventory (version 2) from Environment Canada
per time-step should be less than the grid spacing (CourantEC), which incorporates facility-level emissions from the
Friedrichs-Lewy condition). The same time steps computedeC National Pollutant Release Inventory plus province-
for the back-trajectory transport calculation were also usedevel estimates of on-road mobile emissions, off-road mo-
in the forward simulation for deposition and chemistry cal- bile emissions, and area emissiortgtyg://www.ec.gc.ca/
culations. Dry deposition velocities of modeled species wereinrp-nprif). A special inventory of 2006 Canadian agricul-
calculated using the Zhang approach. tural NHs emissions that was developed under the Canadian
National Agri-Environmental Standards Initiative (NAESI)
was also usedMakar et al, 2009. One of the key objec-
tives of NAESI was to improve the 2002 national inven-
tory on NH; emissions, especially from agricultural sources,
Concentrations of modeled species were initialized atusing updated, Canadian specific, agricultural activity data
the endpoints of trajectories using the output of theand emission factors. The updated inventory can therefore
Model for OZone And Related chemical Tracers, ver- account for spatial variation due to regional differences in
sion 4 (MOZART-4) Emmons et a). 2010, according farming practices and climatic conditions for each livestock
to the temporal and spatial locations of trajectory end-category, and temporal variation due to seasonally differ-
points in the MOZART-4 simulation output. MOZART- ent agricultural practices or seasonally variable temperatures
4 (http://www.acd.ucar.edu/gctm/mozart/models/m& a  that have different effects on agricultural MHmissions
global chemical transport model which is driven by throughout the yearAyres et al, 2008. Total Canadian
NCEP/NCAR-reanalysis meteorology and uses emission®NH3 emission in 2006 is about 5 Mt, about 90 % of which
based on the Precursors of Ozone and their Effects in thare from agricultural. More information about emissions
Troposphere (POET) databasgrénier et al.2009, the Re-  from other source types can be foundhdtp://www.ec.gc.
gional Emission inventory for Asia (REASDhara et al.  ca/pdb/websol/emissions/2006/200&nadae.cfm The cor-
2007, and the Global Fire Emissions Database version 2responding US and Mexican emissions inventories were the
(GFED2) {an der Werf et a).2006. MOZART-4 output 2005 US National Emissions Inventory (version 4) and the
for 2006 was obtained from the WRF-Chem websh#p( 1999 Mexican emissions inventory. Both were obtained from
Iliwww.acd.ucar.edu/wrf-chem/mozart.shifiar particle ini-  the US Environmental Protection Agendyttp://www.epa.
tialization in this study. The output has a 2:82.8° hori- gov/ttn/chief/eiinformation.html These inventories include
zontal resolution with 28 vertical levels from the surface to emissions for oxides of nitrogen (N® VOC, NHz, carbon
approximately 2 hPa, in a 6-h time interval. Since chemicalmonoxide (CO), oxides of sulphur (R and primary par-
species in the output of MOZART-4 are different from those ticulate matter (PM) with an aerodynamic diameter less than
of CB4, chemical species in the output were approximatelyor equal to 10 um and 2.5 um (Riyland PM 5). More infor-
mapped onto CB4 species according to the matching tablenation about these inventories may be foun&duliot et al.
given byEmmons et al(2010. After the initialization, the  (2012.

simulation is performed forward in time to simulate the evo- The hourly anthropogenic gridded emissions fields used
lution of concentration due to the influences of emissions,in this study were prepared using the Sparse Matrix Operator

3.2.1 Initial/boundary conditions

www.geosci-model-dev.net/6/327/2013/ Geosci. Model Dev., 6, 34-2013
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Fig. 2. Sensitivity of the model simulation to the number of parti- < 2
cles: modeled NH (left) andp-NHI (right) concentrations (top) at 18
Egbert with different particle numbers; MNGEs (bottom) of fH 8
(left) and p-NHI (right) concentration relative to the simulation S 6
with 3000 particles. < 4
< 2
=z
0
Kernel Emission (SMOKE) (v2.4)UNC, 2009 emissions . 8
processing system for a domain (Flgthat consists of 150 6
106 gridcells with a horizontal grid spacing of 42km on a ‘2‘
secant polar stereographic projection true &tNOremporal Z 0

allocations of emissions were performed by SMOKE using
predefined temporal profiles, allowing SMOKE-processed
emissions to represent diurnal, weekly, and monthly varia-
tions. For simplicity all point sources were treated as surface Observed
sources, which is reasonable for plEmissions. We also in-
corporated the Models-3 Input/Output Application Program-
ming Interface (IOAPI) Coats 2003 into the model to read

in emissions fields directly from SMOKE output files.

Simulated ------

Fig. 3. Modeled (red dash) and measured (black solid)zNdn-
centrations (ug m3) for each test site during the simulation period
from 1 June to 30 November 2006. Note change in scale between
upper and lower panels.

4 Results

4.1 Sensitivity to particle number 2000 and 3000, and simulated IE;IIdndp—NH;{ concentra-
tion time series are presented in F2gThe results show that
Due to the stochastic nature of particle (air parcel) trajecto-simulated concentrations with a small particle number are
ries, the accuracy of STILT-Chem is affected by the numbermore variable than those with a large number. Discrepancies
of particles used. Theoretically, an infinite number of parti- between simulations with small and large numbers of parti-
cles are required to completely represent the ensemble progeles are significant. When the particle number is larger than
erties of transport to a given measurement location. In reality500, however, modeled concentrations converge on the mod-
however, only a finite number of particles can be simulatedeled values with 3000 particles and almost overlap with each
due to limited computational resources. This leads to incom-other. Therefore, we assumed that the modeled results with
plete sampling of trajectory pathways and emissions, result3000 particles act like “true values” without error caused by
ing in fluctuations in simulated concentrations. insufficient particles. Figur@ also shows the deviations of
To find the appropriate number of particles in a simulationall simulations relative to the simulation with 3000 parti-
that can achieve adequate accuracy while also reducing theles, where the discrepancy is calculated as the Mean Nor-
computational cost, we ran the model with different particle malized Gross Error (MNGE, defined in Talfle Since the
numbers for the Egbert measurement site for ten days. Thenodel run time is proportional to the number of particles, we
particle numbers examined included 10, 50, 100, 500, 1000¢hose 500 particles for use in the present simulations, which
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Fig. 4. Correlations between measured and modeled weekly NH
concentrations (ug ﬁ?’) for six sites (left) and 24-};|r-NH;1Ir (right)

concentrations (ug Wf”) for four sites during the simulation period
from 1 June to 30 November 2006. The black dotted lines shows~
agreement within a factor of 2. Fitted regression (blue solid) lines %

and 1: 1 (darkgreen dashed) lines are also plotted.

NH,4 (1

yielded an MNGE less than 5% for both Ntdnd p-NHI
compared to a run with 3000 patrticles.

4.2 Model performance

NH, (ug/m®)

421 NH

Simulated hourly NH concentrations were averaged over
each corresponding weekly sampling period and then com-
pared against measurements for all six receptor sites for the
simulation period from 1 June to 30 November 2006. The Observed
weekly time series shown in Fig .SUQQES’F that the model Fig. 5. Modeled (red dash) and measured (black sghidjH; 24-
generally performed adequately in predicting the average _ _ ) 4
levels of NH; observations for most sites, especially for the h cpncentratlons (g ®) for four test sites during the simulation
three sites in forest regions — Sprucedale, Haliburton, and)er'Od from 1 June to 30 November 2006.

Chalk River. However, the week-to-week variations of the

observations were not well captured by the model. The NH 1. concentrations were used here, this correlation is com-
concentrations at Longwoods, Egbert, Chalk River, and Hal- arable to those reported in a previous stusliijgth et al,
iburton were overestimated_, whereas those at St. Mary’s an 004 using a similar model (ACDEP), in which correlation
Sprucedale were underestimated (see Tapl@he overes- . ficients for the years 1999-2001 for three sites in Den-
timation at Longwoods and underestimation at St. Mary's a1 varied from 0.43 to 0.69 when measured and simulated
may indicate that coarse representation (i.e., 42 km grid SPaGiurnal mean NH concentrations were used, and correla-
ing) and/or uncertainties in emissions contribute to the UN-ion coefficients increased to a range of 0.83 to 0.93 when
derestimation and overestimation of jllHecause emission measured and simulated monthly BlBoncentrations were
strengths between those two sites are not significantly dify,seq The figure also shows that most calculated concentra-

ferent (Fig.1). There is no indication, on the other hand, of ¢ agreed, within a factor of 2, with observed concentra-
significant overall overestimation or underestimation ofNH tions. So far. no criteria have been recommended for model

by the _mod_el. The better p_erfqrmance of the model for theperformance in Nl modeling, largely due to the paucity of

three sites in the forest region is probably due to the smallef .. -pie NH measurement data. In fact, the SOAPSS data
emission fluxes and weaker spatial gradients in their vicinityof NH3 measurements from a network o’f sites was the first
as compared with the three sites in the agricultural region. ;-1 gataset available for North America. As a result, we can-

The correlation between measured and modeled concery ot compare model performance for Bk this study with
trations is another frequently used model performance Metiasuits for other models in North America.

ric. We calculated the correlation between the modeled and
measured Nl concentrations for all test sites and obtained
a value of 0.807 (Fig4a). Considering the fact that weekly

Simulated ==----
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Table 2. Definition of statistical metrics.
Parameter Definition
Ppeak— O
Unpaired Peak Accuracy (UPA) (peakpeak> x 100 %
Opeak
. 1N 1N
Ratio of the Means (ROM) —> P/ =20
Nz Nz
. 1 NP —0;
Mean Normalized Gross Error (MNGE) N > x 100 %
i=1 i
. . 1Y P-0
Mean Fractional Bias (MFB) — Y ———— x100%
N 23 (P +0)/2
. 1 P — O;
Mean Fractional Error (MFE) Z u x 100 %
N2 (P +0))/2

P;: prediction at time; O;: observation at timeé; N: total number of observationgpeax maximum
predicted concentratiompeak maximum observed concentration.

422 p-NH} in Table3 also show that there is no significant difference in

model performance between sites in agricultural regions (Eg-

Hourly simulr:xtedp—NHj,rr concentrations were averaged to bert and Longwoods) and those in forest regions (Sprucedale

daily concentrations to match the CAPMoN filter-pack sam-and Chalk River) foip- NHJr simulations, in part becauge

pling period. Time series of daily measured and modgled  NHj , unlike NHs, is asecondary (regional) pollutant and has

NH; concentrations for four of the receptor sites are pre- smaller spatial gradients.

sented in Fig5. Two sites, St. Mary’s and Haliburton, were  Lastly, Fig.4b shows a combined scatterplot of daply

not included due to their lack op-NH; measurements. NH; values for the four receptor sites with measurements.

Qualitatively, we can see that the model, in most cases, caffhe calculated correlation was 0.599. This value is compara-

simulate the synoptic variations, the timing of the peaks, anchle with other studies that used forward-in-time Eulerian air

the mean levels of the measurements. quality models, such as a 0.76 correlation obtained for the
Model performance fop-NH; was also evaluated with  AURAMS model for a one-year 2002 simulatiohlgkar et

measurements for those four S|tes using two model perforal.,, 2009 and values ranging from 0.58 to 0.84 obtained by

mance metrics recommended Bpylan and Russe(200§  the CMAQ model for different months of 200Agpel et al,

and US EPA (2007 for aerosols: the mean fractional bias 2008.

(MFB) and the mean fractional error (MFE), along with the

ratio of the means (ROM) and the unpaired peak accuracy.3 Quantitative identification of upstream influences

(UPA). Their definitions are listed in Tabl2. MFB and

MFE indicate the overall performance of the model while 4.3.1

UPA represents the model’s ability to simulate the peak con-

Identification of important upstream locations

centrations. As indicated in Tab® all MFBs and MFEs

Since the STILT-Chem model simulates an ensemble of air

for p-NH; meet the acceptable model performance crite-parcel back-trajectories that arrive at the receptor, the evo-

ria (MFE< 75 % and—60 %< MFB < 60 %) suggested by
Boylan and Russel[2006. All of the values are also com-
parable to values reported by other studigsspyoglu et al,
2011, Appel et al, 2008 Tesche et al2006), indicating sat-
isfactory performance of the model in simulatiquNHj{.
Ratio-of-the-means (ROM) values presented in Tabla-
dicate that the model predicted meanspeNH4 measure-

lution of concentrations of modeled species can be calcu-
lated along each trajectory for each process involved. This
allows us to investigate upstream processes affecting concen-
trations at specific receptors. Figusefor example, shows
calculated contributions and losses from different processes
in upstream areas. Those values were obtained by averaging
within each grid cell the values associated with different tra-

ments very well, with a 2% to 8 % over-prediction. One of jectories. The different processes either enhanced or reduced
the possible causes of the over-prediction is that the CAPthe concentration of Nglin air parcels that arrived at Egbert
MoN p-NHj{ observations measured by a filter-pack sys-on 2 July 2006, at 18:00 UTC.

tem are likely to be lower than actual values because cap- The calculated footprint (Figéa; cf. Sect.2.2) shows

tured NHYNO3 can be subject to volatility issue€iieng
and Tsai 1997 Zhang and McMurry1987). The statistics

Geosci. Model Dev., 6, 327344, 2013

the main air flows that affected the level of Ndimulated
at Egbert at that time. Figure 6b shows the net emission
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Site UPA(%) ROM MFB(%) MFE(%)
NHz  p-NHj NHz  p-NH; NHz  p-NHj NHz  p-NHj
Longwoods 101.3 -6.5 1.54 1.06 38.8 16.4 41.7 66.9
Egbert 50.3 -225 1.43 1.04 36.2 19.9 41.9 69.0
St. Mary’'s —26.9 0.80 -20.2 30.6
Sprucedale -58.9 —-19.2 0.55 1.02 —-31.9 22.1 94.7 60.9
Chalk River 6.6 -21.1 1.59 1.08 85.5 329 122.3 60.5
Haliburton 27.3 1.51 55.8 69.9
Foptuprint Iog1o(ppm/(umole/£r12/s)) Net emission contribution |0910(My9/m3)
a) %Wﬁ 2
3
-4
5
-6
-7
-8
-9
2 2
-3 -3
-4 -4
5 5
6 6
-7 7
-8 -8
-9 -9
-2
-3
-4
5
-6
7
-8
9

Fig. 6. Modeled upstream parameters and processes impacting ddhicentration simulated at Egbert (location indicated by “+") at
18:00 UTC on 2 July 2006, includinga) footprint (i.e., the sensitivity of modeled Nftoncentration at Egbert at that time to each upstream
location);(b) net emission contribution (red color scal@) loss (blue scale) due to dry depositidd) loss due to chemical conversion; and
(e)loss due to wet deposition.

contribution of every upstream location to the Nebncen-  removal, chemical conversion, and wet removal in each up-
tration at the receptor on 2 July 2006, at 18:00 UTC. Thestream location are presented in Fig. 6c, d and e, respec-
value in each gridcell represents the net amount of Bifit- tively. The NH; concentration was mainly enhanced by local
ted from that gridcell that “makes it” to the receptor at the sources. Only dry deposition in a small part of upstream lo-
specific time, while accounting for removal from loss pro- cations significantly reduced the Nidoncentration because
cesses. Losses of NHarriving at the receptor due to dry dry deposition can only take place within the surface layer.
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Fig. 7. Modeled upstream influences on simulatedq\ddncentrations from net emission contributienadb); dry deposition ¢ andd);

chemical conversiore@andf); and wet depositiong(andh) over 6 months at two sites: Longwoods (left) and Chalk River (right). Each panel
shows an average over the entire simulation period. Red color scale represents positive contributions (source) whereas blue scale represer
negative contributions (loss). Site locations are indicated by “+".

Compared against dry deposition, loss from chemical converone time. However, the same analyses can be averaged over
sion took place over a more widespread upstream region dua long time period to identify upstream sources and sinks
to the fact that chemical conversion can take place at highethat impact receptors significantly. As an example, the up-
altitudes rather than being restricted to the surface layer. Losstream contributions and losses caused by different processes
of NH3 from wet removal is highly localized and dependent as shown in Fig6 such as emissions, dry deposition, wet de-
on precipitation rates in the upstream regions. position and chemical conversion were tallied for each simu-
The results presented in Fi§are only useful for investi-  lation hour, and were then averaged over the entire six-month
gating upstream sources or sinks influencing the receptor adimulation period. The resulting averages are displayed in

Geosci. Model Dev., 6, 327344, 2013 www.geosci-model-dev.net/6/327/2013/
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Fig. 8. Simulated cumulative net source contribution of MN&k a =

function of the distances of source areas to Longwoods (blue dashed_é
line) and Chalk River (red dashed line) over the entire simulation
period. Green dashed lines show the distances at which cumulative
contribution declined to 1/e of the final accumulated source contri- 01/Jul  01/Aug 01/Sep  01/Oct

01/Nov
bution within 10 km of the receptor. Date
—— Simulated concentration —— Dry deposition
—— Emission —— Wet deposition

. . . . —— Chemical conversion
Fig. 7 for two sites, Longwoods and Chalk River, with very

different characteristics (Fid)). Fig. 9. Simulated NH (top) andp-NHI (bottom) concentrations

Figure7 clearly shows that, averaged over 6 months sNH (black) at Egbert, compared against modeled contributions or losses
concentrations at receptors were mainly influenced by aiffom emission (red), dry deposition (green), wet deposition (blue),
flows from west and southwest. Sources and atmospheriend chemical conversion (olive) for the entire simulation period.
processes in western and southwestern regions to the recep-

tors greatly affected them. l\yfboncentranons at _rec_eptors of distance to the receptors for the entire simulation period.
were enhanced (represented in red color) by emissions frorq.

Ll . he time-averaged contribution accumulations were shown
the upstream areas. Net source contributions from d|fferen|tn Fig. 8 as functions of distances to two sites — Longwoods
upgtream Iogations also differ significantly. The main source nd Chalk River. Clearly, strengths of net source contribu-
regions that impact Lor_lg\_/voods and Chalk Rlyer are Iocat_eoﬁons to NH; concentrations greatly depend on their dis-
Lnoigi%thxﬂviﬁfgnolgﬁgﬁ;naigrlﬂgaﬁc:ﬁw:r’n'w'Qgeosfoé‘i;igvﬁ'tances to the sites. The cumulative net source contributions

' gan, ind ’ ) P . '. " declined nearly exponentially with distances away from a re-
the US. As noted earlier, Longwoods is representative ofsneseptor E-folding distances for the two sites were also pre-
associated with extensive !ocal agricylturgl operations .an(fsenteci in Fig8 (green dashed lines) to show the distances at
near strong N source§ W.h”e Chalk River is a forested site which source contribution accumulations declined te @f
surrounded by low emission strengths. The strengths of th he accumulation averages within 10 km. The e-folding dis-
net emission contributions of these areas to Longwoods Were e was about 90 km for Chalk River .a roximatelv 1.5
much higher than to Chalk River. Dry deposition and chem- . » app y
. . : ; times longer than that (about 60 km) for Longwoods, indi
ical transformation are the major depletion processes (repreéating that Nk concentrations at Longwoods were mainly
sented in blue color) of Nglin the upstream areas while wet contributed by strong local sources
deposition is less important. Southwestern Ontario, Michi- y '

gan, and northern Ohio were identified as important upstreany, 3 » Analysis of contributions of upstream processes
areas for the loss of Ngdconcentrations due to dry deposi-

tion process. Chemical conversion in Southwestern OntarioKey atmospheric processes such as turbulent diffusion, de-
Michigan, Ohio and Wisconsin was important for two recep- position, and chemical conversion depend on meteorologi-

tors. The influence of wet deposition is mainly dependent oncal conditions such as wind direction, wind speed, temper-

the precipitation amount and NHtoncentrations in the up-  ature, and precipitation. Thus, these processes may vary in
stream areas. Wet deposition in southwestern Ontario, Michiupstream areas at different times, dynamically affecting the

gan, Pennsylvania and areas in the vicinity of the two sites afconcentrations of a species at a receptor. In order to under-
fected NH at both sites; however, its influence is the smalleststand the relative importance of each process, total upstream
mainly because of the sporadic nature of precipitation. influences of each process on the simulated Islhblp-NH;{

In order to illustrate the relationship between net sourceconcentrations at the Egbert site were calculated for each
contribution strengths and distances to a receptor, we calsimulation hour.

culated net source contribution accumulations as a function

www.geosci-model-dev.net/6/327/2013/ Geosci. Model Dev., 6, 34-2013



340 D. Wen et al.: Modeling atmospheric ammonia and ammonium

Table 4. Ratios of each sink term, and total sinks to total sources fog blhﬂp-NHj{.

_NHT

Type Site NH3 p-NH,
TSK/TSC D/TSC W/TSC C/TSC TSK/TSC DI/ITSC WI/TSC
Longwoods 0.69 0.37 0.05 0.27 0.45 0.28 0.17
Agriculture Egbert 0.78 0.45 0.06 0.27 0.57 0.37 0.20
St. Mary’s 0.68 0.40 0.05 0.23 0.49 0.32 0.17
Sprucedale 0.94 0.47 0.08 0.39 0.76 0.47 0.29
Forest Chalk River 0.90 0.43 0.09 0.39 0.78 0.45 0.33
Haliburton 0.91 0.47 0.07 0.38 0.72 0.47 0.25

TSK: total sinks. TSC: total sources. D: Dry deposition. W: Wet deposition. C: Chemical conversion. C/TSC =p1_-KDH§'r because chemical
conversion is the only source.

15 than 30 ug m3, with an average of 8 ug nf. The time se-
Emi;rsci):)a;: — ries for dry deposition, another surface process, varies in al-
i L Dry deposition === most the same pattern as from emission contributions. How-
et deposition m— . K R
\3 N . iChemical conversion mmmms | ever, dry deposition losses are smaller in absolute magni-
e I _I _I tude, varying from—20 to 0 pg n3 with an average around
zZ of M -1 A 1 N EENLIL RN Sy B —4ug nm3, which are greater than losses from chemical con-
r I version that vary between15 to 0 ug nt3 with an average
-5 of —2pg nT3. Losses from wet deposition depend on the
j - ' " Towl mmmm |  @mount of precipitation and ?re generally the smallest, with
cal | oydmmem=]  anaverageless thantugnr® N
R0y I R Wet deposition mmmmm | Unlike NHs, the sole contributor t-NH is chemical
i I I || Chemicalconversion =SS T conversion, with an average around 2 pgimp-NH; losses
z L I j I 7 I I H 3 .I,,l] I 0 from both dry deposition and wet deposition are approxi-
s [ ® ® F W F ¥ 1 matelywithinarange from-4 to 0 ug nv3; however, the av-
- i ; ; ; ; ; erage loss from wet deposition is aroun@l.4 pug nT3, about
% <, S % %, % half of the average loss from dry deposition.
R %,O %@, ’%, (/Ooo, 60/,0 Figurel0shows the average contribution or loss from each
% ¢ A % K process over the entire simulation period at all six sites, de-

rived from time averaging the time series of different pro-

Fig. 10.Mean contributions to Nkl (top) andp-NHI (bottom) due o | le of hi .
to emissions (red), or losses due to dry deposition (green), wet det€ss contributions or losses (an example of such time series is

position (blue), and chemical conversion (olive). The total enhancef19- 9 for Egbert). We can see that dry deposition and chem-
ment over the background is shown in black. These mean contribuiCal conversion are the dominant processes in loss of,NH
tions were obtained by averaging each contribution over the entireyVhereaSD-Nijr is depleted by both dry and wet deposition.
six-month simulation period. Wet deposition plays a more significant role in losspof
NHI than NHs. The simulation results indicate that the level
of NH3 could be more than two times higher than the values
) ] ] seen in Fig3 if removal processes were absent.

The time series of different upstream processes are pre- The gifferences of upstream process contributions or
sented in Fig9, along with the simulated Nbtand p-NH;  |osses to NH are significant between the agricultural sites
concentrations (the net contribution of all those processeszEgbert, Longwoods, and St. Mary’s) and the forest sites
for the purpose of comparison. Note that negative values hergop 41k River, Sprucedale, and Haliburton). On average, gross
refer to loss whereas positive values denote enhancement, . ission contribution, dry removal, wet removal, and chem-
and emission contribution here refers to gross contribution..| onversion to the agricultural sites are 2.5, 2.2, 1.6 and
(excluding the impact of any loss process). We can see thef 7 (imes the values to forest sites, respectively. JotH
the simulated concentrations and influences from each progg 5 secondary pollutant with weaker spatial variability and
cess vary considerably W't.h simulation tl.me, due to chang.—a longer atmospheric lifetime, results indicate much smaller
ing upstream areas and different behaviors of atmospherigiterence between the two groups of sites. Dry deposition,

processes in those areas. With the exception of emissiongye; geposition and chemical conversion to the agricultural
all other processes reduced Blebncentrations. Gross emis-

sion contributions to Nkl at Egbert vary from 0 to more

Geosci. Model Dev., 6, 327344, 2013 www.geosci-model-dev.net/6/327/2013/
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sites are 1.3, 1.1 and 1.7 times the values to forest sites, restep. This kind of application has been demonstrated in the
spectively. study. The modeled results suggest that the concentrations
We calculated the ratio of each sink (loss) to total sourcesof NH3 at those sites were most significantly affected by
(gross contribution) for each site using results displayed insources and processes in Michigan, Wisconsin, Ohio, south-
Fig. 10, and the resulting values are shown in Tahl®atios  western Ontario and nearby areas. Dry deposition is the ma-
of total sinks to total sources are calculated as well. Betweerjor removal process for both NHand p—NHI in the atmo-
the two groups of sites, the difference in ratios of total sinkssphere during the study period.
to total sources is significant. The forest sites are on average This study also revealed the contrast between agricul-
0.20 and 0.22 larger than the agricultural sites forsN#id  tural versus forest sites. Not only were emissions ofsNH
p-NHI, respectively. Out of the 0.20, the difference forN\H higher in agricultural areas, but removal mechanisms (espe-
65 % is attributed to the difference (0.13) in ratios of chemi- cially chemical loss for Nl and dry deposition fop-NHj{)
cal conversion to total sources. We suspect that such a largeere more efficient in forests. This combination explains the
difference resulted from significant difference in air temper- significantly higher concentrations of NHnd p-NHI ob-
atures due to different latitudes of the two groups sites: estiserved at agricultural sites.
mated from NARR dataset of the first layer (975-1000 mb), Although the improved STILT-Chem can reasonably sim-
air temperature mean over the entire simulation period for thaulate atmospheric Ngland p-NHj{, the treatment of multi-
forest sites is about°Z lower than for the agriculture sites. phase reactions is highly simplified. Only the dominant
In the chemical processes of NHhe NHy/HNO3/NH4NO3 multi-phase reactions involving ammonia and ammonium
equilibrium is very sensitive to the temperatuidlson et  were considered in the model. Further development of the
al, 1979 Seinfeld and Pandi006. An increase in tem- model will focus on incorporating major atmospheric aque-
perature from 20C to 30 C could increase the equilibrium ous and aerosol chemistry, and a dry deposition scheme that
gas-phase concentration of HEnd HNG; (equimolar) from  accounts for bi-directional exchange of ammonia.
11.0 to 38.4 ug m® (Stelson et a).1979, indicating a sig-
nificant reduction in gas-to-aerosol chemical conversion of _
NH3. For p-NHj , the largest contributor to the difference in Acknowledgementsie gratefully acknowledge funding from
ratios of total sinks to total sources between the two group<Environment Canada for supporting D. Wen and for the Canadian
of sites is dry deposition, accounting for about 64 % (0.14)Alr and Precipitation Monitoring Network data. We_thank Q Z.hef‘g
of total difference (0.22), mainly because the dry depositionand J. Zhang of Environment Canada for preparing the emissions

lociti f h v | for f P files used in this study. This work was made possible by the fa-
velocities of p-NH, are generally larger for forest surface cilities of the Shared Hierarchical Academic Research Computing

than crop surfaceZhang et al.2001). Network (SHARCNET: www.sharcnet.daand Compute/Calcul
Canada.
5 Conclusion and discussion Edited by: V. Grewe
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