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Abstract. MEDUSA-1.0 (Model of EcosystemDynamics, 1 Introduction
nutrientUtilisation, Sequestration anAcidification) was de-
veloped as an “intermediate complexity” plankton ecosys-Since the beginning of the industrial era, the atmospheric
tem model to study the biogeochemical response, and essoncentration of carbon dioxide (GPhas significantly in-
pecially that of the so-called “biological pump”, to anthro- creased above its natural, inter-glacial background concen-
pogenically driven change in the World Oceafo¢l et al, tration. Further increases are predicted by climate models,
2011). The base currency in this model was nitrogen frome.g. to 450-650 ppm by the mid-21st centulyoghton
which fluxes of organic carbon, including export to the deepet al, 2001). Rising atmospheric Cis mitigated by up-
ocean, were calculated by invoking fixed @\ ratios in phy-  take on land and in the ocean, with the latter accounting for
toplankton, zooplankton and detritus. However, due to an-about 30 % of anthropogenic emissioSgbine et a).2004.
thropogenic activity, the atmospheric concentration of carbonThis uptake by the ocean is driven by what are known as
dioxide (CQ) has significantly increased above its natural, the solubility and biological pumps, the former via dissolu-
inter-glacial background. As such, simulating and predictingtion of CO; in cold waters that are mixed to depth, and the
the carbon cycle in the ocean in its entirety, including ventila-latter as the sinking and downward mixing of organic mat-
tion of CO, with the atmosphere and the resulting impact of ter into the ocean interioMplk and Hoffert 1985. Global
ocean acidification on marine ecosystems, requires that botivarming will likely cause significant changes in ocean cir-
organic and inorganic carbon be afforded a more completeulation, ecosystems and carbon expbaitey et al. 2012).
representation in the model specification. Here, we introducésome analyses of phytoplankton suggest that change is al-
MEDUSA-2.0, an expanded successor model which includegeady detectable and that abundance is declining in response
additional state variables for dissolved inorganic carbon, alto rising sea surface temperaturBeyce et al.2010. Mod-
kalinity, dissolved oxygen and detritus carbon (permitting elling studies have similarly indicated that increased stratifi-
variable C: N in exported organic matter), as well as a sim- cation in response to future G@mission scenarios leads to
ple benthic formulation and extended parameterizations oflecreased primary production and associated export of car-
phytoplankton growth, calcification and detritus reminerali- bon (e.g.Bopp et al, 2001, Steinacher et 81201Q but see
sation. A full description of MDUSA-2.0, including its addi- ~ Taucher and Oschlig2011).
tional functionality, is provided and a multi-decadal spin-up  The potential of the ocean to take up £@®@om the at-
simulation (1860-2005) is performed. The biogeochemicalmosphere is vast because £18 buffered by the carbonate
performance of the model is evaluated using a diverse rangehemistry of seawater, keeping concentrations low relative to
of observational data, and AbUSA-2.0 is assessed relative other components (HCDand C@f). Ocean acidification is
to comparable models using output from the Coupled Modela further consequence of the chemical equilibrium in seawa-
Intercomparison Project (CMIP5). ter because, as anthropogenicQ@vades, it combines with
H20 to form HCG; and H. Model hindcasts indicate that
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surface ocean pH has declined from its preindustrial value2 MEDUSA-2.0

of 8.2-8.1 today, an increase in acidity of 30 @r( et al, _
2005. Forward predictions indicate substantial further de-2.1 State variables
creases, e.g. 0.3-0.4 pH units, by 2050 depending on future , o
CO, emissions Qrr et al, 2009. The chemical impact of MEDUSA-1.0 resolves 11 state variables distributed between
ocean acidification has the potential to affect ocean ecosydN® nitrogen (6), silicon (2) and iron (1) cycles. The re-
tems and associated biogeochemistry in many wagméy ~ Maining 2 state variables denote chlorophyll for each of the
et al, 2009. In particular, it leads to decreasing saturation Model's 2 phytoplankton classes. Because of its key role in
state for the two main forms of calcium carbonate (CgCO °rdanising marine productivity, nitrogen isedusa-1.0's
produced by marine calcifiers, aragonite and calcite. CoccolPfimary currency. In this framework, the cycling of carbon
ithophores, foraminiferans and pteropods are thus particu(@nd other elements) can only be estimated from the explic-
larly vulnerable to such change=apry et al, 2008 Gangsts |tIy_ mode_lled el_emen_tal cycles, and then only if fixed stoi-
et al, 2011). Acidification and decreasing CaG@roduc- ~ chiometric relationships are assumed.

tion have several consequences for the ocean carbon cycle, " Order to incorporate the carbon and oxygen cycles,
Production of CaC@removes twice as much alkalinity as MEDUSA-2.0 adds a further 4 state variables to the exist-
it does CQ from seawaterRrankignoulle et aJ.1994 such "9 framework. These include total dissolved inorganic car-
that decreasing CaGQeads to elevategCO, and a neg- bon (DIC), total alkalinity (TA) and dissolved oxygen. The
ative feedback with the atmosphere. On the other hand thfinal additional state variable is detrital carbon for the slow-
rain ratio, i.e. the ratio of CaC§. POC in sinking partic- sinking component of non-living particulate organic carbon

ulate organic carbonAfcher, 199 will decline and with ~ (POC). For simplicity, MDUSA-2.0 retains M:DUSA-1.0's

it carbon export flux to the deep ocean. Furthermore, if the@SSUmption of fixed C N ratios for the plankton pools (phy-

export of organic carbon is closely bound by ballasting min- ©Plankton, zooplankton), but since these pools do not have
erals including carbonatémstrong et al.2002 Klaas and identical C: N ratios (e.g. zooplankton are assumed to have

Archer, 2002, a decrease in CaG@roduction could lead to a lower ratio;Anderson 2005 the flow of organic material

a substantial shallowing of the depth scale of remineralisal® detrital pools, both slow- and fast-sinking, has a variable

tion (Heinze 2004. C : N ratio depending upon which processes (plankton mor-

Previously, we introduced an “intermediate complexity” tality, zooplankton egestion) contribute to it. In the case of
plankton model, MpuUsA-1.0: Model of Ecosystem fast-sinking detritus, this is still handled implicitly within
Dynamics, nutrient Utilisation, Sequestration and MEDUSA-2.0, so can be easily accommodated. Since slow-
Acidification (Yool et al, 2011). This model expanded sinking detritus is already represented by an explicit nitro-

beyond the traditional nutrient-phytoplankton-zooplankton-9€n State variable, a corresponding carbon variable must be
detritus (NPZD) models by having multiple currencies (N, 2dded to accommodate this. Note that, again for simplicity,
Si and Fe) and by separating plankton into “small” and "o i still coupled rigidly to nitrogen, so there is no cor-

“large” size classes, yet incorporated sufficiently few tracersresponding stf’;\te variable for detrital iror!. Figmeresents_
to be readily tractable in global ocean general circulation® Schematic diagram of 8bUSA-2.0, showing the state vari-

models. A multi-decadal spin-up simulation was undertaken@P'€S (Pelagic and benthic) and the ecological connections
between them.

and results presented for global nutrient fields, primary i )
production, distributions of phytoplankton types and export '€ full list of 3-D water column state variables for
of detritus. Here, we introduce BbusA-2.0, an expanded MEDUSA-2.0 s as follows:

successor model which represents dissolved inorganigp, Non-diatom phytoplankton mmol NTR
carbon (DIC) andpCO; in the ocean, thereby allowing the pgy Diatom phytoplankton mmolNTS
calculation of air-sea C£Xluxes as well as an explicit repre- Chlpn  Chlorophyll in non-diatoms mgchlim?

sentation of ocean acidification and its impact on ecosysterrbmPd Chlorophyll in diatoms mg chlm?

:corogc_essels. ghe new modelbincludlis Igdditigpal sltatctja variableg., . Diatom phytoplankton (silicon) mmol Sin?
ord gs,sto.;/e motr)gamc car.t?n, a a_lnbllty,.G;Is_so ve otx%gen Microzooplankton mmolNm3
and detritus carbon (permi ing variable: @l in exporte Mesozooplankton mmol N3
organic matter), as well as a simple benthic formulation and S ,

R Slow-sinking detritus (N) mmol N m?
extended parameterizations of phytoplankton growth and o .

. . S g I Dc Slow-sinking detritus (C) mmol C ¥
detritus remineralisation. A full description of the additional N Nitrogen nutrient mmolNm3
functionality of MEDUSA-2.0 is provided. A multi-decadal SI'I' 9 'du ! Si e
spin-up simulation is described (1860-2005), and this is | ficic act mmOIF'm3
used to provide a means of evaluating the performance o ron nutne_nt ) mmof-em

DIC Dissolved inorganic carbon mmol CTh
MEDUSA-2.0. o

ALK  Total alkalinity meqnt3

0, Dissolved oxygen mmolem—3
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Fig. 1. Schematic diagram of the components and interactions in theUudA-2.0 model. Boxes with solid borders indicate explicitly
modelled state variables, while boxes with dashed borders indicate implicitly modelled components. Overlapping boxes indicate components
for which multiple currencies are modelled (e.g. different elements, chlorophyll). The smaller boxes at the bottom of the diagram refer to
benthic reservoirs of model currencies that are fed by sinking detrital material (slow- and fast-sinking). For reasons of diagrammatic clarity,
dissolved oxygen and its connections to other state variables are omitted here. Note that the dissolution of benghiel€zs@6 both DIC

and alkalinity.

In addition to the state variables for the 3-D water column, its fate remains bound to that of nitrogen. The full list of 2-D
4 further state variables have been added to represent 2-Btate variables represented are:
pools of organic and biogenic material at the seafloor. These

pools permit temporary storage of particulate material beforeBn ~ Benthic organic nitrogen  mmolNn%
it is returned to dissolved pools, and they represent an exBc  Benthic organic carbon mmol CTA
tremely crude submodel of the benthic ecosystem. This apBs; Benthic inorganic silicon ~mmol Sin?

proach contrasts with that in uUsA-1.0 in which all par-  Bca Benthic inorganic CaC® mmolCnr?

ticulate material reaching the seafloor is instantaneously re-

mineralised (or dissolved). The primary motivation for this ~ Similarly to MEDUSA-1.0, the oceanic inventories of ni-
addition is to prevent the unrealistic acceleration of nutri- trogen and silicon are fixed, and biogeochemical processes
ent regeneration at the seafloor caused by such simplifie@ffectively only move these elements between modelled
model assumptions. This is particularly an issue in the shelfools. Processes which act to add or remove these elements
regions of the World Ocean where shallower water columngf© or from the ocean (whether “abiotic” such as rivers or
and strong vertical mixing can quickly return regenerated nu-burial, or “biotic” such as nitrogen fixation or denitrification)
trients to surface waters and unrealistically fuel extra produc-2re ignored here. This approach is adopted partly because
tivity. The simplicity of the submodel used in pusa-2.0 these unmodelled processes are assumed to be of limited
means that it does not resolve the complex interplay bemagnitude relative to modelled processes, in part because
tween benthic ecosystems and seafloor sediments, but inste#fgey are less well-understood and more difficult to model,
serves as a precursor to the inclusion of a more sophisticate@nd partly to simply limit model complexity. (As an aside,
treatment (e.gRowe and Deming2011). As in the case of Note that the residence time of these elements within the
the detritus (slow- and fast-sinking) that fuels these seafloofcean is considerably longer than the duration of all simu-
pools, iron is rigidly coupled to nitrogen and does not havelations of NEMO-MEDUSA-2.0 to date.) In MEDUSA-2.0,

a separate benthic state variable. In principle, it could alternathis same fixed inventory also applies to alkalinity, but the

tively be coupled to carbon, but for parity withiddusa-1.0, ~ remaining elemental cycles —iron, carbon and oxygen —have
connections to reservoirs external to the ocean. In the case of

www.geosci-model-dev.net/6/1767/2013/ Geosci. Model Dev., 6, 12621, 2013
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iron, aeolian deposition and dissolution of benthic sediment2.2 Differential equations

supply this element to seawater, while scavenging actively

removes it. Meanwhile, both carbon and oxygen are activelyThe following partial differential equations describe the bio-

exchanged with the atmosphere at the ocean’s surface. Hovgeochemical tendency terms that operate GDMsA-2.0's

ever, oxygen also occupies an unusual station in that — as fegtate variables. Abbreviations used in the bracketed descrip-

as the modelled inventory is concerned — within the watertions are: “PP” for primary production; “pzoo” for micro-

column it is both generated from “nothing” by primary pro- zooplankton; “mzoo” for mesozooplankton; “non-lin” for

duction, and dissipated to “nothing” by respiration. non-linear; “remin” for remineralisation of organic mate-
The inclusion of the cycles of carbon, alkalinity and oxy- rial; “diss” for dissolution of inorganic material (e.g. opal or

gen introduces a number of features tadsA-2.0 thatare  CaCQ). The functional forms and parameters used in these

relevant for studies of future climate change or ocean acidi-equations are expanded upon in Se2t3and2.4.

fication. These include:

oPn
) . — =+ [PPp-Pn — |G — [Gm
— gas exchange of dissolved @Gnd @ with the ot [_arl—]/ Lp/lp_nl in@
atmosphere non-diatomPP pzoograze Mzoograze
— [Mlpy — [M2pq (1)
. . S—— S——
— a carbonate chemistry module for -calculating linearlosses non—linlosses
properties such as the concentrations of carbonate
species (HCOz, HCO3, CO; ), pCO; and pH,
aPd
. . — =+ [PRyqg-Pd - [G — [M1lpg — [M2 2
— a dynamic lysocline depth calculated from the 3-D 9z [—Hjti—q Lﬁﬂ Lﬂ LLd] @

. . ‘e diatt PP mzoograze i | linl
saturation state of calcium carbonate (specifically the atom graze finearlosses non-liniosses

calcite polymorph).

Alongside these major additions HdUSA-2.0 has anum-  §Chlp,,

-1
ber of less significant differences fromeusaA-1.0 thatre-  — 5, = Oppen - & +[Rpn- PRon- P — [Ganl
late to aspects such as parameterization and forcing. These non-diatomPP  pzoograze
differences include:
— forcing field of aeolian iron deposition replaced with N [imp_”l B Mlﬂ‘l N Mzﬂ‘l ®)
that ofMahowald(20095, mzoograze linearlosses non-linlosse

— parameterization of seafloor supply of dissolved iron

dded, dChlpg _
adde Pd— 6" £ | +[Rpa- PReg- P — [Gimed
at \—,—/ e e’
— phytoplankton growth parameterization extended to diatomPP mzoograze
include option of Liebig “law of the minimum”
functionality, - [J\_/Ilpd] — szd] (4)

linearlosses non-linlosse

— Martin et al. (1987 and Henson et al.(201)
parameterizations of the remineralisation of fast-

sinking detritus optionally available, Sy [Pdesi . PdSi] — [Gmpdsi] - [Mlpcbi]
ot —_— — ) —
— options to use either fixed or dynamic rain ratios and diatom PP mzoograze linearlosses
lysocline depths. — [M2py;] — [DSpqy] ®)

A separate development with bearing on the work de- non-linlosses - dissolution

scribed here is the utilisation of surface forcing derived from

coupled ocean—atmosphere models. This supplants the obseézll

vationally derived reanalysis forcing (OFS4DRAKKAR ~ ——= =+ [Fzu] — [GMmzy] — [M1zy] — [M2z4]  (6)
Group 2007 used previously with Mpusa-1.0 (Yool et al, T

2011). As well as permitting forecast simulations, adoption

of such model-derived forcing permits spin-up or hindcast

simulations of the pre-industrial past prior to the ongoing an- 57,

——
allgrazing mzoograze linearlosses non-linlosses

thropogenic transient. The specific forcing used here is de—— =+ [Fzm] — [M1zm] — [M2zm] )
K . ot — ——— —_——
scribed in Sect3.1 allgrazing linearlosses non-linlosses

Geosci. Model Dev., 6, 1767:811, 2013 www.geosci-model-dev.net/6/1767/2013/
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oD

- =+ [MZPn] + [MZZu] +[(1— Dlrac) - M2Pd]
dat ~——

non-diatomlosses |;zo0losses

+[(1 — D2frac) - M2zm] + [(1_ BN) - |NZu]
N — —

-

diatomlosses

mzoolosses Hzoo egestion

+[(@—BN) - INzm] — [Glp] — [Gmp]
[N —— ——

————

mzooegestion pzoograze Mzoograze
oD
~Mo) - g 5 ®)
S——" 8z
remin “~———
sinking

dDc
—= =+ [6pn-M2pq| +[6zu-M2zy]
Jt S— ———

non—diatomlosses | 1z00losses

+[0pd- (1—Dlfrac) - M2pd] 4 [0zm - (1 — D2%rac) - M2zm]
diatomlosses mzoolosses

+[(1 = Be) - ICzu] +[(1 = Bc) - ICzm] — [Ghoe]
— ————m—m— ——

Hzoo egestion mzoo egestion pUzoograze
dDc
(G~ [Mod - g 22 ©
—— ——— 8Z
mzoograze remin —_——
sinking

oN

57 = [PRon- Pri —[PRbg- Pd + [¢ - (Ghpn+ Gip) |
t ——— |y

non-diatom PP diatomPP

pHzoomessyfeeding

+[¢ - (Gmpn+ Gmpg+ Gmyz, + Gp) |

mzoo messy feeding

+ [Ez] + [Ezml + [Mlpd + [Mlpd
N—— —— ——
pzooexcretion Mzooexcretion non-diatomlosses diatomlosses

+ [M1zy] + [M1zm] +[Mp] +[LDn(K)]+ [BFN]  (10)
—— —_— = Y—— ——

uzoolosses mzoolosses remin  fastNremin benthicremin

0S
— = —[PPRbog; - Poki] + [M1pg; | + [ (1—Dlfrac) - M2pq |
Jat —_— ) — —
diatomPP linearlosses non-lin.losses
+ [DSPdSi] + [(1_D2ffaC) ) GdeSi]
e e’
dissolution mzoograze
+ [LDsi(k)] + [BFsi (11)
e e’ ——

fast Sidetritusdiss benthicdiss

oF oN
—=—|Rpe: — +[Fatm05] +[Fbentfl
ot ot —_— S —
—_— aeolian  sediments
coupledtoN
- [Fscaveng} + [BFFe] (12)
&.\,——/

scavenging benthicremin
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aDIC
5 T —[6pn- PRen- Pril —[6pq- PReg- Pd + [d’ -Opn- GIJPn]
S S
non—diatomPP diatom PP pzoomessyfeedin@n
+ [#6:Gloe] + [¢-0pn-Gmpd + [¢-Opd- Gimpd]
——

pzoomessyfeedin@c Mzoomessyfeeding®n mzoomessy feedingd

+ [¢-0z4-Gmzy] + [¢-Gmpel + [Rz]

mzoomessyfeedingu Mzoomessyfeedin®c zoorespiration

+ [Rzm] + [6pn-Mlpq +[6pd-Mlpd + [0z Mlzy]
—— —_— —_—

mzoorespiration non-diatomlosses diatomlosses pzoolosses

+[6zm - M1zm] +[Mpc] + [LDc(k)] — [FDcaca ]

—_— = [ ——

fastCremin  cacqproduction

+[LDcaca(®)]+ [BFc] + [ASFco,] (13)
S — ~~— —_——

N—

CaCQdiss

mzoolosses remin

benthicremin air—seagasexchange

0ALK
=" [2-FDcacq ] +[2- LDcaca (k)] + [BFcaca]  (14)
t =

CaCQproduction CaCQsdiss benthicdiss

002
o + [Onit - PPen - Prl + [Onit - PPy - Pd — [Qnit - GHDn]
| ————
uzoomessyfeedingn
— [6nit-¢-Glp] — [6nit-¢-Gmpl — [fnit- ¢ - Gmpd]
[ —
uzoomessyfeedin@c Mzoomessyfeedin®n mzoomessyfeedingd
- [enit - GmZu] — [bnit-¢-Gmp] — [Gnit : EZu]
[ — N—— — ———
mzoomessyfeedingu Mzoomessyfeedin®c  izooexcretion
— [6nit - Ezm] — [6nit-M1pr] — [6nit- M1pd]

mzooexcretion non—diatomlosses diatomlosses

— [6nit - M1z,] — [6nit - MLzm] — [6nit - Mp]
—_— —

non—diatom PP diatomPP

pzoolosses mzoolosses remin
— [6nit - LDN(K)] + [6rem Opn- PPpn- Pl 4 [6rem- Opd - PRbg- Pd
fastNremin non—diatom PP diatom PP

- [Qrem’ Opn- ¢ - GHDn] - [Grem’ ¢ GHDC] —[6rem- Opn- ¢ - GMpy
—_

mzoomessy feedingn

pzoomessyfeedingn
— [Orem- Opd- ¢ - Gmpd| — [Qrem' Oz~ - GmZu]

mzoo messy feedingd

uzoomessyfeedinfpc

mzoomessyfeedin@u

— [Orem- ¢ - Gmpc] — [Qrem' RZu] — [Orem* Rzm]
—_— N— e’ —_—
mzoomessyfeedin®C zoorespiration Mzoorespiration

- [Qrem ~Bpn- Man] - [Qrem - Opqg- MlF’d] - [erem “bzp- MlZp]
N — —

non-diatomlosses diatomlosses

pzoolosses
- [Qrem' Ozm - MlZm] - [9rem' IV|Dc] - [erem' LDC(k)]
mzoolosses remin fastCremin
— [6nit - BFN] — [Orem- BFc] + [ASFOZ] (15)
—

benthicremin  benthicremin

air—seagasexchange

The above equations are applied throughout the domain of
the physical ocean model, without regard to horizontal or ver-

tical position. This approach is inherited fromeEdusa-1.0
but differs from that of some other modelBqgpova et aj.

Geosci. Model Dev., 6, 17&24, 2013
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2006 where different equations are applied in different vo- a high chlorophyll content have an elevated response to irra-
lumes of the ocean to account, for instance, for photic anddiance.

aphotic zones. Note that terms such as air-sea gas exchange,

aeolian dust deposition and fluxes from the benthic submodeVp = Ven- 1.066" (22)

(see below) obviously only apply in ocean grid cells that are

in contact with either the atmosphere or the benthos. This term calculates maximum phytoplankton growth rate

as an exponential function of temperatufe, and base

dBn oaDn growth rate at OC (Eppley, 1972.
—— =+ |wg- —— |+ [Tn@)] — [An-Bn] (16)
dl‘ aZ —— — V ~ I
————— fastNdeposit benthicNremin Jon— Prf - %Pn - (23)
slowN deposit Pn="72% 52 . 12\1/2
(VPnT +ap,-19)
dBsi B 17
@ - M - D‘iﬁl (17) Given the (chlorophyll-related) initial slope of the—1
fastSideposit benthic Sidiss curve and (temperature-related) maximum phytoplankton
dBc dDc growth rate, this function calculates realised growth rate
?sz[wg' 9z }+ E‘i,(z_)l - D&E (18) given local irradiance] (Wm~2).
————— fastCdeposit benthicCremin
slow C deposit 0 N (24)
dBc Rl
® = + [Tea(@)] — [Aca Bed (19) N, Pt
d[ ———— N——— =
fast deposit benthic Cadiss Orepn=—"""—= (25)
krepn+F

Differential equations16)—(19) describe the storage and

release of biogenic material at the base of each water colum Nutrient limitation of phytoplankton growth is specified
. 9 . . Rere via standard, hyperbolic Michaelis—Menten terms that
in the model. Material enters these reservoirs as slow- and

L . . . . : .. use ambient nutrient concentrations and parameters for the
fast-sinking detritus, and is remineralised to DIN, iron, sili- concentration at which phvtoplankton arowth is half its the-
cic acid, DIC and alkalinity. As with the rest of busA-2.0, phytop 9

iron is coupled via fixed stoichiometry to the nitrogen cy- oretical maximum.

cle and so is handled implicitly. Note that there is no hor- PPon= Jpn- ON.pn- OFe Pn (26)
izontal communication between the benthic reservoirs in '

MEDUSA-2.0. Since release of material from the benthic Light- and nutrient-limitation factors are brought together
reservoirs occurs at fixed specific rates, the above equatiorig a multiplicative term that determines nutrient uptake and,

are complete. via Redfield coupling, primary productio¥ool et al.(2011)
) ) investigated the significance of an alternative Liebig law of
2.3 Interaction functional forms the minimum scheme for multiple nutrient limitation, and use

. . of this approach is permitted in uUsA-2.0 via a switch,
The following sections expand on the terms that appeat 'S app 'S permi I v W

X oo . . jliebig
above in MeDUSA-2.0's differential equations. Although MEDUSA-2.0 uses a light attenuation submodel derived

MEDUﬁA'Z'O mcluldezd_a;_ nurlng_er of ?]eW_St?te V"J‘”ablesfrom the simpler LOBSTER modeLévy et al, 2007). This
?S WF as Isever& addi 'fga _t;]ogeoc deim(;;l TOCGSSZS’ Iéplits photosynthetically available radiation (PAR) into two
argely overlaps f2busA-1.0 with regard to the form and. . epangs (“red” and “green-blue”) that are attenuated se-

parameterization of shared processes. As such, and since ﬂB%rately by seawater and by phytoplankton chlorophyll (i.e.

manuscript aims to provide a complete and standalone de- .
- ) - . .~ not biomass) from both modelled groups. As such, the model
scription of MEDUSA-2.0, there is repetition with the previ- ) group

) . includes self-shading by phytoplankton within the water
_oqs_ly published descnp_’uon O.f Bbusa-1.0. Parameter def- column. Irradiance abovd, is the sum of these two com-
initions and values are listed in Se2t4.

ponents of PAR.

2.3.1 Non-diatom limitation and growth
2.3.2 Diatom limitation and growth

pChl _ Chlpn-§ (20) Diatom phytoplankton growth terms are identical to those of
Pn Pn non-diatom phytoplankton. However, because of their obli-
apn=apn- 65 (21)  gate requirement for silicon, diatom growth is additionally

coupled to the availability of this nutrient, and a submodel of
9%" is the scaled chlorophyll to biomass ratio, white,, silicon uptake and diatom growth is used to represent these
scales the initial slope of the photosynthesis—irradianceprocessesMongin et al, 2006. This places constraints on
(P-I) curve,app, by this ratio so that phytoplankton with growth and nutrient uptake based upon the Riratio of the
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modelled diatom cells, but allows a degree of plasticity in
this ratio depending upon ambient growth conditions.

Chlpg- &

00 = —pg (27)
apd= apd- 05" (28)
Vg = Ved-1.066" (29)

Ved ~apq- 1
Jpd= 30
TV v iRy 1T 0
- 31
ON, Pd Tpa N (31)

S

i= 32
QSI kSi+S ( )
- 33
OFe Pd krapa 1 F (33)

As noted above, the growth of diatom phytoplankton is
additionally limited by the availability of the macronutrient
silicic acid.

Pdk;

Rsi:n = ﬁ (34)
Pd
RN:si= P& (3%)

Silicon is largely used by diatom phytoplankton in the con-
struction of their cell walls, or frustules, which can vary sig-
nificantly in their ornamentation (e.g. spines, girdle bands;
Martin-Jézéquel et 312000 depending upon silicon avail-

ability. As a result, model diatoms have a degree of pIasticityRPn =
in their requirement for silicon, necessitating a separate state

variable, Pdj, and centred around the stoichiometric ratios,
Rsi:n andRy:si.

if Rsi:n < RS\ then

PPy =0 (36)

else if RY.\ < Rsi:n < (3- RE;.y) then

PR>g = (Jpd- ON,Pd- OFe Pd) - <Uoo : RSi:;;_Rgi:N> (37)
Si:N

else if Rsi:n > (3 RE;.y) then

PRed= (Jpd- ON.Pd- OFe Pd) (38)

In the above equation$], is the hypothetical growth ra-
tio at an infinite ambient Si N ratio, and the uptake of ni-
trogen (and iron) by diatom cells, B is governed by the
Si: N ratio. If this falls below a critical valueRY, \, di-

1773

biomass is unimpeded.

if Rsi.n < (3-RS. )" Lthen

PRogs; = (Jpd- Osi) (39)

elseif (3- R2. )71 < Rsi:n < (R~ then

PRoas; = (Jrd- Osi) - (Uoo : RN:%%) (40)
N:Si

else if Rsi:n > (R, )~ then

PRbg = 0 (41)

Silicon uptake, PPy, occurs at the maximum rate per-
mitted by light and silicon availability whenever the SN
ratio is below a critical threshold3- Rgi:N)‘l. Above this
ratio, silicon uptake is linearly decreased to another thresh-
old value, (R, )1, above which no silicon is taken up by
diatom cells — though diatom biomass, Pd, can still increase
(and, of course, alter the SiN ratio). Figure2 illustrates
these equations by showing uptake of nitrogen and silicon by
diatoms across a range of biomass 8l ratios.

2.3.3 Chlorophyll growth scaling factors

As noted already, both phytoplankton groups have sepa-
rate chlorophyll state variables in addition to those of nitro-
gen biomass. These allow modelled phytoplankton to alter
their chlorophyll content dynamically under different light
regimes (e.g. in response to season and depth). The following
terms for these processes are taken fii@ylor et al.(1997).

9Ch|

P
m:g]::’n. A an (42)
O5n app- 1
Chl

emax Pd PHDd
= Tach g (43)

2.3.4 Microzooplankton grazing

As part of the size-structuring of 8busa, microzooplank-

ton graze on smaller non-diatom phytoplankton and on parti-
cles of slow-sinking detritus. The ingestion function that bal-

ances the availability of these prey items with the preference
microzooplankton have for them is drawn from the classic

model ofFasham et a(1990.

Su - Pux - X2-Zn

(44)
k2 + pupn- Prf + p,p - D2

Gux =

In the above, X is Pn or D.
The above term is repeated for each separate prey item
consumed by microzooplankton. The term is based around

atom cells are unable to complete their cell division cyclea sigmoid function in which the “substrate” is composed of

and growth stopsMartin-Jézéquel et al2000. At values  the sum of the prey items scaled by the preference that mi-
above this minimum ratio growth is scaled by a factor of the crozooplankton have for them. It is assumed here that micro-
Si: N ratio, and above 3 times this ratio, growth in diatom zooplankton prefer non-diatom phytoplankton over detritus
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Uptake of DIN against diatom Si:N ratio and any excess nitrogen excreted. Respiratiy, growth,

100 Fz, and excretionEzy, are calculated as follows.

_. 80f
S
3 60
g L0l Rzpy = (Bc - 1Czp) — Oz~ Fzp) (49)
z Ll if 0p, > 67, then N is limiting and

0 Fzp=PBn-INzy (50)

0 1 2 3 4 5 6

o Ezy=0 (51)
Uptake of silicic acid against diatom Si:N ratio | else if 0':“ - GEH then Cis |Im|tlng and

— ke IC
g Fau= Bc-kc-1Czy (52)
2 Oz
5 BN Bc-kc
2 EZu = |CZu' <— R (53)

0 1 2 3 4 5 6
Diatom biomass Si:N ratio [mol Si (mol N)™']

Figure 3 ofYool et al.(2011) shows the relative partition-
Fig. 2. Diatom uptake of nitrogen (top) and silicon (bottom) against ing of carbon and nitrogen grazed by zooplankton depend-
the Si: N ratio of diatom biomass. ing upon food C: N ratio. In MEDUSA-1.0, the flux of C
produced by zooplankton respiration was simply diagnostic,
since the biogeochemical cycle of C was not resolved. Here,
the loss of C through respiration is explicitly balanced by an

since they represent a higher quality food item. increase in DIC in Eq.13).

INzy=(1—-¢) - (Gupn+ Gup) (45) _
ICzu=(1— ) (Opn- Gupn+0p - Gup) (46) 2.3.5 Mesozooplankton grazing

Here, the separate quantities of nitrogenzINand car-  Mesozooplankton grazing follows that of microzooplank-
bon, 1G,, ingested by microzooplankton are summed. Pa-iop, with the exception that mesozooplankton have a broader
rameter¢ relates to grazing inefficiency, so-called “messy range of prey items: non—diatoms, diatoms, microzooplank-
feeding”, that returns a fraction of the grazed material backiq, and slow-sinking detritus. Because of this longer list
to dissolved nutrient. For the material actually ingested, theys prey items, Eq.%5) below is used to simplify the pre-
resulting C: N ratio, 0, can be calculated. sentation of mesozooplankton grazing. Note that, though

ICzy mesozooplankton do not utilise grazed silicon from diatoms,
OFp= —— 47 Eqg. (66) is included below to account for the grazing-induced
loss of diatom silicon. For simplicity, parametefspn, Bc,

Since grazed material may have a different I8 ratio ~ @ndkc are identical to those used for microzooplankton.
than that required for microzooplankton growth, the assimi-
lation and metabolism submodel Ahderson and Pondaven 2
(2003 is incorporated here to balance growth, excretion andgy;,, — &7 PX -X2-Zm (54)
respiration. The C N ratio of ingested food calculated above k2, + F
is then compared to the ideal ratio preferred by microzoo-
plankton,6g,. This makes use of the €N ratio of micro-
zooplankton biomas$yz,,, the assimilation efficiencies of ni-
trogen,Bn, and carbonfc, as well as the carbon growth ef-
ficiency, kc, of microzooplankton. Unlike in MDUSA-1.0,
where an implicit treatment of carbon required all ® ra-

where X is Pn, Pd, Zp or D.

F = (pmpn~ PI’12> + (pmpd~ sz) + (PmZp : Zl-lz) + (PmD : Dz) (55)

tios to be identical, heréy,, adopts a lower value more con- Gmpg; = RsiN - Gmpg (56)
sistent with that of zooplankton. INzm = (1—¢) - (Gmpa+ Gmpn+ Gmzy+ Gmpg)  (57)
o = BN - Oz (48) ICzm = (1—¢) - ((6pd- Gmpg) + (Opn- Gmpn)

" Bcke + (6zu- Gmzy) + (6p - Gmp)) (58)

Either C or N limits production depending on whetlgy = ICzm
is greater or lower thaﬁ’éu, with any excess carbon respired, INzm

D

(59)
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Ofm= PN - Ozm (60) The above functions are density-dependent loss terms for

Pc ke processes that occur at rates that depend upon plankton
Rzm = (Bc - 1Czm) — (Ozm - Fzm) (61)  abundance (i.e. the absolute loss disproportionately increases
if Orm > 67, then N is limiting and with abundance). These include those such as disease (e.qg.

(62) viruses), intra-trophic trophic “cannibalism” and predation

Frm= -IN
zm = AN - INzm by implicit, higher trophic level actors. By default, density-

Ezm=0 (63) dependent losses are represented using a hyperbolic function
else if Opm < 6F,, then Cis limiting and of plankton concentratiorFasham1993, although switches
Bc ke - 1Czm in the model code (Tabl&) permit linear, quadratic and sig-
Fzm = T om (64) moid functions. The best choice of a form for a mortality
By e ke function is unclear, but can have significant consequences
Ezm =I1Czm (% e ) (65) for models (e.gSteele and Hendersph992 Edwards and

Yool, 200Q Anderson et a).2010. As such,Yool et al.
(201)) investigated alternative functions for this mortality
MEDUSA-2.0 is not a function of temperature, in contrast {€rm- While the simplest form examined — linear mortality
with a number of other studies (e.Gchartau and Os- had significant (and_unreallsUc) impacts on the_ behaw_our
chlies 2003 Chen et al. 2019. This decision largely re- of MEDL_JSA—l.O, thg differences betvyeen ;lmulat|ons using
flects the source of the grazing submodel used harejer- quadratllc, hyperbolic (as here) anq sigmoid forms was much
son and PondaveB003, as well as the likely computational MOre minor, and MbusA-2.0 retains the same default as
cost of recalibrating this submodel to include temperature-MEDUSA'l'O'

dependence. Nonetheless, model studies such as that Qf
Taucher and Oschlie®011]) illustrate that the response of
plankton ecosystems to future climate warming can be moreéyg  ilicic acid occurs at undersaturated concentrations
complex than that prlcally S|mulateq (eSteinacher et al. throughout the modern oceaXopl and Tyrrel| 2003, the
201Q. As such, this represents an important aspect for thejicon component of diatom phytoplankton is additionally
future development of MDUSA-2.0. vulnerable to dissolution. This is represented here by a sim-
ple linear loss rateMongin et al, 2009.

g . . DSpg; = Diss- Pdsi (76)
In addition to losses due to grazing, all four living compo-

nents of the plankton model incur smaller, secondary losses Remineralisation of slow-sinking detrital particles to dis-

Note that grazing by both types of zooplankton in

3.7 Miscellaneous losses

2.3.6 Plankton loss terms

due to other processes. solved inorganic pools occurs at rates dependent on ambient
temperature.
Mlpn=p1.pn-Pn (66)
M1pg = 111,pd- Pd (67) Mo = up-1.066' - D (77)
Mlpg; = Rsi:N - Mlpg (68) Mo = jupc - 1.066" - Dc (78)
M1z, = p1,zp- ZW (69)  2.3.8 Iron supply and removal
Mlzm = pt1,zm-Zm (70)

Following the submodel obutkiewicz et al.(2005), iron is

The above functions are density-independent loss term&dded to the ocean by aeolian deposition of iron-carrying
for processes such as metabolism that occur without referdust at the surface, and removed throughout its volume by

ence to abundance (i.e. the absolute loss scales linearly withc2venging.
abundance). Fammos= Spatially variable rate (79)
M2pn = 142 pn- _Pn Pn (71) The field of iron deposition used in #UsA-1.0 has been
" kpn+Pn updated for MeDUSA-2.0 to take advantage of a newer cli-
Pd matology, and now makes use of the “present-day” field pro-
M2py = .——-Pd 72 ' ;
Pd= 12 Pd kpq+Pd (72) duced byMahowald(2005. Figure3 shows a map of annual
M2pg, = Rsi:N - M2pg (73)  average iron deposition. However, as witEMJsA-1.0, ae-
Zu olian iron solubility was adjusted such that the total addition
M2z = 2, zp- p—— -Zu (74) of dissolved iron to the open ocean by dust was the same as
Z“; H that of Dutkiewicz et al.(2005.
m
M2zm = u2.zm- kzm+2Zm Zm (75) Fhenthos= spatially variable rate (80)
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100 The complexation reactions between iron species and li-
gands occur rapidly, and it is assumed here that they reach
equilibrium in a shorter period than the model time step
(Rose and Waite2003. In the equations abové,tg is the

total ligand concentration of seawater, and is assumed to be
globally constantkre, is the ligand binding strength. Given
these equations and parameters, Bidlustrates the result-

ing partition between “free” and bound iron over a range of
total iron concentrations.

w
(=]

(5]
S
Aeolian iron [pmol m~ y‘]]

S - ©
wn

e
o

100

"Bound" iron

80f Fscavenge= kscav' Firee (86)

60

Scavenging of iron occurs at a fixed linear rakgay
throughout the full volume of the ocean, but is assumed to
only remove “free” iron,Firee.

40

"Free" iron fraction [%]

20
"Free" iron

01 02 o5 1 2 s 10 20 50 100 2.3.9 Fast detritus production

. . =3
Total iron concentration [umol Fe m™]

Fig. 3. The top panel shows mean annual aeolian iron input to theSiNking detrital material in MDUSA-2.0 occurs in two
ocean (i.e. the quantity of iron that dissolves into seawater from deforms:

posited dust). The input is shown on a logarithmic scale in units
of pmolm2yr—1, and integrated input is 2.564 Gmol Feyr The
bottom panel shows the fractionation of total iron between “free”
and ligand-bound forms across a logarithmic range of total iron con-
centrations.

— Small particles that are assumed to sink slowly and
are modelled explicitly (as D andd); these particles
remineralise at a temperature-dependent rate and are
a food item of both micro- and mesozooplankton.

A further difference with MEDUSA-1.0 lies in the inclu-

sion of a benthic source of dissolved iron. Such a supply - Large particles that are assumed to sink quickly and
route is already known for iron, most noticeably around is- whose attenuation down the water column is modelled
lands and other areas of shallow water in regions that are implicitly; these particles remineralise exponentially
otherwise depleted in iron (e.g. the Crozet Archipelago in with depth and are not available as a food item.

the Southern OcearRollard et al. 2009, and some exist-
ing models already include it (e.§loore et al, 2004). Here,

a flux of iron is added to ocean cells immediately above the
seafloor wherever the water column is shallower than 500 m

Thehre is con5|derr<]';}ble uncertainty mlthe addltlonr:ate or: IroNg.heme posits a relationship between organic material and
to the ocean by this routé/pore et al, 2004, and here the  qqciated — and protective — biominerals. As the descrip-

rate has been chosen such that aeolian and benthic SUPPfi; in yool et al. (2019 includes extensive treatment of
routes are of approximately similar magnitude. the scheme used in 8USA-1.0, here we give a summary
Firee=F — Fiigand (81)  overview _and_ focus on the differences |rEMUSA-2_.0._ _
In the first instance, the components of fast-sinking detri-

MEDUSA's iron state variableF, represents total iron, and tal particles are produced by a series of ecosystem processes.
this is assumed to occur in two fractions: “freéee; and  Organic material (N, Fe, C) is derived from losses from di-
that bound to organic ligand#jigand (Gledhill and van den  atoms and mesozooplankton, the larger components of the
Berg 1994. In the ocean, it is estimated that more than 97 %plankton. Note that, as with other processes, iron is again

As in MEDUSA-1.0, fast-sinking detrital particles are re-
mineralised down the water column using a variant of the so-
called ballasting hypothesi®\fmstrong et al. 2002. This

of total iron is complexed with ligand8pye et al, 2003. coupled to nitrogen via a fixed Feé\ ratio.
Equation87-91 below relate to the total quantities of fast-
Fiigand = Ltotal — Liree (82) sinking detrital componentslx, being transferred down-
L —05. (F1+/F2) (83) wards between model levels — that is, increasing values
free == kreL of model grid indexk. The equations express the amount

F1 = kreL - (Liotal — F) — 1 (84) of material enteringk, and exiting,k+ 1, a glvep model_ )
5 layer and the processes that act as sources (“production”)
Fz2 = max(F{ + (4-kreL- Ltota)), 0) (85)  and sinks (“remineralisation”) for these quantities. Later

Geosci. Model Dev., 6, 1767:811, 2013 www.geosci-model-dev.net/6/1767/2013/
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equations describe these sink, or loss, terms;.LD
Ink+1 = Tnk) - LDn

S—— N————
FDNfromabove FDremineralisation

+ ((Dlfrac- M2pg) + (D2frac - M2zm)) - 8z (k) (87)
FD production
Tre(k+1) = Trelk) — LDre
—— ——

FDFefromabove FDremineralisation

+ ((Rre* Dlfrac- M2pg) + (Rre- D2frac- M2zm)) - 8z(k) (88)

FD production
Tck+1) = Tck)y -— LDc
—— ——

FDCfromabove FDremineralisation

+ ((6pd- Dlfrac- M2pqg) +(0zm - D2frac- M2zm)) - 8z(k)
FD production

(89)
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equator and lowest values at the polesiWsA-2.0 retains
this functionality as an option, but introduces a further op-
tion that instead calculates associated Ca@®a function,
fo(Qcalcite), Of the ambient saturation state of the CaCO
polymorph calcite.

fo(Qcalcite) = (Qcalcite— 1" - 10

This is based on the formulation Ridgwell et al.(2007),
and uses the concentrations of calcium (seawater average;
scaled by salinity) and carbonate (calculated from DIC) ions
to calculateQcacite Options exist in MDUSA-2.0 for the
rain ratio to be based dfacgcite at the ocean surface or at the
local position within its interior (via switclirratio  ; see
Table 6). Parameterg has been scaled in 8UsA-2.0 so
that total production of CaCfusing Eq. 92) approximately
matches that in MDUSA-1.0 (see later). Note that in the real
ocean a second polymorph of Cagi® also produced, arag-

(92)

Inorganic biogenic opal (Si) is derived directly (via cell gpjte put for simplicity calculations are performed as if all
mortality) or indirectly (as a product of mesozooplankton CaCGQ in MEDUSA-2.0 is the more stable polymorph, calcite

grazing) from diatom phytoplankton. In sbusa-1.0, the

(though the saturation state of aragon{®sagonite IS calcu-

fraction of grazed opal that became associated with fastjgieq as a diagnostic variable).
sinking detritus was the same as the fraction of mesozoo-

plankton losses that were similarly channelledgE2Here,

a new parameter, @3, has been introduced to allow the

separate specification of this transfer efficiency.
Tsik+1)= Tsi(k) — LDs;
N ——’ ——
FDSifromabove FDdissolution

+ ((Dlirac- M2pgy) + (D3frac- Gmpg;)) - 82 (k)
FD production
Calcium carbonate, CaGQis also an important biomin-

(90)

eral in the ballast hypothesis, but its production is not mo

elled explicitly in either version of MDUSA. This decision to
omit calcification in MEDUSA stems from the diversity (phy-

logenetic and trophic) of organisms that manufacture GACO
and the uncertainty in the ecological factors that regulate it,
as is evidenced by the wide range of approaches used to

model it (e.g.Tyrrell and Taylor 1996 Moore et al, 2002
Gehlen et a.2007 Zahariev et al.2008 Yool et al, 2010.

Instead, M=DUSA adopts an empirical approach in which the
only calcification explicitly considered is that associated with
sinking material; CaC@that is synthesised and dissolved
without significant vertical movement is considered tangen-

tial.

Tcacg(k+1) = Tcacg(k) — LDcacg
[ — —_————

FDCaCQfromabove FDdissolution
+ ((Bpd- Dlfrac- M2pg)+ (6zm - D2frac - M2zm)) - 8z (k) - fo(Qcalcite)

FD production

(91)

Following Dunne et al(2007, MEDUSA-1.0 used a sim-
ple triangular function of latitude, ttat), to calculate the re-

lative quantity of CaC@ associated with fast-sinking detri-

2.3.10 Fast detritus remineralisation

The ballast hypothesis @&frmstrong et al(2002 posits that

a fraction of the sinking organic material is quantitatively as-
sociated with sinking inorganic material (here calcium carbo-
nate and biogenic silica), and that this provides “protection”
for the organic matter, allowing it to penetrate deeper into the
water column than might otherwise be expected. Follow-up
work by Klaas and Arche(2002 derived a parameteriza-

d_tion of the hypothesis based on a global data set of sediment

trap measurements, and this latter study has subsequently
been used as the basis for other work. Its implementation by
Dunne et al(2007) was that adopted by Kbusa-1.0, and

this has been retained byedusa-2.0.

By way of summary, the fast-sinking detrital flux of
organic carbon is proportioned into so-called “protected”,
TCprotect= (TChsi+TCpcacq), and “excess”, TExcess POI-

tions as follows.

M .
TCosi=Tsi(k) - o2 - fsi (93)
org
Mcac
TChcaca = Tcacq (k) - Ma & - fecaco, (94)
org
TCprotect= (TCpsi+ TChca (95)
Tcexcess= TC(k) - TCprotect (96)

Where Msj and Mcacg convert molar silicon and cal-
cium carbonate ballast into mass equivalents that can then
be used with mass-based organic carbon protection ratios
fsi and fcacg. The “protected” fraction passes through un-
scathed to the next level down the water column, while the
“excess” fraction is attenuated across a particular level, with

tal particles, the so-called “rain ratio” (highest values at thea corresponding release of inorganic carbon. Not all “excess”
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carbon is remineralised in a given level, and the surviving Figure20(see later) shows the depth of the simulated lyso-

portion, TGunive iS calculated as follows. cline.
8z (k) ;
TCsurvive= TCexcess eXp| — (97) 2.3.11 Computation
dEXCES

Leaving aside that added through production (se€8Ey. The structure of MDUSA is such that the production of par-
the quantity of fast detritus reaching the next model |ayer’tiC|eS Of faSt-Sinking detl’itus haS a Variable Vertical diStri-

Te(k + 1), is then as follows. bution that_depends upon Iocation-spe_cific details _in pla_nk-
ton dynamics. Consequently, production and remineralisa-
Tc(k + 1) = TCprotect+ TCsurvive (98) tion of fast-sinking particles occur in parallel down the wa-

ter column, unlike the situation in the source model for this
part of MEDUSA, Dunne et al(2007. As described previ-
ously inYool et al. (2011, the computation of the distribu-
LDc(k) = TCexcess— TCsurvive (99)  tion and fate of fast-sinking detritus is performed layer-by-
8z(k) layer down the water column. All fast-sinking detritus pro-
The remineralisation fluxes of nitrogen and iron follow duced within one layer is exported to the next layer, together
that of carbon, with the same fraction of sinking material with the fast-sinking detritus from preceding layers that is
“protected” by ballasting minerals. By contrast, the sinking not remineralised within that one layer.EdUsA then iter-
fluxes of both biogenic silicalsi(k), and calcium carbo- ates this process down the water column to the seafloor, at
nate, Tcacq (k), attenuate with depth independently of or- which point all fast-sinking detritus has either been remine-
ganic carbon. ralised or is transferred to the benthic reservoirs. The entire
In the case of biogenic silica, this attenuation occurs at allprocedure is implicit and occurs within a model time step.
depths because it is globally undersaturated with respect tés such, the fast-sinking detritus component ct dUSA —
ambient silicic acid concentrations. The equations governinginlike the slow-sinking component — does not explicitly con-
sinking biogenic silica and its dissolution are as follows. sider detrital sinking speeds or remineralisation rates, but in-
stead operates in an e-folding length scale approach akin to

The flux of remineralised carbon to levels then simply
as shown below.

Tsi(k + 1) = Tsi(k) - exp(— 8Z(k)> (100) the canonical empirical export modellgartin et al.(1987).
dsi Additional explanation of the fast-sinking detritus scheme
LDsi(k) = Tsi(k) — Tsi(k + 1) (101) ¢@n be found in commentary within the model source code
8z(k) that accompanies this document.

Unlike biogenic silica, CaC®is generally not soluble in .
surface wategrs because of supergaturatiné concentrations gf3.12 Alternative models
the carbonate ion. However, at depth, specifically below th
lysocline, concentrations become undersaturating and dis
lution can occur.

eSeparate from the ballast model, EMuUsA-2.0 includes

S% code switchjexport , to permit the use of two alternative
remineralisation schemes for the organic components of fast-

if z(k) < lysoclinglat, lon) sinking detritus: the classi®lartin et al.(1987 curve; and

52(k) the variant developed biflenson et al(2012. Both models
Tcacg(k+ 1) = Tcacg (k) - exp(—d ) (102) attenuate organic material using the same power relationship
CaCQy shown below.
else
b
Tcaca (k+ 1) = Teacq, (k) (103)  Fe(z) = Fo(100 - (ﬁ) (105)

In MEDUSA-1.0, the depth of the lysocline, lysocline(lat,
lon), was precalculated using physical and biogeochemical Parameterized using the limited data that was available at
fields from the World Ocean Atlas and GLODAP climatolo- the time, theMartin et al.(1987) curve uses a fixed value of
gies Locarnini et al, 201Q Antonov et al, 201Q Key etal, =~ —0-858 for paramete in Eq. (105). Using a more modern
2004). Here, the inclusion of DIC and alkalinity, as well as data set of thorium-derived POC expdtenson et al(2012)
a carbonate chemistry submodel, allowsdisa-2.0tocal-  developed a variant scheme in which paramétinstead
culate the saturation state of §Oat all depths, and to use @ function of local surface temperature.
this to determine the point in each water column at which
biogenic CaC@ will begin to dissolve. The dissolution flux 2= —1.064-(0.024-T) (106)

calcium carbonate is then simply as follows. ) ]
In the work described here, only the ballast scheme is for-

LDcaca k) = Tcacq (k) — Tcacq (k +1) (104)  mally used, though the significance of these (and, potentially,
8z(k) other) schemes will be the subject of future work.
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2.3.13 Air—sea gas exchange ammonia, and remineralisation back to the same, would have
a corresponding €N : O, stoichiometry of 106 16: —119.
MEDUSA-2.0 includes gas exchange for two modelled con-  To facilitate accounting given variable ON ratios across
stituents, @ and CQ. In the case of @ the scheme devel- Mepusa-2.0, the terms listed in Eq16) (and the model
oped byNajjar and Orr(1999 for the OCMIP-2 projectis  code) separate oxygen production and consumption accord-
used. In this, the saturation concentration efi©calculated ing to whether nitrogen or carbon are being remineralised

based on local temperature and salinity, and this is used iy a particular process. Given the above stoichiometry, this
conjunction with ocean surface;@oncentration and wind  gives a @ : N ratio for6hi; of 2: 1 (= 2.0), and a @: C ratio
speed (via standard gas transfer calculations) to calculate aiffor g, of 119: 106 (~ 1.1226).

sea exchange. Note that, followingNajjar and Ori(1999), dissolved oxy-
The case of CQis Complicated by the intricacies of carbo- gen is consumed down to a minimum concentratiopin©

nate chemistry, which necessitates the iterative calculation opelow which remineralisation can still take place (using un-

surface ocean pH to determine surfag&d; concentration.  specified and unmodelled oxidants) but without consuming

As with Op, this is then combined with atmosphe€O, oxygen.

and wind speed to calculate the air—sea exchange of CO

The numerical scheme used here is that publishellayk- 2.3.15 Alkalinity cycle

ford et al.(2007) (and utilised inArtoli et al., 2012). Along-

side air—sea exchange, this scheme calculates other carbondige partial differential equation for alkalinity, Edl4), has

chemistry properties that are utilised byemusA-2.0, such ~ only three terms: one for CaGQproduction, and one each

asQealcite It also permits the calculation of all these proper- for pelagic and benthic dissolution. As described previously,

ties at arbitrary depths down the water column, and is usedhe production of CaC®is a function of the production of

in MEDUSA-2.0 to determine the location of the CCD. fast-sinking detritus and ambief¥aicite Dissolution occurs
Surface gas exchange calculations are performed at evefyelow the calculated CCD (see Fig0) and at the seafloor

model timestep. Carbonate chemistry calculations are onlyegardless of CCD depth, in order to prevent drift in pelagic

performed for the full water column on a monthly timescale alkalinity inventory. This simplicity reflects the aim, in both

to reduce computational burden. MEDUSA-1.0 and MeDUSA-2.0, of representing the domi-
nant driver of alkalinity distributions, the so-called “hard tis-
2.3.14 Oxygen cycle sues” component of the biological pump (bfajjar and Ory

1999. A result of this approach is the omission from con-
Since its cycle is tightly coupled to that of nitrogen and car- sideration of secondary processes that would require a more
bon, the differential equation for dissolved oxygen, B&){  complex treatment (cfVolf-Gladrow et al, 2007 Paulmier
contains a large number of terms. However, these are largelgt al, 2009. For instance, as noted above, bulk DIN is con-
replicated from other differential equations, and scaled bysjdered in MepusA-2.0 rather than separate nitrate and am-
the appropriate stoichiometric ratiénic or 6rem. The 0xygen  monia (as well as other species), the differing use (and rem-
stoichiometry used here follows that ¥bol et al. (2010,  ineralisation) of which impacts proton consumption and pro-
and is ultimately derived from one of the range of estimatesquction and, thus, distribution of alkalinity. Similarly, the in-
put forward byAnderson(1999 to account for the produc-  clusion of explicit calcifiers with variable abundance, and po-
tion by phytoplankton of a suite of organic molecules (in- tentially dynamic calcification, would require a more com-
cluding lipids, proteins and nucleic acids) in addition to car- plex alkalinity cycle. However, the restricted set of actors
bohydrates(CH>O)n. The resulting C N : Oz stoichiometry  and processes selected for inclusion in the current version of
of organic matter production is as follows. MEDUSA limit the need for a more sophisticated submodel.

106 CQ + 16 HNGOs + 78 HoO + light
= (C106H124036) (NH3)16 + 151 O (107)

2.3.16 Miscellaneous

) o ) ) ) In MEDUSA-1.0, the same Redfield CN ratio of 6.625 was
The remineralisation of organic matter iNnEMUSA-2.0 IS 4qqumed for both phytoplankton and zooplankton so that the
assumed to be be precise reverse of this. This translates {9, of detritus was fed C and N at the same ratio regardless
a C:N: O ratio of 106: 16: —151 for the organic matter o the source. With the inclusion of a separate detrital carbon
produced, and effectively assumes that primary productionyqq b these ratios no longer need to be identical, and both

is fuelled by nitrate, as well as the complete nitrification i~ro. and mesozooplankton are assumed to have a lower
of organic nitrogen back to nitrate during remineralisation. . N ratio. 5.625 Anderson and Pondave2003.
In addition to suggesting a reduced H and O content of or- ’

ganic material relative to conventional carbohydrate synthe2 4 parameter values

sis, 106: 16: —138, it also results in an increased production

of O, per mol of fixed carbon. For reference, using similar Tables1-6 list model parameters, a brief description of each,
assumptions to those above, organic matter production usingnd their respective units and default values. For ease of use,
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Table 1. Phytoplankton growth parameters. Table 2. Zooplankton grazing parameters.
& C: N conversion factor 0.01257 8u» &m maximum zooplankton grazing rate 2.0,0.5
molN(gO)~1 d-1
apn, apd chl-specific initial slope ofP—I curve 15.0, 11.25 kyey ki zooplankton grazing half-saturation constants 0.8,0.3
gCgchy~r wm=2)~14-1 mmol N3
Ven VPd maximum phytoplankton growth rate 0.53,0.50 ¢ zooplankton grazing inefficiency 0.20
d71 -
gn(iglx - gr%glx pg Maximum Chl: C ratio 0.05, 0.05 AN zooplankton N assimilation efficiency 0.77
gchigo)~* -
Rgi:N minimum diatom Si: N ratio 0.2 Bc zooplankton C assimilation efficiency 0.64
mol Si(molN)—1 - N
Rﬁ;si minimum diatom N: Si ratio 02 kc iooplankton net C growth efficiency 0.80
mol (ol S i lankt i fi 0.75,0.25
)y microzooplankton grazing preferences 19,0,
Uso hypothetical growth ratio ato Si : N ratio 15 PuPn. Pub _ P 9 9P
- , , mesozooplankton grazing preferences 0.15, 0.35,
kN, Pry kN Pd N nutrient uptake half-saturation constants 0.50, 0.75 PP PinPd _ P 9 gp
' ' PmZyps PmD 0.35,0.15
mmolNm3
ksi Si nutrient uptake half-saturation constant 3.00
S 3 .
mmolSim Table 3.Plankton and detritus loss parameters.
kre PnkFe Pd Fe nutrient uptake half-saturation constants  0.33, 0.67
3
umol Fe 1, Pn 1,Ppd  Phytoplankton loss rates 0.02,0.02
dfl
M1,zp H1,zm  Zooplankton loss rates 0.02,0.02
d—l
12 P 2,pd  Phytoplankton maximum loss rates 0.1,0.1
. . —1
the ordering of parameters closely reflects their appearance d
in thenamelist.trc.sms file in which they are specified kzy, kzm phytoplankton loss half-saturation constants 0.5, 0.5
. - INm™
(see AppendiA and accompanying model code). mmorm .
Almost all parameter values in Bbusa-2.0 are identical K22y H2,Zm Z‘fcl’p'a”kton maximunm loss rates 0.1,0.2
to those from MeDUSA-1.0, though there are a small num- _
. . kzy, kzm zooplankton loss half-saturation constants 0.5,0.75
ber of minor changes, and several additional parameters that mmol N3
rela_te to new state var_lables. Regardlng_ parameters Wlth re- o detrital N remineralisation rate 0.0158
assigned values, the diatom half-saturation concentration for d?
silicic acid uptakeksj, has been increased (0.#4563.0) to “D detrital C remineralisation rate 0.0127
. . -1
a value more congruent with studies suchFasham et al. d

(2006. Small detritus sinking velocityyg, has been slightly

decreased (36> 2.5) to favour shallower remineralisation

and near-surface nutrient retention. Reflecting the additior8 Default simulation

of the carbon cycle, the assimilation efficiencies of both zoo-

plankton types are now specified separately for the nitro-The following section describes a simulation and evalua-

gen (0.77) and carbon (0.64) ingested during grazing (fromtion of MEDUSA-2.0 using the default equations, functional

MEDUSA-1.0's common value of 0.6%nderson and Pon-  forms and parameter values described previously. Evalua-

daven 2003. New parameters include a separate reminerali-tion is performed against observational data, but also with

sation rate for detrital carbon, a series of oxygen stoichiomeMEeDpusa-1.0 itself.

try parameters, a minimum concentration for dissolved oxy- Both NEMO and MeDUSA-2.0 were initialised at the time-

gen consumption, and a series of remineralisation/dissolutiopoint of midnight on 1 January 1860. This is a standard point

rate parameters for the benthic reservoirs. in HadGEM2-ES simulations for CMIP5. The model was
In addition to the parameters aboveEMUsA-2.0 includes  then run out to 30 December 2005. Note that this is the final

a number of control parameters that allow the model today of the year in the 360 day calendar of the atmospheric

switch between different functional forms for a small num- forcing used here.

ber of processes. These appeamamelist.trc.sms

and are listed in Tabl®. As noted above, the control pa- 3.1 Physical model

rameters available in Ebusa-1.0 have been augmented by

several new options including export submodekport The underlying physical model used in this simulation is
rain ratio calculation,jrratio and CCD calculation, version 3.2 of NEMO adec 2008. This is comprised of
jocalced . an ocean general circulation model, OPA9adec et al.
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1998 Madec 2008, coupled with a sea-ice model, Louvain- Table 4. Miscellaneous parameters.
la-Neuve Ice Model version 2 (LIMZTimmermann et al.
2005. This physical framework is configured at approxi- 6pp, 6pq  phytoplankton C N ratio 6.625
mately P x 1° horizontal resolution (292 362 grid points), mol C (mol Ny~1
with a focusing of resolution around the equator to improve 6z, 6zm  zooplankton C. N ratio 5.625
the representation of equatorial upwelling. Vertical space mol C (mol N1
is divided into 64 levels, which increase in thickness with , .
. oD detritus C: N ratio 6.625

depth, from approximately 6 m at the surface to 250 m at IC (mol N1
6000 m. To improve the representation of deep water circula- mo
tion, partial level thicknesses are used in the specification of Rre phytoplankton FeN uptake ratio 30.0
bottom topography. Vertical mixing is parameterized using umol Fe (mol Ny * m
the turbulent kinetic energy (TKE) scheme @&spar et al. Liotal total ligand concentration 1.0
(1990, with modifications byMadec(2008. pmol n—3

The sea-ice submodel used here, LIM2, is based upon ;.. dissociation constant for (Fe + ligand) ~ 100.0
viscous-plastic ice rheologyH(bler, 1979 and three layer kscay scavenging rate of “free” Fe 0.001
(two layers of sea ice, one layer of snow) thermodynamics d-1
(Semtney 1976’ with a number of updated physical pro- iss diatom frustule dissolution rate 0.006
cesses (seBEmmermann et a]2005 and references therein). g1
Model seaice is coupled to the ocean every 5 ocean timesteps S
through the non-linear quadratic drag law of the shear be- %9 det”j?‘ sinking rate 2.5
tween sea ice and ocean surface veloditgnfnermann et a. md
2005. Freshwater exchange between the ocean and sea ice thit O consumption by N remineralisation 2.0
is calculated from precipitation and ice formation/melting mol O, (mol N)~*
(Fichefet and Morales Maquedt997), where sea-ice salin- g, O, consumption by C remineralisation ~ 1.1226
ity is assumed to be 4 psu and rain/snow are assumed fresh. mol O, (mol C)~1
The heat flux between the sea ice and ocean is proportional to Omin minimum O, concentration 4.0

the departure in temperature from salinity-dependent freez-

mmol O m—3

ing point and the friction velocity at the ice-ocean interface.
Solar radiation can penetrate sea ice not covered by snow,
and is dissipated by brine pockets within the ice where it in-
creases latent heat storadgéchefet and Morales Maqueda Here, NEMO is forced following this latter approach, us-
1997). ing output from a simulation of the HadGEM2-ES Earth sys-
In Yool et al.(2011), NEMO was forced at the ocean sur- tem model run by the UK Meteorological Office (UKMO).
face for the period 1966—2005 using DFS4.1 fields developedHadGEM2-ES is a development of the physical climate
by the European DRAKKAR collaboratiorDRAKKAR model, HadGEM1 Johns et aJ.2006, that includes rep-
Group 2007. As MEDUSA-2.0 includes the ocean’s car- resentations of the terrestrial and oceanic carbon cycles,
bon cycle, and since this is currently undergoing secularatmospheric chemistry and aerosoBollins et al, 2017).
change driven by increasing atmospheric concentrations ol he HadGEM2-ES simulation used here, identifier AJKKH,
CO,, simulations running over a longer period of time are was performed as part of the UKMO’s inpulofpes et a).
necessary. There are a number of approaches to achieve ti2911) to the Coupled Model Intercomparison Project 5
including, for instance, the use of a climatological average or(CMIP5) and Assessment Report 5 (AR5) of the Intergov-
“normal year” (e.gNajjar et al, 2007, or the repeated cy- ernmental Panel on Climate Change (IPCC). Operationally,
cling of historical forcing (e.gYool et al, 2010. These have HadGEMZ2-ES output was processed into the same forcing
the advantage of using actual observationally derived forc{ields as that provided by the DFS4.1 forcing previously used
ing, but also assume that the recent past from which they ara&ith MEDUSA-1.0. The frequency of the output fields also
derived is representative of earlier periods of time (in spite ofmatched that of DFS4.1, namely monthly for precipitation
ongoing climate change). An alternative approach is to utilise(rain, snow, runoff), daily for radiation (downwelling short-
forcing derived from either atmospheric models or coupledand long-wave) and 6-hourly for the turbulent variables (air
ocean—atmosphere models. These are routinely run in longemperature, humidity and wind velocities). Note that the ref-
duration simulations that span pre-industrial or pre—20th cenerence height of forcing in HadGEM2-ES differs from that of
tury periods when there was comparatively little change inDFS4.1, but that NEMO's bulk formulae allow this height to
climate or the carbon cycle. They also offer the opportunity readily be changed to accommodate HadGEM2-ES.
to forecast biogeochemical cycles into the future with a sig- For maximum congruence with the surface forcing, tem-
nificantly different climate from that of the present-day. perature and salinity fields are initialised here using output
from HadGEMZ2-ES valid for the same time as the forcing.
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Table 5. Fast detritus submodel parameters. 3.2 Biogeochemistry

Dlfac  fastdetritus fraction of diatom losses 0.33 MEDUSA-2.0’s fields of DIN, silicic acid and oxygen were
- initialised using January values from the World Ocean Atlas
D2frac fast detritus fraction of mesozooplankton losses 1.00 2009 Garcia et al.2010ab). Similarly to MEDUSA-1.0, to-
- tal iron was initialised using an iron field derived from a long-
duration simulation of a lower resolution GC4rekh et a.
2005 Dutkiewicz et al, 2005. DIC and alkalinity were ini-

D3frac fast detritus fraction of mesozooplankton grazing 0.80

"0 S%(;%e]f;?;‘_éé%%” fain ratio scalar 0.026 tialised using a modified form of the GLODAP climatology
- (Key et al, 2009. It was assumed that GLODAP’s pre-

0 thermodynamic calcification rate power 0.81 industrial DIC field is approximately valid for the 1860 start
Ridgwell et al.(2007) of this simulation, though this approach has known issues
- concerning the ocean’s anthropogenicG¥entory in 1860

Morg organic carbon massnole ratio, C 12.011 (e.g.Yool et al, 2010.
g(molCy-* The GLODAP fields used here required modification

Mcacq ~ calcium carbonate massole ratio, CaC@ 100.086 to account for large regional lacunae including the Arctic
g_(mOI (_:) _ o Ocean, the Caribbean Sea, the Mediterranean Sea and the

Msi b'ogeln's"f Si massmole ratio, SiQ 60.084 Malay Archipelago. These were filled through an approach
g(m_o ) ) , utilising multiple linear regression (MLR) together with the

feaca ;ic('sgﬁirbonate protection ratio 0070 more complete WOA 2009 fields of temperatutecarnini

fsi biogenic Si protection ratio 0.026 e.t .al.’ 20].'0’ salinity (Antonov et al, 20.10.’ DIN, p.hOSphate’
gC(gSiyt silicic acid anq oxygen. For eaf:h missing region, values of

dexcess  €xcess organic carbon dissolution length scale 188 these trace_rs in immediately adjacent areas were used to con-
m struct a uniqgue MLR. The calculated MLR was then used to

dcacq,  calcium carbonate dissolution length scale 3500 fill the lacuna using field values from the WOA 2009. As
m biogeochemical tracers frequently show strong vertical gra-

ds; biogenic Si dissolution length scale 2000 dients, separate MLRs were constructed for a series of inter-
m vals down the water column (0-50, 50-100, 100-200, 200—

AN benthic N remineralisation rate 0.05 500, 500-1000, 1000-2000, below 2000 m). This procedure
d-t was used first with alkalinity, and then the resulting alkalin-

Asi berlnhic Si dissolution rate 0.01 ity field was added to the list of input fields for the construc-
d- tion of MLRs to fill DIC lacunae. While extrapolating in this

Ac benthic C remineralisation rate 0.05 fashion is likely to introduce some spurious values, particu-
d _ _ _ larly where WOA 2009 fields are already uncertain (e.g. the

e gﬁ?th'c CaC@dissolution rate 0.01 Arctic Ocean), it resulted in fields of DIC and alkalinity that

appeared more credible than extrapolation by simple flood-
filling was able to achieve.

All other model tracers (plankton and detritus) were ini-
tialised to arbitrary small values. Benthic reservoirs of nutri-
ents, carbon and CaGQvere set to zero. Note that, unlike
To prevent excessive drift, sea surface salinity (SSS) is rein MEDUSA-1.0, no coastal relaxation fluxes were applied to
laxed towards that derived from HadGEM2-ES. Unlike sim- nutrients (N, Si) in MEDUSA-2.0. This change reflects both
ulations under DFS4.1, where an invariant monthly mean cli-the switch to forcing periods outside the “present-day”, and
matology of SSS values is used, here the SSS target corthe finding inYool et al. (2011 that this relaxation scheme
sists of a monthly time series running across the forcing pe-did not universally emulate the riverine addition of nutrients
riod. The relaxation timescale is approximately 30 days foras originally intended.
the open ocean, and 12 days under sea ice. The freshwater
budget is also monitored for imbalances between integrated
downward and upward fluxes, and a correction term appliedd Results
between years (i.e. an imbalance in year X is corrected for in
year X+ 1). In this section, a selection of model results are presented with

Further details concerning physical model configurationthe aim of providing an overview of Ebusa-2.0's perfor-
can be found irBarnier et al.(2009, Penduff et al(2007) mance. In the first instance, model outputs that can be com-
andPenduff et al(2010, but note that these describe higher pared to observational fields are presented. These are fol-
resolution instances of NEMO. lowed by Taylor diagrams that aim to provide a quantitative
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Table 6. MEDUSA-2.0 switches.

jphy switches phytoplankton maximum growth between temperature independef¢aiid de-
pendence=£ 1); the default igphy =1

jmpn switches non-diatom phytoplankton density-dependent mortality between liredy, (
quadratic £ 2), hyperbolic £ 3) and sigmoid£ 4) forms; the default igmpn =3

jmpd asjmpn but for diatom phytoplankton

jmzmi asjmpn but for microzooplankton

jmzme asjmpn but for mesozooplankton

jmd asjphy but for detrital remineralisation; the defauljimd =1

jliebig switches between multiplicative=(0) and Liebig & 1) phytoplankton nutrient limitation; the
default isjliebig =0

jexport switches between ballas&(l), Martin et al. (1987 (=2) andHenson et al(201]) (=3)
export submodels; the defaultjexport =1

jrratio switches between EbUsA-1.0 (= 0), surfaceQcgicite (= 1) and localQ¢gicite (=2) CaCQ
production; the default igratio =2

jocalcced switches between specified lysocline §; MEDUSA-1.0) and one calculated froMg/cite

(=1); the defaultigocalccd =1

evaluation of performance (cf. space and time). Next,scale that MDUSA-2.0 is simulated at. In the case of sur-
model fields of interesting but unmeasured (or unmeasurface chlorophyll, this is now estimated by remote sensing at a
able) properties are shown to illuminate notable aspects ofine spatial scale on a continuous basis. Dissolved tracers are
MEDUSA-2.0. To illustrate the model’s stability and drift, much less well-sampled, but coverage has still been sufficient
some plots of the time evolution of busA-2.0 are shown.  for high quality climatologies of each to be assembled. Sec-
This format of presentation and analysis is generally repetondly, they generally represent quantities that are believed to
itive of that for MEDUSA-1.0 as described ifvool et al. be the foundation of biological oceanography. Nutrient distri-
(2011). However, since the simulation of busA-2.0 here  butions, for instance, play a critical role in structuring ocean
is of considerably longer duration than than analysed forcommunities in both space and time, while primary produc-
MEDUSA-1.0 (146 yr versus 41 yr), the results are of partic- tion is the overwhelming route by which energy-rich organic
ular interest because they permit evaluation of the model'scarbon enters the marine food web. Thirdly, their measure-
longer-term behaviour and stability. To extend the utility ment is well-defined and open to relatively little ambiguity.
of this analysis, it concludes with an intercomparison of Properties that are more directly related to biological enti-
MEDUSA-2.0 with a selection of CMIP5 models. ties or processes can be more difficult to measure in the field,

Observational fields used in comparison with and more difficult to marry with model “equivalents”. That
MEDUSA-2.0 are comprised of WOA 2009 nutrients said, synoptic estimates of primary production — a property
(Garcia et al. 20108, SeaWiFS chlorophyll @’'Reilly examined here — still carry relatively high uncertainty, as ev-
et al, 1998, estimated primary productionBéhrenfeld idenced by the range in estimates produced from the same
and Falkowski 1997 Carr et al, 2006 Westberry et a.  inputs. Finally, and this is in part a corollary of the above,
2008, GLODAP carbon and alkalinityKey et al, 2004 they are properties which, if modelled poorly, can cast legit-
and air—sea C®exchangeTakahashi et al2009. Because imate doubt over the utility of a biogeochemical model as a
of its biogeochemical importance, and the diversity in whole. Models will always have discrepancies with observa-
estimates of it, observational primary production is drawntions, but any systematic failure to capture at least qualitative
here from three empirical models: VGPNBéhrenfeld and  aspects of these quantities in particular will strongly suggest
Falkowski 1997); Eppley-VGPM (Carr et al, 2009; and model weakness.
CbPM (Westberry et a).2008. The observational fields of Note that, as well as from these geographically synoptic
chlorophyll and productivity used here represent averagesields, MEDUSA-2.0 is also compared with more sparse ob-
over the same 5yr period from 2000 to 2004 inclusive, andservations of modelled quantities such as zooplankton and
this same period is used throughout the following analysiswith globally integrated estimates of quantities such as bio-
as a standard interval except where noted. genic opal production.

The philosophy behind selecting these fields for the pur-
pose of model validation has several facets. Firstly, they
are ocean properties that have been observed at the global
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Observed, JJA Simulated, JJA Observed, JJA Simulated, JJA

7
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Fig. 4. Observational (World Ocean Atlas, 2009; left) and simulated Fi9. 5- Observational (World Ocean Atlas, 2009; left) and simulated
(right) surface dissolved inorganic nitrogen for northern summer ("ight) surface silicic acid for northern summer (June-July-August;
(June-July-August; top) and northern winter (December-January{OP) and northern winter (December-January-February; bottom).
February; bottom). Concentrations in mmotfa In passing, note ~ concentrations in mmol e,

that in this and subsequent geographical plots, the Mollweide equal

area projection has been preferred in order that ocean regions al Observed, Atlantic Simulated, Atlantic

presented without undue emphasis.

4.1 Validation

Latitude [°N]

Figures4 and 5 compare MEDUSA-2.0’s performance in
representing, respectively, surface concentrations of the
macronutrients DIN and silicic acid (note that here, and
subsequently, “surface concentration” refers to concentratior__
within the uppermost model level, 0.00-6.06 m). In the caset
of DIN, MEDUSA-2.0 shows generally good agreement in
the Northern Hemisphere, but with noticeably higher con-
centrations in both equatorial upwelling regions and in the
Southern Ocean. A similarly strong Southern Ocean bias

Latitude

e R m—“

—90F -90
JFMAMIJI JASOND JEFMAMIJI JASOND

was found with MEDUSA-1.0, though equatorial waters there Time [month] Time [month]
showed a slight bias in the opposite direction. Silicic acid (Y DY TR |
concentrations are very similar between botBdSA ver- 0 10 20 30

sions, and show the very same patterns of bias. Most NOgig g Hoymgller diagrams of observational (World Ocean Atlas,
ticeably, markedly elevated Southern Ocean concentration$ioog; left) and simulated (right) monthly surface dissolved inor-
uniformly too-low equatorial concentrations, and concentra-ganic nitrogen, averaged zonally for the Atlantic (top) and Pacific
tions in the Northern Pacific lower than those observed in thisibottom) basins. Concentrations in mmol N'th
HNLC region. Figures and7 show corresponding, basin-
averaged Hovmoller diagrams of DIN and silicic acid for the
Atlantic and Pacific Oceans. ably those of silicic acid. A similar problem in the Southern
Focusing on the deep ocean, Figsand 9 show zon-  Ocean was noted byool et al.(2011) and ascribed to a de-
ally averaged sections of DIN and silicic acid down the ficiency in NEMO, but the problem here is somewhat worse
Atlantic and Pacific basins (the Atlantic includes the Arc- and that this may stem from the change in surface forcing.
tic Ocean; both basin sections include the Southern Ocean). An examination of the large-scale circulation of the run
In both cases, most large-scale structure has persisted ifinds that the Antarctic Circumpolar Current (ACC) is signif-
MEDUSA-2.0 across the run duration. However, there areicantly stronger (220 Sv) in this simulation compared to that
some important differences, of which the Southern Ocean isised with MEbusA-1.0 (160 Sv), and toward the high end of
the most extreme. In this region, excessive ventilation acts tother models (CMIP5 range of 90-264 SMgijers et al,
homogenise horizontal and vertical gradients, most notice2012. This is associated with stronger Antarctic Bottom
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fields of zonally averaged silicic acid for the Atlantic (top) and Pa-

Fig. 7. Hovmdller diagrams of observational (World Ocean Atlas, cific (bottom) basins. Concentrations in mmol Sifn

2009; left) and simulated (right) monthly surface silicic acid, av-
eraged zonally for the Atlantic (top) and Pacific (bottom) basins.

C trations i ISim. . -
oncentrations in mmor=t (and similarly for DIC and alkalinity; Figsl 7 and18). How-

ever, as noted above, much of the zonal structure in the rest of
Observed, Atlantic Simulated, Atlantic the World Ocean is maintained, even in the case of dissolved
- oxygen. So while an improved circulation state would cer-
tainly be preferred, the impacts fordfdusa-2.0 of NEMO'’s
“robust” Southern Ocean ventilation are somewhat restricted.
Leaving aside these significant circulation-driven changes
in tracer distributions, the section-averages of Fggnd26

Depth [km]
wn AW N - O

6 6 indicate that MEDUSA-2.0 itself may also be a source of
-90 =60 =30 0 30 60 90 -90 -60 -30 0 30 60 90 model-observation discrepancy. In both the real and mod-
Observed, Pacific Simulated, Pacific elled oceans, the remineralisation of sinking detrital mate-
T 0 A ( 50 rial results in concentrations of DIN being generally elevated
! ' 40 with depth, while those of dissolved oxygen broadly decline.
§§ § 30 However, in the case of EbusaA-2.0, the highest DIN con-
§4 . 20 centrations, and lowest oxygen concentrations, occur at no-
B s s 0 ticeably shallower depths than in the WOA (2009). This is
¢ 6 most pronounced in the Pacific panels of Fgand26, but

90 260 30 0 30 60 90 -9 —60 30 0 30 60 9% this mismatch is also apparent in the Atlantic panels. While

Latimde [°N] Latimde [°NJ deficiencies in circulation will also play a role, the reminer-

Fig. 8. Intercomparison of observational (left) and model (right) @lisation of sinking detrital material at depths that are too
fields of zonally averaged dissolved inorganic nitrogen for the Shallow plays a part. There are a number of parameters in
Atlantic (top) and Pacific (bottom) basins. Concentrations in MEDUSA-2.0 that may be implicated in this including the
mmolNm—3, remineralisation rate of slow-sinking detrital particless,

the corresponding sinking velocitygy, and the remineral-

isation length scale of fast-sinking detritufsycess Ironi-
Water (AABW) formation around Antarctica, and leads to cally, one of these parametensy, was changed from its
enhanced ventilation of the deep Atlantic and Pacific basinsMEDUSA-1.0 value to improve model behaviour, and was al-
In turn, this tends to erode deep gradients in nutrients thatered in exactly the direction that would cause the current
can be seen in the WOA (2009) panels of Figgnd9 but mismatch. Note, however, that the convolution of biogeo-
which are much weaker in the correspondingdlsa-2.0 chemical processes and circulation (as well as the long spin-
panels. This enhanced ventilation is even clearer in the casep periods required to detect model-observation mismatch)
of dissolved oxygen, Fig26, where strong vertical gradients prevents a clean separation or quantitative evaluation of the
in the Southern Ocean are strongly eroded iBOMSA-2.0 cause or causes of discrepancies such as this.

=3
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Fig. 10. Observational (SeaWiFS; left) and simulated (right) sur- Time [month] Time [month]
face chlorophyll for northern summer (June-July-August; top) and 0(‘;-51121:-]10
northern winter (December-January-February; bottom). Concentra- ' '
tions in mgchlnT. Fig. 11. Hovméller diagrams of observational (SeaWiFS; left) and

simulated (right) monthly surface chlorophyll, averaged zonally for
the Atlantic (top) and Pacific (bottom) basins. Concentrations in

. . mgchini3.
Returning to the surface ocean, Figé.and11 compare g

MEDUSA-2.0’s simulated total chlorophyll (non-diatom plus
diatom) to corresponding SeaWiFS fields (note that a log- Observed, NPP, JJA Stmulated, JJA
arithmic colour scale is used to best represent the large = TR
range in ocean colour). Not uncommonly for ocean models,
and similarly to MeDUSA-1.0, the representation of chloro-
phyll exhibits significant discrepancies with observations.
MEDUSA-2.0 shows much less pronounced seasonality, par:
ticularly at higher latitudes in the Northern Hemisphere, and
spatial boundaries that are significantly more sharply definec Observed, NPP, DJF Simulated, DJF
and consistently lower “background” chlorophyll concentra-
tions in the ocean gyres. While the latter regions are not pro-
ductive areas of the ocean, they represent a significant frac
tion of its total area. This was also noted wittEBUSA-1.0,
and speculatively attributed to the assumption of geographi-
cally invariant nutrient kinetics. This prevents model phyto-
plankton from adapting to oligotrophic conditions when, in 0 05 1 15
?ﬁi:ﬁa;tﬁirlzddon;_tﬁm ;‘V"e‘ﬁ"gﬁv'jrﬁﬂcesg?gi ;ﬂ;’rjnﬁ}'jfr:]'cpﬁ'grig. 12. Observational (lef) and simulated (right) integrated pri-
o . . mary production for northern summer (June-July-August; top) and
rgmeterlzatlon of eqosySFe,m aCtor,s IrEBUSA, it may be northern winter (December-January-February; bottom). The obser-
difficult to resolve this deficiency W|thoqt more fundamen.tgl vational field shown here is an average of the VGPM, Eppley-
changes to the model framework. For instance, the addition,Gpm and CbPM estimates. Production in g Cfa—1.
of further phytoplankton types with parameter values more
“at home” in oligotroph conditions.
Figuresl2and13compare MDUSA's simulated total pri-
mary production (non-diatom plus diatom) to a simple aver-of the spatial and seasonal patterns in productivity, though it
age of the estimates of the VGPM, Eppley-VGPM and CbPMdoes show significant systematic differences as well. These
models. The average estimated production has been usedclude: consistently low subtropical gyre productivity; el-
here both to simplify intercomparison and because, whileevated productivity in iron-limited regions including the
sharing inputs, the separate estimates disagree significant§outhern Ocean, equatorial Pacific and (seasonally) North
with one another (to the extent that model-observation dif-Pacific; and a weaker bloom across the North Atlantic. In
ference is comparable with the range of observational estiterms of total oceanic primary productioneMusa-2.0 pre-
mates; Fig48). In broad terms, MDUSA-2.0 captures some dicts 41.6 PgCyrt, a value slightly below the bottom of the
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Observed, NPP, Atlantic Simulated, Atlantic Extending beyond MbDusa-1.0, Fig. 16 compares
MEDUSA-2.0’s surface fields of 1990s average DIC and al-
kalinity concentration with those from the GLODAP clima-
tology. As with preceding fields, there is broad agreement,
but a number of notable differences. In the case of DIC,
regions of high concentration are typically slightly higher
(< 50 mmolCnT3) in MEDUSA-2.0, with the greatest differ-
ence occurring adjacent to Antarctica. In the case of alkalin-
ity, the Southern Ocean again shows elevated concentrations
caused by the increased ocean ventilation in this region men-
tioned earlier, but in the Pacific discrepancies are generally
downwards. While, again, circulation deficiencies are in part
responsible, excessive production in the Pacific, particularly
in the equatorial region, is responsible for this discrepancy.
In this region, MEDUSA-2.0’s rain ratio formulation means

Latitude [°N]

Latitude [°N]

90— 90 i ; :
JEMAMIJ JASOND JEMAMIJ JASOND that elevated primary production and export also drives a
Time [month] Time [month] . ..
Bs o6 ‘Emas B stronger export of CaC§£- with lower surface alkalinity a
0 05 1 15 principle result. As Fig19 shows, this general pattern of el-

_ . _ ) _ evated DIC but decreased alkalinity also manifests in other
Fl_g. 13. Hovmoll_er diagrams gf observatlongl (left) and simulated g, f5ce properties. Here, modelled pH is globally lower than
(right) monthlly integrated primary productlon,.averaged zpna{ly that estimated from GLODAP, with the result thg,cite IS
for the Atlantic (top) and Pacific (bottom) basins. Production in - ’ . _ .
gCm2d-1, a!s_o Iowe_r than that estimated, thpugh_lnsufﬂmently to sig-

nificantly impact Eq. 92) and the rain ratio of export.

Following on from this, Fig.20 shows a comparison of
the observationally based lysocline (calculated from WOA
and GLODAP fields) with that simulated by dusa-2.0

broad range of the observational estimates, 58.8, 60.4 antbr the 1990s (which corresponds to GLODAP’s “present-
46.3PgCyr! respectively (and below that of sbusa-1.0; day”). In both cases, the same carbonate chemistry routine
45.3PgCyrl). used in MEDUSA-2.0 is used to calculat®cgcites @nd the
Figuresl4-15show the corresponding model-observation CCD shown is the shallowest depth at whifh,icite has
comparisons using Taylor diagrams. These illustrate both th@ value below 1.0 (i.e. the first depth at which the con-
correlation between (circumference axis) and relative vari-centration of C@_ is undersaturated). While the two maps
ability (radial axis) of model and observations. For each com-broadly agree in terms of overall pattern, there are several re-
parison two plots are shown. The first uses annually avergions where there are significant differences and — globally
age fields, but separates the analysis between major oceaveraged — modelled CCD is noticeably shallower, 2646 m
regions; the second uses globally average fields, but sepcompared to 2864 m from observations. The Arctic (model
arates the analysis between months. In all cases, models. observations: 1347 m vs. 1347 m) and Indian (3322m
observation agreement is greater the closer plotted data anes. 3308 m) basins have very close average CCDs, but the
to the red/black bullseye on the horizontal axis. Southern (3318 m vs. 3166 m), Atlantic (3165 m vs. 3341 m)
Similarly to MEDUSA-1.0, the best agreement occurs with and, especially, the Pacific (2008 m vs. 2482 m) oceans show
nutrient fields, particularly DIN. While there remains signif- much larger discrepancies. Throughout much of the World
icant scatter, MDUSA-2.0 generally shows good correlation Ocean, these differences are caused by relatively minor re-
with World Ocean Atlas 2009 fields, and comparable magni-arrangements of the vertical gradients of DIC and alkalin-
tudes of variability. In the case of surface silicic acid, there isity by modelled circulation and biogeochemistry. In the case
considerable variability between basins with the Pacific per-of the eastern Pacific, the large errors in CCD depth are a
forming very poorly, and the Indian exhibiting significantly direct result of the excessively shallow remineralisation of
elevated variability. Much as with Ebusa-1.0, agreement  sinking organic material previously identified in the zonal
is still very weak in the case of chlorophyll, where the sections of dissolved inorganic nitrogen, carbon and, espe-
model both correlates poorly and shows much less variabilitycially, oxygen (Figs8, 17 and26). Between 150 and 1500 m
than the observed SeaWiFS fields. Although estimated prodepth, this region shows significantly elevated concentrations
ductivity is based on the same SeaWiFS chlorophyll fields,of DIC that depart markedly from observations, with the re-
MEDUSA-2.0’s agreement with the three productivity models sult that values 0f2¢4cite drop below 1.0 much closer to the
is actually much greater, particularly the VGPM and CbPM surface than in reality. Near-surface value$2fcite are nat-
models (results not shown), although correlations are still rel-urally less than 2.0 in this region, so model errors of this kind
atively weak. can easily impact CCD. They also, in part, reflect positive
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Fig. 14. Taylor diagrams of spatial (left) and temporal (right) model-observation comparisons for surface dissolved inorganic nitrogen (top)
and silicic acid (bottom). In the leftmost panels, simulated annual means for different regions are compared to corresponding observational
fields. In the rightmost panels, simulated global average means for different months are compared to corresponding observational fields.
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Fig. 15.Taylor diagrams of spatial (left) and temporal (right) model-observation comparisons for surface chlorophyll (top) and integrated pri-
mary production (bottom). In the leftmost panels, simulated annual means for different regions are compared to corresponding observational
fields. In the rightmost panels, simulated global average means for different months are compared to corresponding observational fields.
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Fig. 16. Observational (GLODAP; left) and simulated (right) sur- Fig. 18. Intercomparison of observational (left) and model (right)

face dissolved inorganic carbon (top; mmoICﬁ) and surface al-  T€lds of zonally averaged alkalinity for the Atlantic (top) and Pa-
kalinity (bottom: meqm3). cific (bottom) basins. Note that the GLODAP climatology has no

values within the Arctic. Concentrations in megjf
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fields of zonally averaged dissolved inorganic carbon for the At-
lantic (top) and Pacific (bottom) basins. Note that the GLODAP
climatology has no values within the Arctic. Concentrations in
mmol C 3.

Fig. 19. Observational (GLODAP; left) and simulated (right) sur-
face pH (top; —) and surfac®cg|cite (bottom; —).

Changing to the ocean carbon cycle’s interaction with the
feedback driven by the ballast submodel: too-shallow rem-atmosphere, Fig21-24 compare McDUSA-2.0 to observa-
ineralisation increases near-surface DIC; this decreases locéibnally derived fields ofApCO, and air-sea C®flux for
Qcalcite, this shallows the depth at which Cag@issolves;  year 2000 Takahashi et al2009. The former is simply the
this decreases the “protection” offered to sinking organic ma-ocalised difference between surface oced®O, and that
terial by ballast; and, in turn, this shoals remineralisation andof the atmosphere (assumed a globally uniform but time-
increases near-surface DIC. It is difficult, however, to deter-varying quantity in the model). The latter is an estimate of
mine whether such feedback is the original cause of this errothe actual net exchange of GBetween the ocean and the at-
or merely a downstream consequence of some other problemmosphere (where positive values indicate net air-to-sea flux),
with NEMO or MEDUSA-2.0 (e.g. physical circulation; bio- based onApCOy, air pressure, piston velocity and sea-ice
geochemical parameter changes). concentration.
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Observed, Atlantic Simulated, Atlantic
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Fig. 20. Calcite compensation depth (CCD) as calculated from ob-
servations (left) and MDUsA-2.0 (right). The CCD is defined here
as the depth at which carbonate ion concentration falls below the
local saturation concentration, that is, wheeg,cite falls below
avalue of 1.
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Fig. 22. Hovméller diagrams of observationalgkahashi et al.
2009 left) and simulated (right) monthiApCO,, averaged zon-
ally for the Atlantic (top) and Pacific (bottom) basinspCO, in

ppm.
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Fig. 21. Observational Takahashi et 812009 left) and simulated
(right) surfaceApCO, for northern summer (June-July-August;
top) and northern winter (December-January-February; bottom).

ApCOy in ppm.

With ApCO,, MEDUSA-2.0 generally shows similar ge-
ographical patterns of excess or deficiteMUsA-2.0 tends -04 =020 02 04 06

to show somewhat exaggerated patterns with regions such g§y >3 opservational Takahashi et al2009 left) and simulated

the northwest Pacific showing a stronger winter deficit, and(right) air-sea C@ flux for northern summer (June-July-August;
others such as the Pacific upwelling showing a much strongefop) and northern winter (December-January-February; bottom).
year-round excess. In contrast, and as B@gmore clearly  Air-sea CQ flux in molCm~2month 1.

shows, MEDUSA-2.0 shows much weaker seasonality in the

Southern Ocean, where estimated summer deficits and win-

ter excesses are not well represented. Switching to Bys. probably an underestimate because of undersampling (which
and 24, and the actual air-sea exchange of ,Cte situa-  they suggest would increase it to 1.6 PgCYr

tion is somewhat improved with Ebusa-2.0’s flux mag- MEDUSA-2.0 also exchanges oxygen with the atmosphere
nitudes more in agreement with those estimated. There arbut, as Fig.25 illustrates, its solubility is both greater than
still, however, problems in the Southern Ocean, where theéhat of CQ and is strongly temperature-dependent. As a re-
model misses periods of strong in- and out-gassing at thesult, though there are discrepancies iEMSA-2.0's pre-
most southerly latitudes. Globally integratedeMusA-2.0 diction of surface dissolved oxygen concentrations, the mod-
estimates a net air-sea flux of 1.35PgClycompared to elled seasonal distributions are very similar. What differences
Takahashi et al(2009's estimate of 1.42 PgCyt. Note  there are occur in the over-ventilated Southern Ocean, and
thatTakahashi et a{2009 believe that this direct estimate is in areas where large-scale circulation produces strong sea
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Observed, Atlantic Simulated, Atlantic Observed, JJA Simulated, JJA
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Fig. 25. Observational (World Ocean Atlas, 2009; left) and sim-
05 0 0.5 ulated (right) surface dissolved oxygen for northern summer
(June-July-August; top) and northern winter (December-January-
Fig. 24. Hovmoller diagrams of observationalgkahashi et al.  February; bottom). Concentrations in mmel@ 3.
2009 left) and simulated (right) monthly air—sea g@®ux, aver-
aged zonally for the Atlantic (top) and Pacific (bottom) basins. Air—

i Observed, Atlantic Simulated, Atlantic
sea CQ flux in molCm2month 1.

Depth [km]
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surface temperature features that are displaced in NEMO. Fc
example, in the North Atlantic, where the position of the Gulf ¢
Stream determines SST gradients and, thus, those of surfac -9 -0 =30 0 30 60 90 -
dissolved oxygen. As previously noted, F&f shows larger Observed, Pacific Simulated, Pacific
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o
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discrepancies at depth, caused in part by circulation deficien © 0
cies (Southern Ocean; all depths) and partly lsoMsA-2.0 ! ! 300
itself (Pacific; midwater). In terms of ocean anoxia, sub- £ 2 i 200
oxic regions & 20 mmol @ m~3) occupy 13.1x 10°km?3 gi A
in the WOA but are more than double this ireMusa-2.0at = | 5 100

30.4x 10°Pkm®. 6 6

Switching to ecosystem properties for which observations -9 -60 30 0 30 60 90 90 -60 -30 0 30 60 90
. A . Latitude [°N] Latitude [°N]

are less synoptic, Fig2.7-35 show seasonal and geographi-

cal plots for a range of model fields. Fig. 26. Intercomparison of observational (left) and model (right)
Figures27 and28respectively show the split between sur- fields of zonally averaged dissolved oxygen for the Atlantic (top)

face biomass and integrated production foEDUSA-2.0's and Pacific (bottom) basins. Concentrations in mmat0O 3.

two phytoplankton groups (shown on the same colour scales

to facilitate intercomparison). Much as witheMusa-1.0,

non-diatoms are dominant across most of the World Ocean, The left panels of Fig29 show the fraction (0-1) of total

and particularly in the oligotrophic gyres, where diatom primary production that MDuUsA-2.0 predicts for the upper

abundance and productivity is extremely low. However, di- mixed layer, with the remainder occurring deeper in the wa-

atom biomass can seasonally exceed that of the non-diatomter column, often in simulated deep chlorophyll (or produc-

in regions such as the North Atlantic, and they still con- tivity) maxima. In general, this fraction is lower in the sum-

tribute modestly to total primary production (15.9 %; 17.0 % mer, when nutrients are more limiting than light, and higher

in terms of total nitrogen biomass). Observational estimatesn the winter, when light limits production more. Patterns are

of this fraction at the global scale are rare. While a survey byless clear in the tropics and upwelling regions where the in-

Mann (1999 suggested 40-45 %, this is much greater thanterplay of nutrient and light availability is more complex. In

that estimated by either Bbusa-2.0 or localised observa- the case of northern latitudes, the ratio generally shifts be-

tions (13—-34 %;Nelson and Brzezinskil997 Blain et al, tween 0.5 and 1.0, but in the Southern Ocean the seasonal

1997 Brzezinski et al.1998. range is 0.7-1.0, reflecting this basin’s all-year macronutrient

0
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Fig. 27. Simulated surface non-diatom phytoplankton (left) and Fig. 29. Simulated mixed layer primary production fraction (left)

diatom phytoplankton (right) concentrations for northern summer@nd Seéﬂoor detrital flux (right) for northern summer (JU”E'JUW'_
(June-July-August; top) and northern winter (December-January/AUgust; top) and northern winter (December-January-February;
February; bottom). Concentrations in mmot#a bottom). Production fraction is dimensionless; seafloor detrital flux

in mg cnr2d~1, and shown on a logarithmic scale.

Pn production, JJA Pd production, JJA

the tropics, with the actual magnitude of supply to the ben-
thos strongly tied to seafloor depth (e.g. compare North Sea
and Patagonian Shelf regions with adjacent deep water re-
gions). Aside from this depth effect, the seafloor supply of
organic material mirrors that of its source, primary produc-
tion, and so discrepancies in the former (e.g. the excessive
seafloor flux around Antarctica) are simply symptomatic of
problems in the latter. Predictably, the seafloor distribution of
organic material (results not shown) largely follows this input
of sinking detrital matter. Globally integrated,BdusA-2.0
has an inventory of 62.27 MtC of benthic organic carbon,
witha C: Nratio, 672: 1, higher than that of surface plank-
ton. This higher ratio is driven by the (marginally) preferen-
tial remineralisation of nitrogen in slow-sinking detritus. Dy-
Fig. 28.Simulated non-diatom (left) and diatom (right) primary pro- namically, after an immediate spike following initialisation at
duction for northern summer (June-July-August; top) and north-zero, this total inventory is quickly approached (within 5yr),
ern winter (December-January-February; bottom). Production ingnd the long-term, interannual behaviour of this reservoir
gCm2d~1. tracks that of overlying primary production (see later). The
reservoirs of inorganic benthic material, silica and CaCO
behave similarly, though with slightly greater stability since
availability. Integrating to the global scale, slightly more than the modelled production of both of these biominerals has
two-thirds (67.3 %) of production occurs in the mixed layer lower variability with time.
in MEDUSA-2.0, and while there is geographical variationin ~ Following up on ocean productivity, Figd0 shows the
this fraction between basins, the Southern Ocean is the mogtatterns of limitation by nutrients for both modelled phy-
different at 85.8 %. toplankton groups. The leftmost panels show overall phyto-
The right panels of Fig29 instead show ocean produc- plankton growth limitation by nutrients (separate from light),
tivity from the perspective of the benthic communities that while the rightmost panels indicate which nutrient provides
ultimately rely on them. The panels are shown on a logthe strongest limitation. In the case of diatoms, nitrogen and
scale because the geographical variability of export pro-ron limitation are joined by silicon limitation. In broad out-
duction is compounded exponentially by variability in the line, nitrogen is most limiting for both phytoplankton groups
seafloor depth that sinking material needs to reach. It show oligotrophic gyres, while iron plays a more significant
strong seasonality at high latitudes and low seasonality irrole in high latitude regions, particularly the Southern Ocean,
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and the equatorial Pacific. Note that, although iron is indi- Pn summer limitation Pd summer limitation
cated as most-limiting in both the north Atlantic and Pacific, Z = e~
its impact is greater in the Pacific, particularly in the east-
ern region. For diatoms, the boundaries between regions ¢
N- and Fe-limitation are typically where Si-limitation oc-

curs, though in the North Atlantic in particular, the scarcity
of silicon almost completely displaces iron stress. The geo-

graphical patterns in EDusa-2.0 generally parallel those of 0 02 04 06 08 1
MEDUSA-1.0 (and other model#/oore et al, 2004, though Limitation [~]
the change in dust deposition forcing means that the equatc Pn summer limitation Pd summer limitation

rial Pacific experiences a greater degree of iron limitation. As
this is one of the more productive regions ireBUSA, this
iron-mediated change also decreases total oceanic primal
production.

Switching from the production of organic material, F33.
shows the seasonal production of the biominerals opal ant
CaCQ. As with the preceding plots, production of both is N Fe Si
highly seasonal at high latitudes, and more constant at low Limiting nutrient [-]
latitudes. Because of the differential availability of silicic Fig 30, Simulated summertime average non-diatom (top) and di-
acid, opal production is highest in the North Pacific and atom (bottom) integrated nutrient limitation (left) and most-limiting
Southern Ocean, higher even than that in the tropics, thoughutrient (right). Limitation is weighted by biomass and integrated
the latter’s annual constancy leads to greater overall profor the full water column. Limitation is dimensionless.
duction. Patterns of CaCGproduction — technically its ex-
port in MEDUSA-2.0 — are similarly seasonal, though the
northern Atlantic and Pacific basins swap from the patterns
shown with opal. However, within the northern reaches of
both basins, opal and Ca@@roduction show different, non-
overlapping geographical patterns. Global total opal pro-
duction in MEDUSA-2.0 is 194 Tmol Siyr!, around 20 %
lower than that estimated byréguer et al.(1995 (and
lower than that in MDUSA-1.0). Total CaC@ export in
MEDUSA-2.0 is 0.41PgCyr!, at the bottom end of the
broad 0.4-1.8PgCyt range estimated byoney et al.
(2009.

Switching again, this time to the consumption of organic
material, Fig.32 shows the seasonal distributions of sur-
face concentrations of both zooplankton groups. Unsurpris:
ingly, both show the same strong seasonality at high lat-
itudes already seen. Though they have slower maximuny
growth and are less efficient at lower prey concentration, therig. 31. Simulated diatom biogenic opal (left) and calcium car-
wider range of available prey types provides a wider baseponate (right) production for northern summer (June-July-August;
for mesozooplankton and, coupled with their role as preda+top) and northern winter (December-January-February; bottom).
tor, makes them dominant in terms of biomass over micro-Biogenic opal production in mmol Sinfd~?1; calcium carbonate
zooplankton. Figureé3 compares the spatio-temporal dis- Production in mmolCm?2d=1.
tribution of surface mesozooplankton inBdusA-2.0 with
observational data from the COPEPOD datab&8r(en,

2005. Because of the relative scarcity of zooplankton data,MEDUSA-2.0's southern hemisphere summer peak of meso-
annual means and seasonal zonal means are used. In gereoplankton is displaced northwards by more thah 15
eral, though MDUSA-2.0 has similar patterns of geograph-  Figures34 and 35 show the production of the two size
ical distribution (which ultimately relate to those of phyto- classes of detritus in Ebusa-2.0, and the export of this
plankton), Fig.33 shows that the model broadly overesti- material to the deep ocean. As withedusa-1.0, the pro-
mates abundance. This overestimation is greater at highedtuction of small particles dominates in the surface ocean
latitudes during summer months, an&MJsA-2.0 underes-  (70.6 %), but this dominance declines down the water column
timates winter abundance at the same latitudes. Noticeablyas these particles are quickly remineralised, such that, by
100 m, small particles are the minority component of the

Calcium carbonate, JJA

Biogenic opal, DJF Calcium carbonate, DJF

2 4 6 8 10 1D 1 2 3
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Microzooplankton, JJA Mesozooplankton, JJA Slow detritus, JJA Fast detritus, JJA

Fig. 32. Simulated surface microzooplankton (left) and mesozoo- Fig- 34. Simulated slow (left) and fast (right) detritus production
plankton (right) concentrations for northern summer (June-July-for northern summer (June-July-August; top) and northern win-
August; top) and northern winter (December-January-February{€r (December-January-February; bottom). Detritus production in
bottom). Concentrations in mmolT. mmolNm~2d~".

Slow detritus, 100 m, JJA
Observed, annual
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Fig. 35.Simulated slow (left) and fast (right) detrital sinking fluxes

Fig. 33. Global, annual average observed (top left) and simu-at 100 m for northern summer (June-July-August; top) and northern
lated (top right) surface mesozooplankton, and zonal average northwinter (December-January-February; bottom). Detritus production
ern summer (June-July-August; bottom left) and northern win-in mmolNm-2d~=1.
ter (December-January-February; bottom right) surface mesozoo-
plankton concentrations. Observations drawn from the COPEPOD
database®'Brien, 2005. Concentrations in mg CTe. bon units). As with zooplankton earlier, such observational

data is relatively rare, and is plotted here as individual sites

on a global map. Model output is plotted as the field of de-
export flux (38.8%). By 1000 m, small particles are of al- trital flux at 2000 m overlaid with 3x 3° averages of this

most no importance to abyssopelagic or benthic communitiedield at the same locations as the observations. In general,
(2.2%). As an aside, since large, fast-sinking particles havM EDUSA-2.0 agrees relatively well with data, though there
a narrower spatial distribution of production than do slow- are a number of stations at which modelled fluxes are notice-
sinking particles (per Fig34), deep water benthic communi- ably lower than those observed (e.g. in subtropical stations
ties in MEDUSA-2.0 experience greater variability in supply fringing the oligotrophic gyres). And in the equatorial Pacific
than do shallow water communities. region, MEDUSA-2.0’s excessive productivity is responsible
In terms of model performance, Fig6 compares the total for a mismatch towards higher detrital fluxes than observed.
flux of detritus in MEDUSA-2.0 at 2000 m with the synthesis In passing, note that observations are biased towards loca-
data set oHonjo et al.(2008 (both expressed here in car- tions where fluxes are expected to be appreciable, and that
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Fig. 36. Observed (top) and simulated (bottom) detrital sinking
fluxes at 2000 m. Observations drawn frétanjo et al.(2008. De-
trital sinking flux in mmol CnT2y—1 and shown here on a logarith-
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large regions of less productive ocean are much less well-

sampled. Fig. 37. Simulated vertical profiles of dissolved inorganic nitrogen
To illustrate longer-term trends in the performance of concentration averaged for the World Ocean (top left) and 5 major
MEDUSA-2.0, Figs.37-39 show basin-average vertical pro- regions. Concentrations in mmol NTA. Note that depth is shown
files of several of the model’s major nutrient elements. Sinceon a logarithmic scale.
the model is being simulated for a period during which cli-
mate change is comparatively limited (though anthropogenidion. Note that the vertical scales have been focused to em-
COy is increasing), and since these directly influence the bephasise change across the simulation. Consistent with the
haviour of MEDUSA-2.0’s ecological actors (unlike DIC, al- profile plots above, both surface DIN and silicic acid show
kalinity and oxygen; results not shown), they illustrate the an increase during the simulation, but while DIN continues
degree to which the model has equilibrated. to gradually rise throughout its duration, silicic acid satu-
In the case of nitrogen, per Fig7, while globally there is  rates relatively quickly (by 1880). In the case of DIN, this
a steady rise in near-surface concentrations — and a steady dglobal trend generally reflects that at the surface of the Pa-
crease in deep (2000-5000 m) concentrations — this is largelgific Ocean, but for silicic acid the global trend is driven
driven by changes in the Pacific Ocean, with the other basindy the large increase in surface concentrations in the South-
showing much weaker trends. The pattern of Pacific domi-ern Ocean. The lower two panels show trends in biological
nance in the global signal continues with silicon, per B).  variables that are similar to that of DIN, and this similar-
but surface changes are broadly much less significant. Botlity extends to its source, with, again, changes in the Pacific
elements show rapid and significant changes in the Souther®cean driving the wider global trend. In the case of primary
Ocean that are consistent with the circulation and water masproduction, almost all of the increase during the simulation
changes described earlier. Fig@@&shows the corresponding (5PgCyr 1) is driven by the corresponding increase in the
situation for iron, where the situation is complicated by large Pacific.
removal (scavenging) and addition (aeolian/benthic) fluxes. Finally, Tables7 and 8 intercompare MDuUSA-1.0 and
Here, changes are greatest at depth, where continual scavenglEDUSA-2.0 for a range of common properties on a basin
ing removes deep iron, but there is also a slight general deaverage basis. Tablefocuses on the surface concentrations
crease in the surface ocean. An exception lies with the Indiarof major model components, plankton and nutrients. Gen-
Ocean, which shows almost static surface concentrations. erally, the two models show very similar patterns, though
Complementing these profiles, Fig0 shows annual time this is unsurprising given the relatively minor differences
series of surface nitrogen, silicon and chlorophyll, and in-between their core nutrient dynamics. However, there are
tegrated primary production for the duration of the simula- several notable differences in nutrient concentrations. For
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Fig. 38. Simulated vertical profiles of silicic acid concentration av-
eraged for the World Ocean (top left) and 5 major regions. Concenig 39 simulated vertical profiles of iron concentration averaged

trations in mmol Sim~. Note that depth is shown on a logarithmic ¢4 the World Ocean (top left) and 5 major regions. Concentrations
scale. in pmol Fe nT 3. Note that depth is shown on a logarithmic scale.

instance, surface nitrogen (+9.1 %), silicon (+5.2 %) and iron
(+5.8 %) are elevated globally in &8busa-2.0, but there are

strong regional biases. In the case of the Pacific Ocean, Nable 7. Mean annual (2000-2004) surface concentrations of

trogen increases by +74"_1%’ while iron falls b25.8 %. MEDUSA-1.0 (upper row) and MDUSA-2.0 (lower row) tracers
And some of the largest differences between the models oCtq; Al concentrations are in mmoli#, except Fe which is in

cur in the Arctic Ocean (increased N, decreased Si). In partymol n3.

the longer duration of MDUSA-2.0’s simulation (146 yr ver-

sus 40 yr) appears responsible for these differences, but the Field  World ~ Atlantic  Pacific  Indian  Southern  Arctic
change in iron deposition forcing, especially in the Pacific, 5, 75380 02449 02821 02796 02228 01363
also appears a key factor in the change between the other- 0.2484 01931 0.3024 0.2061 0.2403  0.1632
wise very similar models.

Pd 0.1100 0.1076 0.1027 0.1276 0.1261  0.0646

In terms of major biogeochemical fluxes, TaBlshows, 01017 0.0886 0.1051 0.0780 0.1346 0.1104
again, much congruence betwgen the two_versions of zp 0.1391 0.1269 0.1523 0.1567 0.1170  0.0767
the model. As mentioned previously, the simulation of 01361 00929 01715 01064 01372  0.1069
MEDUSA-2.0 exhibits lower productivity £8.1 %), with

: : Zm 01643 01575 0.1928 0.1869 0.0984  0.0440
knock-on consequences in phytoplankton biomass § %) 01691 04320 02233 01108 01461  0.1082

and opal production £12.3%). CaC@ production is
more substantially impacted-81.3 %), reflecting the com-
pounded declines in both organic production and rain ratio in
MEDUSA-2.0. Via the ballast submodel, decline in the pro-
duction of both opal and CaCGnas a further impact on ex-
port production: in MEDUSA-1.0, 5.3 % of the 100 m flux of
organic matter reached 1000 m, while ireBUSA-2.0, only

4.4 % did.

DIN 6.0084 2.0798 2.3835 2.3214 26.4194 2.3620
6.5577 1.7054 41569 1.5622 25.8858 4.3875

Si 10.6727 1.3420 1.8965 2.2839 57.4320 9.5829
11.2299 25587 1.3104 2.6514 62.0107 2.8387

Fe 0.5059 0.7179 0.3759 0.6497 0.3732 0.7301
0.5354 0.9454 0.2791 0.7427 0.3599  0.9050
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Surface dissolved inorganic nitrogen Surface silicic acid Table 8. Mean annual (2000-2004) biogeochemical properties in
7 12 MEDUSA-1.0 (upper row) and MDuUsA-2.0 (lower row). Units in-
- 65 o 11 4 dicated for each property.
s £ 10
S 55 3 g Field World  Atlantic ~ Pacific  Indian  Southern  Arctic
E .
£ g . (Pn+ Pd) 0.8413  0.1909 0.3402 0.1619  0.1397  0.0085
51/ 8. PgC 0.7968  0.1636  0.3472  0.1311  0.1444  0.0104
4.5 7 TPP 453024 9.8854 20.6498 9.1584  5.2567  0.3521
PgCyr?t 416278 7.9429 210785 59938  6.0846  0.5235
Surface chlorophyll Primary production Pd fraction 16.2971 16.7576 14.1766 16.4800 23.1119 21.2283
0.24 44 % 15.8900 18.7965 13.0309 14.4124 225187  26.9237
42 ML fraction ~ 73.4297 66.8833 74.4158 69.6741 89.6516 54.8974
¢ 0.22 40 % 67.3252 58.7899 67.9296 58.2734 85.8437  60.8860
IS >
> © 38 Opal 221.1951 39.7958 76.6536 42.5510 59.6807  2.5142
E 02 O, 36 TmolSiyr3 1939731 34.3463 66.7915 24.3439 67.0384  1.4530
34 cacq 05952  0.1222 0.3032 0.1269  0.0411  0.0018
018 32 PgCyrt 0.4092  0.0860 0.2248 0.0553  0.0399  0.0031
1 1920 1 2 1 1920 1 2
880 1920 1960 2000 880 1920 ' 1960  200C Rain ratio 75702  7.0905 81046 81189 52348  3.6604
Time [y] Time [y]
% 6.4065  6.5353  6.6294  7.5332  4.6307  3.7528
Fig. 40.Globally averaged surface dissolved inorganic nitrogen (top  D. 100"11 81505 17183  3.6140 15491  1.2007  0.0683
left), surface silicic acid (top right), surface chlorophyll (bottom _P9CY™ 81274 15883 39629 10937 13828 0099
left) and integrated primary production (bottom right). Solid black ~ D.1000m 0.4312 00739 02075  0.0909  0.0580  0.0008
PgCyrl 0.3575  0.0676 0.1754 0.0492  0.0638  0.0014

lines are annual averages/integral; individual points are individual
months. Note that individual monthly primary production values
have been normalised so that they appear on the same scale as an-
nual integrals. Figure41 shows the resulting intercomparison as a series
of Taylor diagrams based on the annual means of each ocean
property. In broad outline, the models tend to show similar
. ) patterns of variability and correlation with observations be-
4.2 CMIPS intercomparison tween the considered fields. Fields thatdMisA-2.0 previ-
ously correlated well with are generally also well correlated
The preceding agreement between the behaviour ofvith for CMIP5 models, and vice versa. DIN, DIC and alka-
MEDUSA-1.0 and MEDUSA-2.0 is to be expected given the linity, for instance, show strongly clustered, good correlation
parental role of the former in the latter. Their similar dis- across all models, while all models show very poor correla-
agreement with observations is also to be expected sincgon for chlorophyll and intermediate correlation for primary
most of the evolution leading to BbusaA-2.0 relates to  production. Though there are clearly differences between the
extending the model to include additional elemental cy-models, none stand out as being noticeably better or worse
cles rather than alterations to the core plankton ecosysthan their rivals, in spite of a range of model complexity from
tem model. Of greater importance, however, is the perfor-13 to 30 prognostic tracers. Nonetheless, for the fields ex-
mance of MEDUSA-2.0 relative to comparable biogeochemi- amined, MEDUSA-2.0 is typically among the best models in
cal models. To examine this, a series of standard outputs akerms of model-observation correlation, and exhibits spatial
ready examined above (DIN, silicic acid, chlorophyll, pri- variability that is comfortably within the range of models as-
mary production, DIC and alkalinity) were collated from sessed.
simulations of nine CMIP5 models. Tablists the mod- Figures42-47 show corresponding global fields of the
els examined, together with the number of biogeochemicakame properties for all of the CMIP5 models examined as
tracers in each, which serves as a crude measure of thewell as MEDUSA-2.0 and observations. Almost all of the
complexity and computational cost. In each case, model outmodels capture the broad zonal patterns in DIN distribution
put was averaged for the same time period in the precedef moderate concentrations in equatorial upwelling regions,
ing analysis, and was compared — together with that fromvery low concentrations in the subtropics and high concen-
MEDUSA-2.0 — against the same observational data sets (seations at high latitudes, particularly in the Southern Ocean
also AppendixB). Note that these models do not share a(Fig. 42). The deficiencies already noted inEMusA-2.0
common physical model framework, and it is not possible adjacent to South America are not unique, though they are
to deconvolute the performance of the biogeochemical modthe most extreme. Significant deficiencies in other models
els from that of their underlying physical models. As such, include elevated gyre concentrations in one model, and ex-
any weaker performance here may actually be driven by deeessive Arctic nutrient concentrations in two others (see also
ficiencies in modelled physics rather than in modelled bio-Popova et aJ.2012. Regarding surface silicic acid, while
geochemistry. MEDUSA-2.0’s Southern Ocean concentrations are too high,
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Table 9.CMIP5 models used for intercomparison wittEBMusA-2.0. Each entry lists the component biogeochemical submodel, the number
of state variables (in brackets) and the host institution for each model.

CMIP5 model BGC Institute Reference
HadGEM2-CC  Diat-HadOCC (13) Met Office Hadley Centre (UK) Collins et al.(2011)
HadGEM2-ES Diat-HadOCC (13) Met Office Hadley Centre (UK),

Instituto Nacional de Pesquisas Espaciais (Brazil) Collins et al.(2011)
GFDL-ESM2M  TOPAZ2 (30) Geophysical Fluid Dynamics Laboratory (USA) Dunne et al(2013
NorESM1 HAMOCC 5.1 (18) Norwegian Climate Centre (Norway) Maier-Reimer et al(2005
MPI-ESM1 HAMOCC 5.2 (17) Max Planck Institute for Meteorology (Germany) llyina et al.(2013
CNRM-CM5 PISCES (18) Centre National de Recherches Meteorologiques (France),

Centre Europeen de Recherche et Formation Avancees

en Calcul Scientifique (France) Lengaigne et al2007)
GISS-E2 NOBM (14) NASA Goddard Institute for Space Studies (USA) Gregg and Casefp007)
IPSL-CM5A PISCES (18) Institut Pierre-Simon Laplace (France) Lengaigne et al2007)
IPSL-CM5B PISCES (18) Institut Pierre-Simon Laplace (France) Lengaigne et al(2007)

and those of its North Pacific too low, the range in behaviourbiogeochemistry. Bulk properties, such as nutrients, which
of the other CMIP5 models examined is noticeably more di-place a strong constraint on all biological activity, and for
vergent (Fig.43). For instance, the two HadGEM2 model which there are relatively good and widespread measure-
runs systematically overpredict silicic acid throughout muchments, are tightly constrained, whereas primary production,
of the World Ocean. Of the other models, they split betweenfor which there are global estimates but far fewer direct
over-/under-predicting Southern Ocean silicic acid, and al-observations, is less well-constrained. Chlorophyll, by con-
most all underpredict North Pacific conditions to a strongertrast, is something of a confounding factor here, since its
degree than MbusA-2.0. As Fig.41 has already suggested, surface values have become extremely well-observed since
none of the models examined does well at predicting the gethe beginning of the satellite era. This unexpected disparity
ographical pattern of surface chlorophyll (F#f). Several likely stems from the strong plasticity of chlorophy(C ra-
models do better than Bbusa-2.0 in predicting higher (but  tios in phytoplankton, which acts to decouple its concentra-
still low) gyre conditions, but they do so with significantly tions both from well-observed ambient factors such as nutri-
larger gyre regions than observed. And several models preents and more poorly observed aspects such as phytoplankton
dict large regions with chlorophyll concentrations markedly biomass.

higher than either observations oreusa-2.0 — particu-

larly within the Southern Ocean. Interestingly, in spite of 5 Discussion

the foregoing issues with surface chlorophyll, the models . . . :
. : . . Despite the ever-increasing processing power of supercom-
examined are noticeably better in terms of primary produc- . : : :
puters, incorporating marine ecosystem models into global

tion (Fig. 45). No one model stands out as globally bet- . . ) : .
ter than the others, but several show much better SouthgscwIS is a computationally expensive business when it

ern Ocean productivity than Bbusa-2.0, though most ex- comes.to u_ndertgkmg climate S|mulat|9ns, especially if high
. R I resolution is desired and/or the ocean is coupled to an atmo-
hibit even lower productivity in the North Atlantic. Finally,

. e spheric model. MbusA-1.0, the precursor to the version of
Figs. 46 and47 compare surface DIC and alkalinity across : ; g .
: ) ... . the model described herein, was explicitly developed with
the models. As previously noted, excessive ventilation in

this consideration in mind as an “intermediate complexity”

MEDUSA-2.0’s Southern Ocean is responsible for the largest . .

. . : . lankton ecosystem model for global biogeochemical mod-
discrepancy with observations for both fields. However, mostgIIin It simulates primary production. arazing and export
of the CMIP5 models examined exhibit larger discrepancies, 9. P yp ' 9 9 b

most notably in the North Atlantic, where concentrations of of detritus FO the qleep ocean, the sinking paf“c'es ponFammg
both organic and inorganic C with the latter via a latitudinally
both tracers are elevated by more than 100 mmof tfor . I )
3y ' . dependent “rain ratio”. The base currency ot MUSA-1.0 is
meq ~°) in several models. Nonetheless, for both fields, it

is noticeable that the GFDL-ESM2M moddDinne et al. nitrogen, th_e selection O.f a nutrlent element (N or P) for_th!s
purpose being a necessity given the role of nutrients in limit-
2013 performs best.

In passing, that observed fields are fairly consistently rep—Ing primary production in the ocean. Althougreldusa-1.0

resented better or worse across different models is suggesti\P redicts the fluxes and cycling of organic carbon, simulating

of a gradation of difficulty in modelling aspects of oceanic the full carbon cycle in the ocean, including ventilation of
9 y g asp CO, with the atmosphere and the resulting impact of ocean

Geosci. Model Dev., 6, 1767:811, 2013 www.geosci-model-dev.net/6/1767/2013/



A. Yool et al.: A description of MEDUSA-2.0 1799

Silicic acid

00 01 oo

Standard deviation (normalised)
Standard deviation (normalised)

Standard deviation (normalised) Standard deviation (normalised)

Chlorophyll Primary production (mean)

00 01 ¢,

Standard deviation (normalised)
Standard deviation (normalised)

Standard deviation (normalised) Standard deviation (normalised)

@  Reference
HadGEM2-CC
HadGEM2-ES
GFDL-ESM2M
NorESM1
MPI-ESMI
CNRM-CM5
GISS-E2
IPSL-CM5A
IPSL-CM5B
MEDUSA-2

Dissolved inorganic carbon Alkalinity
02 0L g2

x O

Standard deviation (normalised)
Standard deviation (normalised)

Standard deviation (normalised) Standard deviation (normalised)

Fig. 41. Taylor diagrams of the performance ofedusa-2.0 and a selection of CMIP5 models for a range of biogeochemical properties:
dissolved inorganic nitrogen (top left), silicic acid (top right), chlorophyll (middle left), primary production (middle right), dissolved inor-
ganic carbon (bottom left) and alkalinity (bottom right). In each case, diagrams show spatial model-observation comparisons based on annual
average fields. All diagrams share a common model key.

acidification on marine ecosystems, requires additional tracand a simulation length of only 40 yr (1966—2005) as used
ers. Here, we describe sbusa-2.0, an expanded successor with MEDUSA-1.0 (Yool et al, 2011). There were also minor
model which includes dissolved inorganic carbon, alkalinity, parameter tweaks to adjust near-surface nutrients (see later),
dissolved oxygen and detrital carbon as additional state varias well as parameter changes and additions to accommodate
ables, as well as a simple representation of the benthos.  the carbon and oxygen cycles.

In principle, the two versions of the model ought to give  However, in general, the performance of the two mod-
similar predictions given that phytoplankton, at the base ofels is very similar, in both cases successfully reproducing
the food chain, are not limited by the availability of dis- major features such as the oligotrophic gyres and the sea-
solved inorganic carbon (at least in the model — work suchsonal progression of plankton blooms at high latitudes. At
as Riebesell et a).2007, suggests that the availability of the global scale, predicted primary production of 45.3 and
DIC species may actually affect carbon fixation). Differ- 41.6 PgCyr! for MEDUSA versions 1.0 and 2.0 respec-
ences do occur, however, for several reasons. Principally, thévely, are in line with, although slightly below, observa-
simulation described here used forcing from output of thetionally derived estimates of 46.3—-60.4 PgC¥r(Behren-
HadGEMZ2-ES coupled model and was run for 145 yr (1860—feld and Falkowski1l997 Carr et al, 2006 Westberry et a).
2005), rather than observationally derived DFS4.1 forcing2008. The lower primary production in EDUSA-2.0 is in
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Observations
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Fig. 42.Intercomparison of annual mean surface dissolved inorganic nitrogengouBia-2.0 and a range of comparable CMIP5 models.
DIN concentration in mmolNm2.

[mmol Sim™

Fig. 43. Intercomparison of annual mean surface silicic acid f&oWMsA-2.0 and a range of comparable CMIP5 models. Silicic acid

concentration in mmol Sim3.
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Fig. 44. Intercomparison of annual mean surface chlorophyll f&oWsa-2.0 and a range of comparable CMIP5 models. Chlorophyll
concentration in mgchlmd and is shown on a logarithmic scale.
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Fig. 45.Intercomparison of annual mean primary production f@iMsa-2.0 and a range of comparable CMIP5 models. Primary production
ingCm2d-1.
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Fig. 46. Intercomparison of annual mean surface dissolved inorganic carbongoubh-2.0 and a range of comparable CMIP5 models.
Surface DIC in mmolCm3.
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Fig. 47.Intercomparison of annual mean surface alkalinity f&dwsA-2.0 and a range of comparable CMIP5 models. Surface alkalinity
N 3
in meqm °.
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through the water column, the magnitude of benthic supply
is closely tied to seafloor depth.
As was the case with Ebusa-1.0, the modelling of iron
is still problematic. Aeolian deposition balances uneasily
with scavenging, with the result that iron distributions di-
verge from those of the initial condition (admittedly model-
derived; Dutkiewicz et al, 2005 at both the surface and,
0 02 04 06 08 . especially, at depth. The latter discrepancy has limited im-
Primary production [g C m™>d™'] pact on the simulations here andYnol et al. (201]) but it
Fig. 48. Comparison of range of annually averaged observa does illuminate gaps in understanding of this elemental cy-
tional estimates (VGPM, Eppley-VGPM and CbPM) of total _cle. While understanding of iron in the ocean has progressed
oceanic primary production (left) with annually averaged [model in recent years (e.goyd and E.”WO.Od 2.010 Breitbarth
— mean(observational estimate)] error (right). Range and error int al, 201_0' aqgurately representing iron in ecosyst(_am mod-
units of gCn2d-1. els remains difficult for a number of reasons. For instance,
accurate estimation of the iron supply to the ocean is ham-
pered by our ignorance of both dust supply and dust solu-
part a consequence of changes to productivity in the Pacifibility once in the oceanSchulz et al.2012. Furthermore,
that result from the switch in MDUSA-2.0 to a more mod- even once in the ocean, iron’s bioavailability is influenced
ern aeolian deposition fieldMlahowald 2005. The result- by its various speciation and redox states, biological cycling
ing deficiency of iron leads, in part, to excess DIN in the and the various uptake strategies of phytoplankton and bacte-
surface waters of the equatorial Pacific, though this is con+ia. And though increasingly complex representations of iron
voluted with excessively shallow remineralisation in this re- are being developed and incorporated into ecosystem models
gion which more generally increases near-surface concentrge.g. Weber et al. 2007 Ye et al, 2009, the current gen-
tions of DIN (and DIC). Both models do a reasonable job eration of ocean biogeochemical GCMs typically only in-
at capturing the spatial and seasonal patterns of productivelude a single iron pool and so cannot account for the roles of
ity, although various discrepancies with observations are seeligand complexation and nonbiological processes (light and
including lower primary production in the subtropical gyres temperature) in controlling bioavailable Fe and therefore the
and elevated productivity in iron limited high-nutrient-low- extent of phytoplankton limitatiorifagliabue et a).2009.
chlorophyll (HNLC) regions including the Southern Ocean, Moving on to the carbon cycle, predicted patterng 60,
equatorial Pacific and subarctic North Pacific. Predicted conand air-sea C®exchange throughout the world ocean gen-
centrations of DIN and, especially, silicic acid are too high erally compare favourably to maps based on observations
in the Southern Ocean, a result of excessive ventilation in(Takahashi et gl.2009. Some areas, such as the northeast
this basin which acts to homogenise horizontal and verticalPacific, show exaggerated patterns whereas in others, such
gradients. The problem is somewhat worse iaM/SA-2.0 as the Southern Ocean, seasonality iBoMSA-2.0 is not
because ocean circulation in this region is strong under thes pronounced as that observed. Integrating to net ft@
HadGEM2-ES forcing used here. Note, however, that thefinds MEDUSA-2.0 in relatively close agreement willaka-
longer duration of the MDusA-2.0 simulation allows for  hashi et al(2009. However, while the surface carbon cy-
any deficiencies in either physics or biogeochemistry to morecle in MEDUSA-2.0 performs well, there are some issues
obviously manifest themselves. with midwater distributions and, more importantly, the dura-
A new feature of MEDUSA-2.0 is the inclusion of a sim- tion of the simulation here is extremely restricted relative to
ple benthic model. This serves as a series of four reservoirgverturning timescale€stlund and Stuived 980. As such,
for detrital material (slow- and fast-sinking) that reaches thedeep waters will not be fully equilibrated with the modelled
seafloor — nitrogen, silicon, organic carbon, CaCkut not  circulation or biogeochemistry, a problem compounded by
iron, which is coupled to nitrogen. In 8busa-1.0 such ma-  unavoidable gaps (and resulting interpolation) in the GLO-
terial was instantaneously remineralised (or dissolved) uporDAP data set used to initialise sbusA-2.0; Key et al,
reaching the seafloor. While this latter, simplistic approach2004). Inadequate spin-up is a common issue in ocean mod-
has limited consequences in the deep ocean where the relling, one that has traditionally been solved by brute force
cycled dissolved inorganic nutrients cannot be consumednd long duration equilibrium simulations (e@rr et al,
by phytoplankton growth, in shallower regions such as the2005, but for which techniques are being developkt4ti-
shelves it has the potential to unrealistically enhance producwala 2007).
tion. Patterns in the supply of organic matter to the seafloor A significant consideration in EbusA-2.0 has been how
closely mirror those of primary production in the surface to model calcification given the ongoing acidification of the
ocean in the model. This supply thus shows strong seasonabcean in response to increasing atmospheri¢ (Ialdeira
ity at high latitudes and low seasonality in the tropics. How- and Wicketf 2003. The physico-chemical factors control-
ever, given the turnover of sinking particles as they descending calcification in marine organisms are poorly understood,

Observational range Model error
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leading to a diverse range of approaches in models (e.gthan that used here (up to long-standing submodels such
Tyrrell and Taylor 1996 Moore et al, 2002 Gehlen et al.  asFlynn, 2001 and the adoption of such a submodel may
2007 Ridgwell et al, 2007 Gregg and CaseyR007 Za- improve this aspect of Ebusa-2.0. With the inclusion of
hariev et al. 2008 Yool et al, 2010. Anderson(2005 used  the oxygen cycle, and the simulation of suboxic regions,
calcifiers as an example of how difficult it is to reliably pa- MEDUSA-2.0’s omission of denitrification could also be ad-
rameterize complex models for use in forecast projectionsdressedeutsch et a).2007). At the other end of the nitro-
For example, the ecology of coccolithophores is poorly un-gen cycle, the factors regulating the distribution of nitrogen
derstood including the relative roles of bottom-up (via differ- fixation are increasingly well-understood (eMoore and
ent nutrients) and top-down (grazing, viral lysis) controls on Doney, 2007 Monteiro and Follows2012), and this process
their dynamics. Further, calcifiers are a diverse group of or-both interacts with denitrificatiorDeutsch et a).2007 Fer-
ganisms, including hundreds of species of coccolithophoreshandez et al.2011) and is expected to change into the fu-
as well as foraminiferans and pteropods. Grouping them intdure (Levitan et al, 2007 Barcelos e Ramos et aR007).
a single model state variable and then parameterizing baseldl should be noted that such changes would have additional
on, for example, the well-known speci&sniliania huxleyi  implications beyond the nitrogen and oxygen cycles includ-
is a potentially hazardous strategy. Ecosystem models useitg, for instance, impacts in the distribution of ocean alka-
in global biogeochemical modelling studies have thereforelinity (Wolf-Gladrow et al, 2007). Though much has been
adopted relatively simple approaches to the representation ahade above of MDUSA-2.0’'s more sophisticated treatment
calcification. of CaCQ, it is clear that this remains just one “solution” for

In MEDUSA-1.0, where nutrient cycles were of greater this aspect of the ocean’s carbon (and alkalinity) cycle. The
concern, the rain ratio of CaGOCqrg Was made a simple broad range of ongoing research into the impacts of ocean
empirical function of latitude (followindunne et al.2007). acidification on calcifiers will continue to inform the mod-
This approach captured some of the first order features o€lling of CaCQ, and will hopefully provide a more “uni-
the rain ratio (e.g. equator—pole gradients) but prevented anyersal” understanding and formulation — for instance, a con-
sensitivity to physico-chemical changes (though changes irsensus on the ecophysiological factors that govern calcifier
productivity would still impact the absolute quantity of cal- abundance. On a related point, the role played by Ga@O
cification). For MEDUSA-2.0, the parameterization of calci- the export of organic material to the deep ocean has been
fication was therefore improved to permit dynamic changequestioned Passow and De La Roch2006 Wilson et al,
under the influence of ambient marine chemis®yepesell 2012, and MEDUSA-2.0’s utilisation of the ballast hypothe-
et al, 200Q Zondervan et al.200J). As noted above, there sis may require revisiting. And there are further omissions of
are good reasons why a representation of a Ca@@Oduc- MEDUSA-2.0, less immediately pressing, that could be con-
tion via a dedicated state variable (“coccolithophorid phyto- sidered. For example, G&nhanced carbon fixatioR{ebe-
plankton”, “pteropod zooplankton”) may be problematic. To sell et al, 2007 or DOM production Engel 2002, a more
this end, MEDUSA-2.0 adopts a calcification parameteriza- thorough treatment of elemental ratioBufkhardt et al.
tion which straightforwardly replaces that inedusa-1.0, 1999, the importance of food quality in grazing interactions
and which was developed for, and optimised to, the global(Mitra and Flynn 2005 or phytoplankton mixotrophyHart-
scale Ridgwell et al, 2007). Though developed within the mann et al.2012.
framework of a low resolution Earth System Model, GE- Another route to model improvement lies with parame-
NIE, and coupled to a simple “nutrient-restoring” biogeo- terization. As remarked upon earlier,Bdusa-2.0 features
chemical framework, this parameterization serves the sameeveral minor parameter changes to amend problems that
purpose there as in #busA-2.0 — the production of ex- appeared following its evolution from Ebusa-1.0. One
ported CaC@. Of course, the relationship that it assumes set of such changes aimed to increase nutrient retention in
betweenQcaicite and CaCQ export is known to be diverse near-surface waters by decreasing the export of sinking de-
(e.g.Buitenhuis et a].1999 Iglesias-Rodriguez et aR008 tritus (Sect.2.4). However, as noted subsequently (Sdgt.
Langer et al. 2000, but it serves here as an obvious step- MEDUSA-2.0’s midwater distributions of nutrients and oxy-
ping stone in complexity for MDUSA-2.0, and the potential gen in the Pacific, as well as its CCD depth, feature errors
impacts of adopting it are explored in a separate stYdpl(  that arise from remineralisation of organic material occur-
etal, 2013. ring at depths that are too shallow; errors that, in part, are

In terms of future developments fordusa-2.0, anum-  caused by this very “fix". These, and other, changes were
ber of avenues suggest themselves. The performance aohade to MeDUSA-2.0's parameters in a relatively ad hoc
the chlorophyll submodel remains somewhat problematicfashion, being both “best guess” solutions to (usually) nu-
(though see the comparable CMIP5 results), with the modetrient distribution problems, and were “resolved” by short
failing to simulate spring bloom concentrations as high asduration test runs. This inefficient approach is driven by
those observed, while having much lower concentrations inthe expense (in compute and wall-clock time) of 3-D sim-
the unproductive oligotrophic gyres. The literature containsulations, which favours limited numbers of limited duration
more sophisticated treatments of phytoplankton physiology‘nudges” to resolve errors. Limiting the spatial domain of
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simulations to 0-DFFasham and Evan$995 or 1-D (Schar-

tau and Oschlies2003 does permit a more time-efficient
“solution” but at the expense of critically neglecting the hor-
izontal transports that are convoluted with biogeochemical
processes to create important gradients throughout the ocean
(but seeHemmings and Challenc2012. However, in recent — Excessive circulation-driven ventilation and too-
years, techniques such as thakbfatiwala(2007) have been shallow remineralisation of sinking organic material
developed to permit efficient, offline simulation of ocean introduce discrepancies to interior concentrations of
biogeochemistry in 3-D, and recent studies suchKesst biogeochemical tracers.

et al.(201Q 2012 have used this approach to assess the per-
formance and evaluate the parameter sensitivity of simple
NPZD models. Development of such approaches offers the
potential in the future of optimising the parameterization of
models like MeDUSA-2.0, such that the full consequences of
changes to parameters (or even model structure) can be prop-
erly investigated and accounted for.

However, notwithstanding the considerable room for im-
provement — or expansion — outlined above, the further devel-
opment of MEDUSA-2.0 runs counter to the stated intention
that the model occupies the “intermediate complexity” niche
of biogeochemical modelling. Furthermore, while potentially
extending the reach —and utility — ofdusA-2.0 on several  Appendix A
fronts, they present no method for expanding the model in
a systematic or quasi-objective fashion. Piecemeal addition§] Epusa-2.0 code
to model complexity, however warranted and justifiable, run
the risk of creating a succession of “specialist models”, thatThe following provides a structural outline of the computer
while individually useful may not sit within a consistent hier- code that accompanies this description cfBDUsSA-2.0. As
archy of complexity. As such, it may be difficult to fine-tune in Yool et al.(2011), this code does not encompass the entire
the biogeochemical complexity to suit a particular task (with NEMO model, but includes those modules that either include
particular resources) to hand. MEDUSA-2.0’s calculations, or those in which&usa-2.0

Nonetheless, despite the limitations outlined above,makes an appearance for operational reasons.

MEDUSA-2.0 still represents an efficiently sized tool forreal- The MEDUSA-2.0 model is organised almost identically
istically simulating the ocean’s major biogeochemical cycles.to MEDUSA-1.0, and in a similar manner to other passive
tracer modules in the NEMO model. The majority of the
code directly associated withibusA-2.0 is located within

the NEMO/TOP_SRC/MEDUSi\ectory. The actual model

) code is distributed across 11 separate routines as follows.
— MEDUSA-2.0 builds traceably on EDUSA-1.0 by  Nine of these are common with &busa-1.0, but the last

adding carbon, alkalinity and oxygen cycles, a simple y are new additions for EDUSA-2.0 that deal primarily
benthos submodel and options for Cafd@oduction  \yith air—sea gas exchange.

and export remineralisation.

— Global productivity is slightly lower than in
MEDUSA-1.0, in part due to changes in aeolian
iron deposition that decrease Pacific productivity and
increase excess surface DIN.

— MEDUSA-2.0 has generally good agreement on surface
carbon cycle propertie\(pCO, and air—sea flux) and
CaCQ; production within observational range, but dis-
crepancies created in CCD field by too-shallow rem-
ineralisation.

— Though not without discrepancies, intercomparison
with CMIP5 models of similar (or greater) complex-
ity places MEDUSA-2.0’s performance among the best
of those examined.

6 Conclusions

— par_medusa.F90
this routine declares the tracer and diagnostic arrays
required for MEDUSA-2.0

— Calcification submodel permits dynamic response to
ambient seawater chemistry allowing investigation of
ocean acidification feedbacks at an appropriate level
of additional complexity. — sms_medusa.F90
this routine declares the parameters required for

— MEDUSA-2.0 performace evaluated at the global scale MEDUSA-2.0

using observational nutrient, chlorophyll and car-
bon cycle fields following a century-scale simulation
(1860-2005).

— trcetl_medusa.F90
this routine checks that the correct number of passive

. ) tracers is specified
— Similarly to its predecessor model,#duUsA-2.0 has

excessive nutrient concentrations in Southern Ocean — trcini_medusa.F90

and low chlorophyll and productivity in oligotrophic
gyres.

www.geosci-model-dev.net/6/1767/2013/

this routine initialises the passive tracers to default val-
ues unless they are provided by a restart file
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— trclsm_medusa.F90 case, the output used in the intercomparison was generated
this routine initialises the parameters to the valuesfrom model output covering the same temporal periods de-
specified innamelist.trc.sms scribed in4. Note that not all of the models selected were

able to supply all of the fields examined (NorESM1, chloro-

— tresms_medusa.F90 phyll; GISS-E2, alkalinity).

this routine is called by the NEMO model during
a simulation and in turn calls the &busa-2.0 rou-
tines that calculate biogeochemical sources and sinks

The CMIP5 models used in the intercomparison, their un-
derlying ocean biogeochemistry submodel, together with the
groups that performed the simulations and provided output,

— trcopt_medusa.F90 are listed in Tabl®. The bracketed numbers indicate the to-

this routine calculates the submarine light field tal number of tracers in each model and serves as a proxy of
model complexity and computational burdengMisa-2.0
— trcbio_medusa.F90 has 15 tracers).

this is the main model routine and includes (almost) all
of the ecosystem .equations used for the biogeochemisypplementary material related to this article is
cal sources and sinks for tracers available online athttp://www.geosci-model-dev.net/6/

— tresed_medusa.F90 1767/2013/gmd-6-1767-2013-supplement.zip

this routine both initialises the aeolian iron deposition

and Qcalcite CCD fields (if required) and (for histori-
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