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Abstract. In a previous paper we described a new tech-
nique for automatically generating parameterisations using
a program called iGen. iGen generates parameterisations
by analysing the source code of a high resolution model
that resolves the physics to be parameterised. In order to
demonstrate that this technique scales up to deal with mod-
els of realistic complexity we have used iGen to gener-
ate a parameterisation of entrainment in marine stratocu-
mulus. We describe how iGen was used to analyse the
source code of an eddy resolving model (ERM) and gen-
erate a parameterisation of entrainment velocity in marine
stratocumulus in terms of the large-scale state of the bound-
ary layer. The parameterisation was tested against results
from the DYCOMS-II intercomparison of ERM models and
iGen’s parameterisation of mean entrainment velocity was
found to be 5.27× 10−3

± 0.62× 10−3 m s−1 compared to
5.2× 10−3

± 0.8× 10−3 m s−1 for the DYCOMS-II ensem-
ble of large eddy simulation (LES) models.

1 Introduction

In Tang and Dobbie(2011) we described a technique for
automatically generating parameterisations of physical pro-
cesses by using a newly developed computer program called
iGen. In this companion paper we apply this technique to the
problem of parameterising cloud-top entrainment in a stra-
tocumulus topped boundary layer (STBL).

The large-scale structure and dynamics of the STBL was
described in the landmark paper ofLilly (1968), more recent
developments are described inStevens(2002). Typically,
there is a well mixed boundary layer from the surface up to
the cloud top within which, due to strong turbulent mixing,
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the total water and liquid water potential temperature is close
to homogeneous. The boundary layer is capped at cloud top
by a strong, well defined inversion leading up into a much
warmer, dryer, stable free atmosphere. The turbulence in
the boundary layer is driven partly by surface fluxes of heat
and moisture but predominantly by strong radiative cooling
at cloud top and, to a lesser extent, by radiative warming at
cloud base from the warmer, underlying surface. This tur-
bulence causes some of the stable, free-atmosphere air to
be mixed, or “entrained” into the turbulent boundary layer.
Given the rate of this entrainment, the large-scale dynamics
of the system is easily calculated from budgets of mass, en-
ergy and moisture. However, no analytic derivation of this
entrainment rate has been found.Lilly (1968) derives upper
and lower bounds andStevens(2002) gives details of var-
ious parameterisations. However, the simulation of marine
boundary layer cloud remains a large source of uncertainty
and error in existing climate models.Bony and Dufresne
(2005) have shown that disagreement between climate mod-
els about the behaviour of marine stratocumulus is a major
source of uncertainty in the estimation of climate sensitivity.
They have also shown that it is in the simulation of the radia-
tive forcing due to marine stratocumulus that climate mod-
els are most in error compared to present day observations.
A more recent study (Dufresne and Bony, 2008) shows that
this situation has not improved in more recent years.

In order to generate a parameterisation of entrainment we
followed the method described inTang and Dobbie(2011)
(hereafter TD) which, in this case, consists of the following
steps:

1. take a high-resolution, ERM model that is capable of
simulating the STBL;

2. decide on a set of variables that define the large-scale
state of the STBL and define the required output of the
parameterisation: in this case mean and standard devia-
tion of entrainment velocity;
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3. “wrap” the ERM model by adding extra code so that its
input is the large-scale state of the STBL and its output
is the mean and standard deviation of the entrainment
velocity;

4. feed the source code of the wrapped ERM into iGen.
iGen then analyses the source code, applies appropriate
approximations and automatically generates the source
code of a parameterisation.

2 An ERM to simulate stratocumulus

A 2 dimensional ERM was written in C++ in order to sim-
ulate entrainment in stratocumulus under nocturnal, non-
precipitating conditions. A new ERM was written, rather
than using an existing model, since iGen can at present only
analyse C++ programs, while most existing models are writ-
ten in Fortran. Writing a new model also gave us much more
freedom to see how iGen performed with different schemes
and algorithms. We chose to make the model 2 dimensional
so that the simulations and analysis could be performed in
reasonable time on a modest desktop computer, thus avoid-
ing the effort and cost associated with using a supercomputer.
Making the model 3 dimensional would increase execution
time by 2 to 3 orders of magnitude; a similar figure to the
increase in processing power available to a job on a super-
computer compared to a desktop. Thus, as a rule of thumb,
what can be done on a desktop computer in 2 dimensions
can be done on a supercomputer in 3 dimensions in around
the same time. For this reason we consider using iGen to
analyse a 2 dimensional model on a desktop computer to be
a valid test of its capability.

2.1 Numerical implementation

The model was based on that ofKlemp and Wilhelmson
(1978) with modifications detailed inSkamrock and Klemp
(1994). A number of changes were made to the Klemp and
Wilhelmson model to better suit our needs. It was found
that the vertical advection scheme caused “ringing” effects
around the steep gradients at the inversion, leading to unreal-
istic cooling below cloudtop and heating above. To deal with
this, a flux limiting advection scheme was used instead. This
calculated advection as a mix between a fourth order, centred
finite difference scheme and an upstream scheme. The flux
limiting function used was

φ(r)=


0 if r <0
2r if 0 ≤ r ≤

1
2

1 otherwise.
(1)

wherer is the upwind gradient divided by the downwind gra-
dient. Figure1 compares the original and modified advection
schemes for the 1 dimensional advection of a top-hat func-
tion in a uniform velocity field. The original scheme clearly
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Fig. 1. Advection of a top hat function through 200 m using flux-
limiting advection (solid line) and the Klemp-Wilhelmshon scheme
(long dashes). The short-dashed line shows the exact solution. Grid
spacing was 5 m and velocity was 1 m s−1.

shows the ringing effect at the sharp edges, which is removed
in the flux-limited scheme.

Other changes are as follows:

– A more accurate version of Teten’s formula was used
(Emanuel, 1994).

– The prognostic variable and prognostic equation for
temperature was reformulated in terms of liquid water
potential temperature.

– The prognostic variable and prognostic equation for
moisture was reformulated in terms of total water mix-
ing ratio, cloud being diagnosed when this exceeds sat-
uration.

– In order to simulate longwave radiative heating/cooling,
the radiation scheme described inLarson et al.(2007)
was added.

– The prognostic variable and equation for rain was re-
moved.

– Surface fluxes of heat and moisture were added.

– A homogeneous divergence was added in order to sim-
ulate large-scale subsidence.

The left and right boundaries were periodic in all variables.
The upper and lower boundaries each lay on the vertical ve-
locity points of the staggered grid. At the ground, horizontal
and vertical velocity were constrained to zero. Other vari-
ables had the condition that∂

∂z
goes to zero at the ground.

At the top of domain boundary, vertical velocityv = −Dh

whereD is the large-scale divergence andh is the domain
height; horizontal velocityu is the value of geostrophic wind;
pressure perturbation from equilibrium is zero, liquid water
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Fig. 2. Cloudtop height of DYCOMS-II simulation: the solid line
shows results from our 2-D ERM. The inner error bars show the
first and third quartiles of the ensemble of LEMs in theStevens et
al. (2005) intercomparison, the outer error bars show the maximum
and minimum values of the ensemble. The mid-points of the error
bars are marked by crosses and plus signs, respectively.

and temperature go to the large-scale free atmosphere val-
ues and turbulent kinetic energy has the boundary condition
∂Km
∂z

= 0 in order to ensure that there is no sub-grid turbulent
flux of turbulence across the boundary. For all experiments,
the gridbox size at the inversion was 5 m vertically and 11 m
horizontally. The surface fluxes of latent and sensible heat
were calculated using a simple bulk aerodynamic formula-
tion described inKrishnamurti and Bounoua(1995). Fluxes
were added to the lowest gridbox of each column according
to

∂θ

∂t

∣∣∣∣
surf

=
1

1z
‖u10‖Ch(Tsst−T ) (2)

and

∂qt

∂t

∣∣∣∣
surf

=
1

1z
‖u10‖Cq(qsat−qt) (3)

whereT andqt are the temperature and total water of the
lowest gridbox, respectively,1z is the height of the lowest
thermodynamic grid-point and

u10= ux
log(10.0

z0
)

log(1z2z0
)

(4)

whereux is the horizontal velocity at the lowest gridpoint,
1z is the height of the lowest gridpoint andz0 is the rough-
ness length, which was taken to have a constant value of
5×10−4 m based on figures inStull (1988). The exchange
coefficients were set constant atCh = 1.4×10−3 andCq =

1.6× 10−3 based on figures inKrishnamurti and Bounoua
(1995).
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Fig. 3. Cloudbase height of the DYCOMS-II simulation: the solid
line shows the results from the 2-D ERM. The inner error bars show
the first and third quartiles of the ensemble of LEMs in theStevens
et al.(2005) intercomparison, the outer error bars shows the maxi-
mum and minimum values of the ensemble.

2.2 Testing the ERM

The ERM was compared against observations and other
cloud resolving models by performing a simulation based on
the first research flight of the DYCOMS-II study. This case
was chosen as it has been used in an intercomparison study
of LES models (Stevens et al., 2005) for which a detailed
specification of an idealised simulation was given, and re-
sults were collected from an ensemble of models from ten
different modelling centres. This allowed our model to be
tested against a wide selection of commonly used models as
well as against observations.

Our model showed a longer spin-up period than the mod-
els in the intercomparison (Fig.2) and this was attributed to
the 2 dimensional turbulence of the model, compared to the 3
dimensional turbulence of the models in the intercomparison
since the cascade of turbulent kinetic energy and vorticity
is known to be different in 2 and 3 dimensions (Kraichnan,
1967), this is discussed at greater length in Sect.4.3. Dur-
ing this spin-up period, the low turbulent kinetic energy led
to low entrainment and so the prescribed large-scale subsi-
dence caused the cloudtop to descend. In order to account
for this descent during the spin-up period, the initial cloud-
top height was raised by 10 m, this had the effect of bringing
the cloudtop height in-line with the other models at 2-h into
the simulation when the spin-up period was over.

From 2-h into the simulation to the end of the simulation
the model was in good agreement with both observation and
the models of the intercomparison. Cloudtop height, and
therefore entrainment, was very close to the ensemble av-
erage. Cloudbase height was also very close to the ensemble
average (see Fig.3).
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Since our primary aim in this paper is to demonstrate that
iGen can analyse a model of realistic complexity, it is not
strictly necessary to demonstrate that our ERM resembles
reality, just that its complexity is comparable to one that
does. However, showing that our ERM is realistic is infor-
mative for two reasons. Firstly, it demonstrates that the ERM
has a complexity comparable to that of a realistic model,
since it is a realistic model itself. Secondly, it allows a dual
interpretation of the parameterisation that iGen generates: on
the one hand it is a demonstration of iGen’s ability to analyse
the ERM, while on the other hand it is a realistic parameteri-
sation of the physical process of entrainment.

3 Defining the inputs and outputs of the
parameterisation

Given a model that resolves entrainment, the next step in our
method is to define the inputs and outputs we require of the
parameterisation and decide on the ranges of the inputs over
which the parameterisation should be valid. Since the pa-
rameterisation is intended to be a closure of the large-scale
dynamics, the input should specify the large-scale state of
the boundary layer as defined inLilly (1968). We chose the
input variables:

ql,ct Specific liquid water content at cloud top

1qt Jump in specific total water at cloud top

1B Jump in buoyancy at cloud top

F0 Down-welling longwave radiation just above cloud
top

F1 Up-welling longwave radiation just below cloud base

The output we require of a parameterisation is the total
entrainment in a 3 dimensional GCM gridbox over a single
GCM timestep. Since the entrainment is caused by the ac-
tion of a finite number of sub-grid, turbulent events, a high-
resolution evolution of a gridbox cannot be predicted given
only the large-scale state. So there is a certain amount of un-
certainty associated with the mean entrainment. That this un-
certainty is significant is shown in the experiment described
in Sect.4.1. In order to deal with this uncertainty we choose
to define the required output to be the mean entrainment ve-
locity Ē and the standard deviation of the entrainment veloc-
ity σE averaged over a column of cross sectional area the size
of a GCM gridbox and over the duration of a GCM timestep.
Given these values, a deterministic parameterisation would
just returnĒ while a stochastic parameterisation can also
make use of the standard deviation. Numerical experiments
on the ERM showed that the distribution of entrainment av-
eraged over a typical GCM timestep and gridbox was Gaus-
sian, so it is not necessary to calculate higher moments.

Using the wrapping technique described in TD, the outputs
can be expressed in terms of a high-resolution simulation.
Let g(9,s) be a function that turns a large-scale state9 into
a high-resolution stateψ such that

P(g(9,s)=ψ)=P(ψ |9) (5)

whereP(x) denotes the probability of eventx ands is a ran-
dom variable with uniform probability in the range[0 : 1].
That is, if we choose ans at random, the probability that
g(9,s)= ψ should be the conditional probability of find-
ing the system in a high-resolution stateψ given that it is in
large-scale state9. Since there exist many high-resolution
states that conform to a given large-scale state,s can be
thought of as defining the choice of high-resolution state
from among the possibilities (if we think ofg as a computer
program,s can be thought of as a seed to a pseudo-random
number generator). Now letf (ψ0,t) be the 3 dimensional
high-resolution state of the system integrated over timet

from a start stateψ0 and letE1A(ψ) be the instantaneous
entrainment velocity of the high-resolution stateψ averaged
over a column of area1A. The required outputs can now be
expressed as

Ē(9)=

∫ 1

0
F(9,s)ds (6)

and

σE(9)=

√∫ 1

0
F(9,s)2ds− Ē(9)2 (7)

where

F(9,s)=

∫ 1T
0 E1A(f (g(9,s),t))dt

1T
(8)

One complication in this definition is thatF is dependent
on1A and1T , the horizontal cross-sectional area of a GCM
gridbox and the duration of a GCM timestep. After integrat-
ing overs this dependency will disappear for̄E but not for
σE . Since we would like a parameterisation that can be used
in GCMs of any gridbox size and timestep, we now derive a
scaling rule forσE .

We suppose that the entrainment consists of a number
of random, independent entrainment events. As the GCM
timestep and gridbox size changes, so does the number of
entrainment events we expect to be averaging over in one
gridbox and timestep. The standard deviation ofN indepen-

dent events scales asN−
1
2 , so if σE is the standard deviation

of N events andσG is the standard deviation ofM events
from the same process, the relationship between the standard
deviations would be

σG= σE

√
N

M
(9)

Since the number of entrainment events in a column over
a GCM timestep scales as1A1T , when averaging over a
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column of cross sectional area1AG and timestep1TG the
standard deviation will be

σG= σE

√
1A1T

1AG1TG
(10)

So, givenσE for some column of standard1A and1T , this
scaling rule can be used to find the standard deviation for any
gridbox size and timestep.

The ranges of the large-scale variables over which the pa-
rameterisation should be valid were calculated from the re-
sults of a number of field campaigns and idealised cases of
nocturnal marine stratocumulus as shown in Table1. Based
on these results, the ranges used for iGen’s analysis of the
wrapped ERM were:

– 1×10−4
≤ ql,ct ≤ 1×10−3 Kg Kg−1

– −8.0×10−3
≤1qt ≤ −2.0×10−3 Kg Kg−1

– 0.065≤1B ≤ 0.5 m s2

– 20≤F0 ≤ 110 W m2

– 7≤F1 ≤ 33 W m2.

When generating the parameterisation, iGen uses these
ranges to define the domain over which the approximation
errors should be kept small. Outside of this range there
is no guarantee how accurate the resulting parameterisation
will be.

4 Wrapping the ERM

The next stage in our method is to “wrap” the ERM so that its
inputs and outputs are those of the parameterisation defined
in the previous stage. That is, to devise an effective procedure
to calculate Eqs. (6), (7) and (8).

The functiong(9,s) in Eq. (8) can be calculated using
the ERM by deterministically starting in a canonical, high-
resolution state that conforms to9, then returning the state
after a spin-up of durationks+ tm, wheretm is some min-
imum spin-up andk is large enough to ensure that Eq. (5)
is satisfied. The canonical state should be some stable, low-
energy state from which the spin-up can quickly relax to the
system’s attractor. During the spin-up the entrainment will
give rise to a flux of mass, heat and moisture into the bound-
ary layer, and this will tend to make the large-scale state drift
away from the prescribed state. To counteract this, an exter-
nal forcing should be added which maintains the large-scale
state. If we letfc(ψ0,t) be the state of the system integrated
over timet from a start stateψ0 while holding the large-scale
state constant, and letγ (9) be a function that returns the
canonical high-resolution state given9 then

g(9,s)= fc(γ (9),ks+ tm) (11)

Once a start-state has been calculated usingg, F can be
calculated by performing a high-resolution integration over
the duration of a GCM timestep and calculating the average
entrainment. If we note that the large-scale state changes
slowly compared to the duration of a GCM timestep then we
can maintain the flux applied during the spin-up period ing

and expect that the result will not be significantly affected.
By doing this, we can calculate both the spinup and integra-
tion parts withfc, giving

F(9,s) ≈
1
1T

∫ 1T
0 E1A(fc(fc(γ (9),tm+ks),t))dt

=
1
1T

∫ 1T
0 E1A(fc(γ (9),tm+ks+ t))dt

(12)

So,F(9,s) can be approximated by starting in the canon-
ical state of9, spinning up for a duration oftm + ks, then
simulating for1T and measuring the average entrainment,
keeping the large-scale state constant all the time. Substi-
tuting this into Eq. (6) gives, on the assumption that1T is
much less thank

Ē(9) ≈
∫ 1

0
1
1T

∫ 1T
0 E1A(fc(γ (9),tm+ks+ t))dtds

≈
1
k

∫ k
0 E1A(fc(γ (9),tm+ t))dt

(13)

which means that the integral overs can be replaced by a
time average fromtm to tm+k. Making the same substitution
for the standard deviation gives

σE(9)
2
≈∫ 1

0

(
1

1T

∫ 1T

0
E1A(fc(γ (9),tm+ks+ t))dt

)2

ds− Ē(9)2

=
1

k

∫ k

0

(
1

1T

∫ 1T

0
E1A(fc(γ (9),tm+ t+ t ′))dt ′

)2

dt− Ē(9)2

(14)

≈

⌊
k

1T

⌋−1

⌊
k
1T

⌋∑
n=0

(
1

1T

∫ 1T

0
E1A(fc(γ (9),tm+n1T + t ′))dt ′

)2

−Ē(9)2

(15)

so that the sum overs can be replaced by the square of con-
tiguous averages of length1T between timestm andtm+k.

To implement this, we chosetm to be 2 h, based on the
spinup periods seen when testing the ERM (Fig.2), and when
performing sensitivity tests (Figs.4 and5). k was chosen to
be 4 h, this was chosen as a trade off between reducing the
standard error inĒ and reducing the computational cost of
the analysis. When used in a parameterisation for a GCM
timestep of 30 min (a typical value), settingk to 4 h means
that the standard error in̄E is 1

√
8

times the standard devi-

ation σG. That is, the standard error due to our choosing
k= 4 is around a third of the inherent uncertainty due to the
GCM’s finite resolution.1T was chosen to be 216 s, this too
was a trade off. On the one hand we would like to collect
a large number of samples over the 4 h simulation, while on
the other, the duration should be long enough to ensure that
contiguous samples can be modelled as independent, random
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Table 1. The ranges of large-scale boundary layer values found in various published sources.

Reference θl,bl 1θl qt,bl 1qt H F0 ql,ct
(K) (K) (kg kg−1) (kg kg−1) (m) (W m−2) (×10−4 kg kg−1)

Stevens et al.(2005) 289.0 8.5 9.0 −7.5 840 70 4.75
Moeng et al.(1996) 288.0 5.5 8.0 −4.6 662.5 : 690 15: 30 4.4 : 6.6
Albrecht et al.(1988) 289 5: 11 7.0 −6.0 500: 1100 40 −

Bretherton and Pincus(1995) 292.0 2: 4 10.0 −5 : −8 435: 1358 − 2.2 : 5.2
Bretherton et al.(1995) 290: 294.5 −

Bretherton and Pincus(1995) 291: 292 11 9.0 −3 : −8 1800 − 0 : 10.0
Bretherton et al.(1995) 291: 293.5
Klein and Hartmann(1993) 100
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Fig. 4. Total entrainment against simulated time for six executions
of the wrapped ERM differing only in a 0.0025 K perturbation to
the high-resolution start state.

events. The ERM was used to calculatefc on a domain of
size 770 m high by 1166 m wide, with the inversion held at
600 m. Experiments showed that entrainment was not af-
fected by increases in the size of the domain (see Sect.4.2) or
height of the inversion. We definedγ , (the canonical, high-
resolution state of the atmosphere for a given large-scale
state) to consist of a homogeneous boundary layer and ho-
mogeneous free atmosphere separated by a linear transition
of 25 m height. Initial velocities were zero everywhere and
there was no sub-grid turbulent kinetic energy. Pressure was
initialised to the hydrostatic value with sea level pressure set
to 1×105 N m2. In order to break symmetry, a random per-
turbation of±0.0025 K was added to each gridbox below
100 m and within 100 m below the inversion. Geostrophic
winds were not included for the same reason as given inMo-
eng et al.(1996): if we are to include geostrophic winds, this
raises the question of the orientation of the 2-D domain in
relation to the wind direction. Since roll motions tend to
be aligned closely to the wind direction, the natural choice
would be perpendicular to the wind direction, meaning no
geostrophic wind across the domain.
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Fig. 5. Total entrainment against simulated time for executions of
the wrapped ERM with different geometries and different boundary
layer temperature.

Given the 5 large-scale variables, it was found that the de-
pendency of entrainment on boundary layer temperature was
very weak over the range of values we expect to experience
(see Sect.4.2). In light of this insensitivity it was decided
to set average boundary layer liquid water potential tempera-
ture to 290 K, the centre of its range. Sea surface temperature
was held fixed at 291 K.

In order to calculatefc, the large-scale state must be held
constant in order to ensure that it does not drift away from
the values supplied as the input of the parameterisation. The
effect of allowing the large-scale state to drift can be seen in
Fig. 4. This shows the total entrainment plotted against time,
the gradient of this line at any point gives the instantaneous
entrainment rate. As the simulation proceeds, the large scale
state drifts and the entrainment rate slows. Compare this with
Fig. 5 where the large scale state is held constant. Here, the
total entrainment has the form of a line of constant gradient,
with random noise added. The gradient of a least squares
fit of this line would give a reasonable value for the average
entrainment rate over the entire simulation.

Geosci. Model Dev., 4, 797–807, 2011 www.geosci-model-dev.net/4/797/2011/



D. F. Tang and S. Dobbie: iGen 0.1: the automated parameterisation of entrainment in stratocumulus 803

In order to hold the large scale state constant, a set of
fluxes were calculated every 12 simulated seconds and added
at each timestep. In order to keep boundary layer temperature
and moisture constant a total water flux and temperature flux
was added. Total water flux was added to the sub-cloud por-
tion of the boundary layer. This included a flux that tended to
homogenise the field and was calculated at each gridpoint as

∂qt

∂t
=mq+

qtbl −qt

81t
(16)

wheremq is the gradient of the least squares linear fit of the
total flux from the beginning of the simulation,qtbl is the
large-scale total water in the boundary layer andqt is the field
of actual total water. The homogenisation is not physical but
is justified on the grounds that we want to find a formula
for entrainment in order to close the large-scale dynamics
of the boundary layer. However, the large-scale dynamics is
only valid under the assumption of a homogeneous boundary
layer so we are merely enforcing the assumption made by the
large-scale dynamical view.

The flux of liquid water potential temperature was calcu-
lated so as to add a constant buoyancy to the whole boundary
layer from the ground up to the isoline of temperature half
way between the large-scale boundary layer and free atmo-
sphere values. In this way, the dynamics of the boundary
layer is not affected by the flux. The calculation was per-
formed by first calculating a homogeneous buoyancy flux

∂B

∂t
=mb+

θlbl − θ̄l

30θlbl1t
(17)

where θ̄l is the average liquid water temperature between
200 m and 100 m below cloud top andmb is the gradient of
the least squares linear fit of the total flux of buoyancy since
the beginning of the simulation.

The flux of liquid water potential temperature necessary
to achieve a given change in buoyancy1B over a single
timestep, given a change in total water1qt, was calculated
and added at the end of each timestep. The change in liquid
water potential temperature1θl at each gridbox was calcu-
lated using the following procedure: in the absence of liquid
water

1θl,dry = θlbl (1B−0.611qt)1t (18)

in the presence of liquid water

1θl,wet= θlbl

(
1B−1qt

(
γ

θlbl
−1

)(
1−

∂qsat

∂qt

))
(19)

and ∂qsat
∂qt

is the rate of change of saturation withqt at con-
stantθl . In the case that the flux causes a transition between
clear sky and cloud, it is necessary to calculate the fraction of
buoyancy andqt change that occurs in cloud and the fraction
in clear sky and to add these contributions separately. When

going from clear sky to cloudy, the fraction in clear sky is
given by

m=
qsat−qt

1qt −
∂qsat
∂θl
1θl,dry

(20)

where ∂qsat
∂θl

is the rate of change of saturation withθl at con-
stantqt. When going from cloudy to clear, the fraction in
cloudy sky is

m=
qt −qsat(

1.0−
∂qsat
∂qt

)
1qt−

∂qsat
∂θl
1θl,wet

. (21)

In addition to maintaining the temperature and moisture
of the boundary layer, the height of the inversion was kept
constant by adding a homogeneous, large-scale divergence.
This ensured that the cloud top did not come close to the up-
per boundary of the domain. The divergence was calculated
according to:

∇ ·v=
md+

h−H
51t

H
(22)

wheremd is the gradient of the least squares linear fit to the
total entrainment over the duration of the simulation so far,h

is the measured height of the boundary layer,1t is the time
between updates (12 s) andH is the required height. The
height of the inversion was defined to be the average height
of the isoline of total water content half way between the
large-scale boundary layer and free atmosphere values.

Adjusting the large scale divergence in this way will lead
to a large scale downward velocity of air through the inver-
sion at each timestep. In the wrapped model, this velocity
is integrated over time as the simulation proceeds and the
running total is recorded every 12 s. So, by the end of the
simulation there is a record of total entrainment, in meters,
from the beginning to the end of the simulation. The mean
and standard deviation of the entrainment velocity was cal-
culated from the final 4 hours of this record (after the 2 h
spin-up). The mean was calculated from the gradient of a
least-squares fit of the total entrainment record and the stan-
dard deviation was calculated from the average entrainment
velocities of contiguous 216 s intervals.

4.1 Sensitivity of the wrapped ERM to initial conditions

Since knowledge of the large-scale state of the system gives
us incomplete knowledge of the high-resolution state, there
is an inherent uncertainty in the mean entrainment when av-
eraged over a finite area and time. In order to show that
this uncertainty is significant, a numerical experiment was
performed on the wrapped ERM to test the sensitivity of en-
trainment rate to an initial random perturbation of±0.0025 K
to each gridbox in the lowest 100 m of the boundary layer
and within 100 m below the inversion. The large-scale state
was chosen to be around the centre of the expected ranges of
each value:
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Net radiation flux above inversion

Boundary layerqt = 8×10−3 Kg Kg−1

1θl at inversion= 8.5 K

1qt at inversion= −6×10−3 Kg Kg−1

Net radiation flux above inversion= −55 W m−2

Net radiation flux at cloud base= 22 W m−2

The domain size was 1166 m horizontally and 770 m ver-
tically. The inversion height was 600 m above the bottom of
the domain.

Six simulations were made with different random pertur-
bations. The fluxes of heat and moisture which keep the
boundary layer at a constant, large-scale state were turned
off in order to discount them as amplifiers of sensitivity.

The total entrainment of each simulation was output at 12 s
intervals to show the time evolution of entrainment as the
simulation progressed. The results are shown in Fig.4. Af-
ter 6 h there was a 10 % spread in total entrainment between
simulations, showing that there is significant sensitive depen-
dence on initial conditions under these conditions.

Simulations were also made with the large-scale diver-
gence feedback turned off in order to discount this as a pos-
sible amplifier of sensitivity. Results still showed sensitivity
to initial conditions. Different domain geometries did not
show any reduction in sensitivity after scaling according to
Eq. (23). Sensitivity was reduced to around 5 % under the
same large-scale state when the large-scale boundary layer
state was held constant by turning on the fluxes of heat and
moisture.

4.2 Sensitivity of the wrapped ERM to domain
geometry

Numerical experiments were performed to find the sensitivity
of the wrapped ERM output to the domain geometry of the
ERM. The reference geometry was 770 m vertical by 1166 m
horizontal, with the inversion at 600 m. The following per-
turbations to the reference geometry were tested:

– domain width of 5500 m,

– domain height of 1200 m,

– inversion at 1100 m with domain height of 1270 m.

In all cases, the values of the large-scale inputs to the
model were chosen to be as follows:

ql,ct = 5.5×10−4 Kg Kg−1

1qt = −6.0×10−3 Kg Kg−1

1B = 0.215 m s−2

F0 = 55 W m−2

Table 2. The least squares fit of the rate of entrainment for different
domain geometries.

Simulation Entrainment (m s−1)

Reference 7.45×10−3

Wide 7.28×10−3

Free atmosphere 7.59×10−3

1100 m boundary layer 7.31×10−3

θl,bl = 295 K 7.50×10−3

F1 = 22 W m−2

θl,bl = 290 K

1Tsst= 1 K.

In addition, sensitivity to boundary layer liquid water poten-
tial temperature (with all other variables fixed) was tested by
performing a simulation at 295 K, the upper limit of the ex-
pected range.

The simulations lasted 15 simulated hours and the initial
spin-up period was 9 h. The total entrainment of the simula-
tions were recorded at 12 s intervals throughout the duration
of the simulations, these are shown in Fig.5 as a function
of time. The mean entrainment velocity was calculated from
the gradient of a least-squares linear fit to the total entrain-
ment values after discounting the values from the spin-up pe-
riod. The results, displayed in Table2, show that the refer-
ence geometry, although small, gives values for entrainment
that agree well with those of different geometries, when the
the intrinsic standard deviation of entrainment is taken into
account.

4.3 Accounting for 2-D simulation

Since our ERM is 2 dimensional and the parameterisation is
intended for a 3 dimensional GCM, some discussion of the
implications of this is necessary. The results shown in section
2.2 show that the entrainment velocity of our 2 dimensional
ERM is comparable to that of 3 dimensional models, despite
the difference in the cascade of turbulent kinetic energy in
the 2 dimensional case compared to that of 3 dimensions
(Kraichnan, 1967). This is backed up by similar results in
Moeng et al.(1996). Grabowski et. al.(1998) also performed
comparisons of 2 and 3 dimensional models of the turbulent
atmosphere and found them to give comparable results in
many respects. Exactly why this is so in the case of entrain-
ment is not entirely clear. One possible explanation is that,
even at the 5m resolution used in the wrapped ERM, the en-
trainment predominantly occurs at the sub-grid scale by way
of the sub-grid turbulence parameterisation. Since the turbu-
lence parameterisation is largely unchanged between our 2
dimensional ERM and a 3 dimensional model we would, in
this case, expect similar results.
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The extension from 2 dimensional to 3 dimensional stan-
dard deviations of entrainment also needs to be addressed.
Equation (10) cannot be used to scale the standard deviation
measured in a 2 dimensional ERM to that of a 3 dimensional
gridbox because the ERM has no horizontal cross sectional
area,1A. To deal with this we suppose that the entrain-
ment in the ERM is caused by the action of a number of en-
trainment events of characteristic length scalel. In this case,
the number of entrainment events over the simulated domain
of the ERM would scale asx1T

l
, wherex is the width of

the domain and1T is the duration of the ERM simulation.
Similarly, the number of events in a GCM column of cross-
sectional area1AG will scale as1AG1TG

l2
, where1TG is the

GCM timestep. So, we would expect the standard deviation
of the ERM,σE , to scale as

σG= σE

√
lx1T

1AG1TG
(23)

whereσG is the standard deviation over a GCM gridbox.
An order of magnitude figure for the characteristic length

scale can be calculated by noting that since the entrainment
predominantly occurs in only one direction, each entrain-
ment event must predominantly mix free atmosphere air into
the boundary layer. For this to be the case, the mean en-
trainment must remain larger than the standard deviation, so
the scale of the process of entrainment must be no smaller
than that where the standard deviation of each event equals
its mean. Taking data from a 15 h simulation with the same
large-scale state as the previous section and supposing a char-
acteristic velocity of 1 m s−1 gives a characteristic length
scale of 15 m.

5 Analysing the wrapped ERM using iGen

The wrapped ERM now has the inputs and outputs of a pa-
rameterisation of entrainment and, indeed, could be used as a
very slow and computationally inefficient parameterisation.
The next stage in the method is to use iGen to analyse the
source code of the wrapped ERM in order to generate a more
efficient parameterisation.

The wrapped ERM was analysed by iGen on a desktop
computer with 1.8 GHz Intel Core-Duo. For this analysis
iGen was configured to use approximation by Lagrange inter-
polation when performing polynomial arithmetic. The anal-
ysis proceeded according to the mechanism described in TD:
the inputs to the wrapped ERM (i.e. the 5 variables of the
large-scale state) were interpreted as unknown, independent
variables and each statement of the wrapped ERM’s source
code was interpreted as an operator on multivariate poly-
nomials of these independent variables. In addition to the
programming structures described in TD, the wrapped ERM
contained a number of other structures, but these did not re-
quire any significant changes to the analysis technique. C++
objects were interpreted as objects whose members were

polynomials, in an obvious extension to way that variables
were interpreted as polynomials. Calls to methods and sub-
routines were interpreted as if expanded in-line, avoiding the
need for any special treatment (recursive functions were not
encountered in the wrapped ERM, but these could have been
dealt with by, for example, recursively expending in-line
until the recursion terminates for all possible inputs within
the specified range). Calls to the standard library functions
exp andpow were required during evaluation of Teten’s for-
mula and calculation of the hydrostatic pressure respectively.
Rather than analyse the C++math library, these calls were
overloaded to directly calculate the exponential and power
of a polynomial by applying the respective function to each
point in the polynomial’s sparse grid representation. The
wrapped ERM contained no instances of arrays being in-
dexed by values that depended on the values of the inputs, so
arrays could be represented simply as arrays of polynomials.

The majority of the wrapped ERM code involved only
simple arithmetic operations. The wrapped ERM begins by
calculating the canonical high-resolution state, this involves
initialising the arrays that store the gridded prognostic vari-
ables. An analysis of this portion of the program would
calculate polynomials for each member of these arrays. A
timestep of the ERM consisted of finite difference calcula-
tions on the grids, and this was analysed as simple arithmetic
operations on the polynomials at each grid-point. Calcula-
tion of pressure and velocity again consisted of a loop of
finite difference calculations analysed as simple arithmetic
operations on polynomials. Diagnosis of liquid water and
the flux-limiting advection each involved anif statement,
which was analysed using the Heaviside step function as
described in TD.

The polynomials were represented as points on a sparse
grid. This grid has the property that the points representing a
polynomial of degreen form a subset of the points of a poly-
nomial of degree 2n. As a consequence of this, the results of
a low degree analysis can be re-used to do a higher degree
analysis allowing a simple form of adaptive grid refinement
to be implemented (Gerstner and Griebel, 2003). So, iGen
incrementally increased the degree of the analysis until the
error between the parameterisation and the wrapped ERM
was within the required limit.

The error-bounding mechanism used by iGen in this exper-
iment was slightly different from that described in TD and
made use of the information available from the analysis of
the standard deviationσE . Conceptually, the output of the
wrapped ERM can be viewed as a noisy signals+n wheres
is the value that the wrapped ERM would return in the limit
that the length of the simulation,k, tends to infinity, andn is
the noise due to the finite length of the simulation combined
with the model’s sensitivity to initial conditions.n can be
modelled as a random perturbation with Gaussian distribu-

tion and standard deviation ofσ = σE

√
1T
k

, wherek is the
duration of the wrapped ERM’s simulation and1T = 216 s.
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As the degree of the analysis is increased, if a point is reached
where any further increase in the degree causes a perturba-
tion that is not significantly larger than that expected from
the noise alone, then the analysis should terminate as any
higher degree of analysis would only resolve more noise.

The perturbation was calculated by converting the result-
ing entrainment polynomial to Chebyshev form and forming
a “high-order polynomial” consisting of all the highest order
terms (i.e. those for which all other terms have at least one
variable of lower degree). The amplitude of the high-order
polynomial was sampled at 10 000 randomly chosen points
in the domain and the proportion of points that lay within
0.674 standard deviations of the mean was calculated. If this
exceeded 48 % the analysis was terminated.

At this point, the error in the signal,s, due to the finite de-
gree of analysis can be shown to be small by noting that the
approximant of the signal converges as the degree of approx-
imation is increased as long as there are no discontinuities
and the total variation remains bounded1 (Mastroianni and
Szabados, 1995). This is ensured by the supposition that the
problem is well conditioned. While there may be disconti-
nuities in thederivativesof the signal caused by the onset
of different regimes or different physical mechanisms of en-
trainment, we would not expect to see any discontinuities or
unbounded variation in the signal itself.

6 Results

iGen was left running for 28 days and on return the analy-
sis had terminated, returning a 10th total-degree polynomial
for both mean entrainment and standard deviation. The re-
sulting mean entrainment polynomial was confirmed to have
converged by forming the “high-order polynomial” (see pre-
vious section) and evaluating it at 10 000 randomly chosen
points in the input domain. The proportion of points at which
the high-order polynomial was found to lie within 0.674 stan-
dard deviations was found to be 49.85 %.

The polynomials for mean and standard deviation that
resulted from the analysis are given in the supplementary
files. The polynomials are expanded in the Chebyshev basis,
so xˆn should be interpreted as then-th Chebyshev poly-
nomial (defined as cos(ncos−1(x))). The variables of the
polynomials have been offset and normalised according to
x′

=
2x−(xh+xl)
xh−xl

wherex lies in the range[xl : xh] so that the
ranges given in Sect.3 are transformed to lie in the range
[−1 : 1]. These can easily be converted into a program that
evaluates the mean and standard deviation at any point in
just over 2000 multiplications and additions by using Horner
form evaluation. Approximations that require fewer opera-
tions could be created by Chebyshev truncation, by finding
the minimax polynomial fit using Remez’ algorithm (Press

1Total variation is defined as the integral of the absolute value of
the derivative.

et al., 2007) or by finding the least squares fit by solving the
appropriate set of linear equations (Press et al., 2007).

The polynomials were tested against the ensemble of cloud
resolving models used in the DYCOMS-II intercomparison
(Stevens et al., 2005). The ensemble-average large-scale
state for the final hour of the simulations was used as input to
the polynomial, and the entrainment over 1 h was predicted
to be 5.27×10−3

±0.62×10−3 m s−1. This compares very
well with the ensemble average of the LES’s entrainment rate
which was 5.2×10−3

±0.8×10−3 m s−1.

7 Discussion

iGen’s analysis of the wrapped ERM took around 28 days to
complete. This can be compared to the wrapped ERM’s ex-
ecution time of around 30 min to show that, in this case, the
analysis was around 1000 times slower than an execution.
As mentioned earlier, this still means it would be possible
to analyse a full, 3 dimensional model on a supercomputer.
There remain many ways of increasing the speed of the anal-
ysis. It may be possible to make significant improvements
in speed by incorporating a deeper analysis of loops, by hav-
ing a more sophisticated adaptive refinement mechanism for
polynomials and by performing automatic differentiation to
apply greater approximations at points where these least af-
fect the result.

Because iGen represents variables as polynomials during
an analysis, the memory requirements of an analysis can be
considerably larger than those of an execution. In this case
the analysis required around 1000 times more memory than
an execution. The memory requirements will increase with
the order of the analysis, the number of input variables and
the number of variables used in the wrapped model. This
may become a problem when attempting to perform a very
high order analysis of a very high resolution wrapped model.
However, it would be possible to change the order in which
iGen makes its calculations to allow intermediate results to
be deleted once they are no longer needed. This would make
the memory requirements independent of the order of the
analysis and of the order of a few tens of times the require-
ments of an execution. This is left for future work.

The error-bounding method used in this experiment re-
quired the assumption of bounded total variation and no dis-
continuities in the wrapped ERM’s output. This was plausi-
ble in this case but in order to make the analysis fully formal
it would be desirable for iGen to use it’s analysis to prove
these properties, and to identify discontinuities if they occur.
iGen is currently being developed to do this.

8 Conclusions

iGen has analysed the source code of a wrapped, high-
resolution eddy resolving model of entrainment in marine
stratocumulus and from this has derived a parameterisation
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of entrainment in terms of the large-scale state of the bound-
ary layer.

The resulting parameterisation can be interpreted in two
ways. Primarily it is a demonstration of iGen’s ability to cre-
ate parameterisations from models of realistic complexity. In
addition, we have demonstrated that the ERM and the re-
sulting parameterisation shows good agreement with an en-
semble of LES models and could be incorporated into the
boundary layer parameterisation scheme of a climate model.
The biggest limitation of the parameterisation is that it is
based on a 2 dimensional simulation. The similarity in re-
sults between our model and the 3 dimensional models in the
DYCOMS-II case, however, would suggest that this may not
adversely affect entrainment rates. This is in line withMoeng
et al.(1996) who also found a similar insensitivity of entrain-
ment rate to model dimensionality. This insensitivity may be
a result of the finite resolution of the model, it is not clear
whether the 5 m resolution of our ERM is enough to capture
the processes involved in entrainment. It would be worth-
while repeating this experiment with a higher grid resolution
and in 3 dimensions. It would also be worthwhile treating
boundary layer temperature and sea surface temperature as
input variables in order to formally show their functional role
in entrainment.

iGen continues to be developed and improved but we have
demonstrated that it can already generate a parameterisation
of a physical process that hasn’t previously been satisfacto-
rily parameterised. We hope that in time iGen will become a
widely used tool for generating parameterisations and mod-
els for numerical experiments.
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