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Abstract. This paper describes the development of a tech-
nically robust climate modelling system, HadGEM3, which
couples the Met Office Unified Model atmosphere com-
ponent, the NEMO ocean model and the Los Alamos sea
ice model (CICE) using the OASIS coupler. Details of
the coupling and technical solutions of the physical model
(HadGEM3-AO) are documented, in addition to a descrip-
tion of the configurations of the individual submodels. The
paper demonstrates that the implementation of the model
has resulted in accurate conservation of heat and freshwa-
ter across the model components. The model performance
in early versions of this climate model is briefly described
to demonstrate that the results are scientifically credible.
HadGEM3-AO is the basis for a number of modelling efforts
outside of the Met Office, both within the UK and interna-
tionally. This documentation of the HadGEM3-AO system
provides a detailed reference for developers of HadGEM3-
based climate configurations.

1 Introduction

Driven by the consensus that climate change is now taking
place (IPCC, 2007), there is an increasing demand for cli-
mate predictions on regional scales. This is leading to a move
towards a family of climate models with options for both in-
creased complexity and resolution (Martin et al., 2011). Cli-
mate models at high resolution need to be particularly robust,
as shorter grid-lengths mean that models are closer to the lim-
its of the stability criteria. This can be a particular problem
around the North Pole in ocean and sea ice models – con-
vergence of grids towards the pole can lead to a requirement
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to heavily filter fields to avoid grid point noise and maintain
model stability (Johns et al., 2006). Technical constraints on
filtering have been found to make the filtering proportion-
ately more expensive, and to limit scalability, which is an
increasingly important consideration at higher resolution.

Previous Hadley Centre Global Environmental Models
(HadGEM1, HadGEM2) have improved formulation and res-
olution in the Unified Model (UM) atmosphere component
(HadGEM1, Johns et al., 2006) and increased complexity in
the carbon cycle (HadGEM2, Collins et al., 2008). The focus
of this paper is the technical development of the HadGEM3
climate model which is intended to be the next-generation
climate model. Although HadGEM3 has been initially built
at a resolution comparable to HadGEM1, the intention is that
the model structure will form the basis for running models at
significantly higher resolution as well as at lower resolution
with increased complexity (as in the Quantifying Uncertainty
in the Earth SysTem [QUEST] Model [QESM]). This will es-
tablish a HadGEM3 family of models which have the same
underlying structure and physics. In this paper, we discuss
only the physical model (hereafter referred to as HadGEM3-
AO). In future, this will form the basis for the Earth System
model (HadGEM3-ES).

The requirement for high resolution climate models means
that it is no longer practical to maintain ocean and sea ice
components which have a geographic North Pole. The grid
convergence of HadGEM1 required not just filtering to main-
tain stability but also the insertion of a polar island. While
a higher resolution version of this model was built as part
of the HiGEM project (Shaffrey et al., 2009), the fidelity
of the simulation of ocean and sea ice in the Arctic under
such approaches is questionable. The approach taken here in
HadGEM3-AO is to introduce new ocean and sea ice com-
ponents that are formulated with generalised orthogonal co-
ordinates and are therefore able to employ a tripolar grid
(e.g. Murray, 1996).
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Introducing new ocean and sea ice components into the
climate model has enabled us to integrate our model devel-
opment efforts with the international modelling community
by using community models – NEMO (Madec, 2008) for the
ocean and CICE (Hunke and Lipscomb, 2008) for the sea ice.
The use of common code structures means that implementa-
tions of new physics can be shared but still allows different
modelling centres to use different dynamics and parameteri-
zations, maintaining model diversity.

The HadGEM3 model uses the communication model OA-
SIS3 (Valcke, 2006) to enable coupling between the UM at-
mosphere, NEMO ocean and CICE sea ice. The use of OA-
SIS means that a number of different algorithms for coupling
are available and we have been able to investigate their im-
pact on conservation. In addition, the introduction of the
new component models means that we have also been able
to develop a hierarchy of models to aid diagnosis of coupled
model errors; forced sea ice models and forced ocean-ice
models are now available in addition to pre-existing AMIP
style atmosphere models (i.e. atmosphere-only models with
prescribed sea surface temperature (SST) fields).

The development of HadGEM3-AO represents a depar-
ture from our usual mode of model development (HadCM3,
HadGEM1 and HadGEM2) where we have worked towards
a single fixed version of the model with specified physics
(schemes and parameters) and a defined resolution. In pre-
vious model developments, model versions prior to the final
definition have not been utilised for any applications. Our
strategy with HadGEM3-AO is twofold: firstly, the intention
is to develop a model family whereby the model is available
at a range of resolutions and secondly, model development
will continue in cycles with updated versions of the model
released in a similar manner to the operational weather fore-
cast model development cycle. The version of the model
will be identified by a resolution and a revision number. For
these reasons, it will be possible to use HadGEM3-AO in ap-
plications such as seasonal forecasting (Arribas et al., 2011)
where the modelling system is updated on a regular basis fol-
lowing an operational cycle. However, we have not reached a
stage in the development cycle of HadGEM3-AO where we
are ready to commit to a version that can be used for long
climate runs as required by the Intergovernmental Panel on
Climate Change (IPCC).

In this paper, where scientific details about the HadGEM3-
AO model are referred to, they are documenting HadGEM3-
AO revision 1.1 (r1.11), while technical details are specific
to implementation on the NEC SX8 supercomputer (as used

1 Revision r1.1 originated at UM7.1 but has been upgraded to
UM7.2, UM7.4 and UM7.6. The model is described in the Unified
Model User Interface [UMUI] as job name ahzze. This job is es-
sentially the version of the model assessed in March 2009 as part
of the HadGEM3 development project (with minor changes to the
cloud inhomogeneity and ocean vertical mixing scheme to make it
more suitable for seasonal use).

at the Met Office until early 2009). In particular, note that
r1.1 refers to a revision within the framework and is not, in
principle, fixed to any particular resolution. For the purposes
of this paper we will show results from a model run at a res-
olution comparable to HadGEM1.

In this paper, Sect. 2 introduces the coupling of different
components of the climate system and describes the three
scientific submodels (UM atmosphere, NEMO ocean and
CICE sea ice) as well as the inter-component communica-
tion model (OASIS). In Sect. 3, we describe the exchange of
fields between different submodels while Sect. 4 discusses
conservation of heat, freshwater and momentum. Section. 5
describes the model performance in HadGEM3-AO r1.1. Fi-
nally, Sect. 6 summarises the results and discusses any out-
standing issues to be addressed.

2 Coupling atmosphere, ocean and sea ice models

HadGEM3-AO couples together three submodels (UM atmo-
sphere, NEMO and CICE) to form the climate modelling sys-
tem. To simulate the climate, the submodels should exchange
heat, freshwater, salt and momentum, in a conserving man-
ner. The heat exchanges between the atmosphere, ocean and
sea ice models (i.e., the interfaces between individual sub-
models rather than within the submodels themselves) are il-
lustrated in Fig. 1a. The components of the heat exchange
between the atmosphere and ocean are solar, longwave and
turbulent (sensible and latent) fluxes. Snowfall landing in the
ocean, and subsequently melting, adds an additional heat flux
to the ocean. Sea ice exchanges heat with the atmosphere
at its top surface which can cause the surface to melt. At
the bottom surface of the sea ice, heat is exchanged with the
ocean causing ice growth or melt. Heat is also passed from
the sea ice to the ocean when frazil ice forms in the ocean.
Freshwater exchanges (illustrated in Fig. 1b) involve rain and
snow from the atmosphere providing freshwater to the ocean
model or the sea ice model where ice is present. The ocean
submodel uses a linear free surface and therefore freshwater
fluxes are converted to salt fluxes for the ocean. River input
supplies freshwater to the ocean. Evaporation causes fresh-
water loss from the ocean; sublimation/condensation pro-
cesses cause a loss/gain of freshwater from the sea ice com-
ponent. The formation or melting of sea ice creates fluxes
of freshwater and salt between the ocean and sea ice. Ex-
changes of momentum are not shown schematically but con-
sist of the surface wind stress forcing the ocean and sea ice
models. The ocean and sea ice are further coupled through
an ocean-ice stress created by the difference in the surface
ocean and ice velocities.

As discussed earlier, the intention of the HadGEM3-AO
development is that rather than a specified model developed
with a fixed horizontal and vertical resolution and prescribed
parameter settings in each submodel, the model will be de-
veloped as a family of models with a range of resolutions
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Figure 1: Schematic diagrams showing the exchanges between the atmosphere (which ���

includes land surface), sea ice and ocean models in HadGEM3 of: a) heat; and b) freshwater.  ���

Arrows indicate the direction of information flow in the model rather than the direction of fluxes. ���
(1) Evaporation/sublimation on sea ice will affect the sea surface height albeit only by a small amount.  ���

This effect is currently not included in HadGEM3 but will be added in future developments. ���
(2) The fraction of snowfall that falls on the sea ice will have an immediate impact on the sea surface ���

height and is added to this ocean flux.  The snow landing on the ice will not affect the sea surface salinity ���

until it melts, at which point the snow melt is included in the ice-ocean freshwater flux term.  ���
(3) The fraction of rainfall that falls on the sea ice is assumed to drain immediately to the leads and �	�

therefore simultaneously impacts both salinity and sea surface height.  The rainfall fraction is added �
�

directly to the flux affecting the sea surface height.  It is also passed to the sea ice model where it is ���

added into the ice-ocean freshwater flux which then contributes to the flux affecting sea surface salinity.  ���
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Fig. 1. Schematic diagrams showing the exchanges between the at-
mosphere (which includes land surface), sea ice and ocean models
in HadGEM3 of:(a) heat; and(b) freshwater. Arrows indicate the
direction of information flow in the model rather than the direction
of fluxes.(1) Evaporation/sublimation on sea ice will affect the sea
surface height albeit only by a small amount. This effect is currently
not included in HadGEM3 but will be added in future developments.
(2) The fraction of snowfall that falls on the sea ice will have an im-
mediate impact on the sea surface height and is added to this ocean
flux. The snow landing on the ice will not affect the sea surface
salinity until it melts, at which point the snow melt is included in
the ice-ocean freshwater flux term.(3) The fraction of rainfall that
falls on the sea ice is assumed to drain immediately to the leads
and therefore simultaneously impacts both salinity and sea surface
height. The rainfall fraction is added directly to the flux affecting
the sea surface height. It is also passed to the sea ice model where
it is added into the ice-ocean freshwater flux which then contributes
to the flux affecting sea surface salinity.

existing for each submodel. For that reason, the model
components are described only briefly and in generic terms
here and the reader is referred to appendices for the details
of the submodel configurations which were used to build
HadGEM3-AO r1.1.

The HadGEM3-A r1.1 atmosphere submodel (Ap-
pendix A) is a particular configuration of the Met Office’s
Unified Model (UM; Davies et al., 2005). The UM em-

ploys a semi-Lagrangian advection scheme, complex param-
eterizations of a number of processes (including radiation,
convection, boundary layer mixing and cloud microphysics)
as well as aerosol effects and feedbacks2. The version of
HadGEM3-A described in Sect. 5 has a horizontal resolution
of 1.25◦ latitude by 1.875◦ longitude with 38 vertical levels.
As the atmosphere submodel is run on a regular grid it suffers
problems associated with the convergence of the meridians in
polar regions. However, the semi-implicit, semi-lagrangian
nature of the dynamical core, combined with Fourier fil-
tering at high latitudes (Davies et al., 2005) permits the
use of timesteps that violate the CFL criterion (where the
Courant number exceeds 1 as described by Staniforth and
Côté, 1991). HadGEM3-A r1.1 includes coastal tiling where
grid boxes on the atmosphere grid can contain part land and
part ocean, improving the representation of the coastline.

The land surface hydrology scheme used is the Met Of-
fice Surface Exchange Scheme (MOSES-II, Cox et al., 1999)
which is the same as that used by HadGEM1 and HadGEM2
but with updated soil properties and soil hydraulics. The river
routing scheme used is the Total Runoff Integrating Pathways
scheme (TRIP; Oki and Sud, 1998) also largely unchanged
from HadGEM1 and HadGEM2. Both the land surface hy-
drology scheme and the river routing scheme run as subcom-
ponents of the atmospheric model as they are included in the
same executable and code base as the rest of the atmospheric
code. Hence all future references to the coupling between the
atmospheric model and the ocean and sea ice models include
the land surface and rivers as part of the atmospheric model.

The ocean submodel (Appendix B) is based on the “OPA”
part of the NEMO ocean framework (Madec, 2008). Some of
the motivations for using NEMO as the HadGEM3-O ocean
submodel have already been described in the introduction;
the option to use a tripolar grid eliminates many of the nu-
merical problems associated with more traditional grids and
integrating our model development efforts with an interna-
tional community should be beneficial in maintaining state-
of-the-art parameterizations and numerical schemes. As for
the atmosphere, the ocean submodel is discretised on a C grid
(Arakawa and Lamb, 1977). NEMO has developed a fam-
ily of tripolar horizontal grids (Madec, 2008) called ORCA.
Each configuration in the ORCA family has a regular Merca-
tor grid in the Southern Hemisphere, and a non-regular grid
in the Northern Hemisphere, in which the North pole singu-
larity has been replaced by a line between points in Canada
and Siberia. Some ORCA configurations, including ORCA1,
use latitudinal grid refinement in the tropics. The version of
HadGEM3-O described in Sect. 5 employs the nominal 1 de-
gree resolution horizontal grid “ORCA1” (see Fig. 2 and Ap-
pendices B and C for further details) and 42 vertical levels.

The sea ice submodel (Appendix D) is based on the Los
Alamos sea ice model (CICE) (Hunke and Lipscomb, 2008)

2 In HadGEM3-AO aerosol fluxes are not passed across the
coupler.
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Figure 2:  ORCA1 grid. Every third gridline is plotted. The contoured field is the grid anisotropy, ��

�x:�y. The tropical grid refinement is clear, as is the quasi-uniform grid in the Arctic. The land-	�
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Fig. 2. ORCA1 grid. Every third gridline is plotted. The contoured
field is the grid anisotropy,1x:1y. The tropical grid refinement
is clear, as is the quasi-uniform grid in the Arctic. The land sea
mask in the Arctic (and elsewhere) has been smoothed to inhibit the
build-up of sea ice in narrow channels.

which is a state-of-the-art sea ice model suitable for use at
the resolutions currently employed for global climate mod-
elling. Previous climate models HadGEM1 and HadGEM2
used components of the CICE model embedded within the
ocean model. HadGEM3-AO uses CICE itself as a sub-
component of the coupled system. Using CICE maintained
the sea ice model science as we moved from HadGEM2
to HadGEM3. Surface sea ice temperature, atmosphere to
ice fluxes and the conductive heat flux through the ice are
calculated in the atmosphere component (as in HadGEM1,
McLaren et al., 2006) while the remaining calculations (ice
growth and melt, dynamics and ridging in thickness cate-
gories) are carried out by the CICE submodel on the ORCA
grid at the same resolution used by the ocean component.
The ocean and sea ice subcomponents always need to run on
the same grids to ensure that fluxes of heat and freshwater
can be accurately maintained between both submodels.

One key difference between NEMO and CICE is that
CICE employs a B grid whereas NEMO uses a C grid; while
the tracer points of the NEMO and CICE grids align, the ve-
locity points do not. CICE has both components of velocity
at the “corners” of the grid cells while NEMO has velocity
points staggered on the midpoints of the appropriate edges
(Arakawa and Lamb, 1977). This means that single grid-
block wide channels allow transport in NEMO, but are im-
penetrable to flow in CICE. For this reason, channels in the

land-sea mask (further details in Appendix C) are at least two
grid cells wide in order to deter the potential build-up of sea
ice. We have not experienced any problems associated with
the different velocity grids in NEMO and CICE.

The need for efficient load balancing, the fact that NEMO
and CICE employ the same scalar grid and the fact that the
model was developed on a vector machine employing rela-
tively few CPUs led to the decision that NEMO and CICE,
although existing as separate codes, should be run as a single
executable in HadGEM3-AO; therefore coupling between
NEMO and CICE does not use OASIS. This is relatively eas-
ily implemented and allows the ocean and sea ice codes to be
maintained separately with the ability to run as standalone
models. This aspect of code management could also be ap-
plied in the future to other codes such as atmosphere and land
surface.

OASIS3 (Valcke, 2006) is a coupler which is designed to
coordinate the exchange of fields between models. Details of
the OASIS3 configuration are given in Appendix E. At the
time of developing the climate model OASIS3 was a non-
parallel code (i.e. all coupling was performed through a sin-
gle process) which, in principle, could have presented a per-
formance bottleneck. In practise this was not the case given
the small number of processors involved on the NEC SX8
and the low coupling frequency employed. The parallel OA-
SIS4 (Valcke and Redler, 2006) potentially provides a more
scalable option suited to use on supercomputers with many
processors but on the timescales of HadGEM3-AO develop-
ment, OASIS4 was considered unlikely to offer the required
functionality and robustness.

The various submodels of the coupled system were com-
piled using the same programming environment, compiler
versions, MPI (Message Passing Interface) version and
netCDF libraries (see Appendix F for further details). Fig-
ure 3 shows the sequence of events during a coupled model
run. The three components start and execute simultaneously
with the only implied inter-component communication be-
ing the points at which each component receives incoming
regridded coupling data. At this point, if the required data
is unavailable in OASIS3 then the receiving component is
forced to wait until the data is available. It is therefore de-
sirable that the system is well load balanced so that each sci-
entific component passes data to OASIS3 in advance of the
receiving component requesting data from the coupler.

3 Fields exchanged between submodels

This section gives a detailed description of the variables ex-
changed between the UM atmosphere, NEMO and CICE in
HadGEM3-AO. First, in Fig. 4, we show how atmosphere
fields are passed to NEMO and CICE, and how these are
used in combination with sea ice fields to calculate fluxes
for NEMO. Then in Fig. 5 we show how NEMO and CICE
fields are combined and passed back to the UM atmosphere.
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Table 1a.Details of combining the atmosphere fields in Fig. 4. These manipulations are in the UM subroutineOASIS3GETA2O
.

Operations: combining atmosphere fields

T1 AT = AO 3 + AO 4 Total snowfall rate = Large-scale + Convective rates

T2 AT = AO 5 + AO 6 Total rainfall rate = Large-scale + Convective rates

T3 AT = − (LF + LC) × AO 7 Latent heat flux into ice =− (latent heat of fusion + condensation)× sublimation rate

T4 AT = AO 11 + AO 12− AO 13− LC × AO 8 Total surface heat flux = solar + longwave + sensible + latent heat fluxes

T8 AT = AO 9/(1-land frac in grid box) Runoff into ocean = Atmosphere grid-box-mean runoff/fraction of sea in grid box
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Figure 3: Schematic representation of the sequence of events in coupled models highlighting ��
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Fig. 3. Schematic representation of the sequence of events in coupled models highlighting the critical positioning of the coupling exchanges
and creation of model restart and dump files in relation to each component.
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Table 1b. Details of regridding the atmosphere fields onto the ocean grid in Fig. 4. These manipulations are carried out by OASIS itself. “n”
is the ice thickness category index.

Regridding: atmosphere to ocean grid

AO 1 → T5 NU a Transferx comp of wind stress to ocean U points
AO 2 → T6 NV a Transfery comp of wind stress to ocean V points
T1 AT → T1 NT Transfer total snowfall rate to ocean/ice T points
T2 AT → T2 NT Transfer total rainfall rate to ocean/ice T points
T3 AT → T3 NT Transfer latent heat flux into ice to ocean/ice T points
AO 8 → T7 NT Transfer evaporation to ocean T points
T8 AT → NI 7 Transfer runoff into ocean T grid and reverse sign
AO 10→ T9 NT Transfer solar penetrative radiation to ocean T points
T4 AT → T4 NT Transfer total surface heat flux to ocean T points
AO 14(n)→ CI 6(n) Transfer category “botmelt” to ocean/ice T points
AO 15(n)→ T10 NT(n) Transfer category “topmelt” to ocean/ice T points

a Vectors are rotated to NEMO model grid after call to OASIS in NEMO subroutineSBCCPL IN

Table 1c. Detail of regridding the ice fields onto the ocean U and V points in Fig. 4. These manipulations are in the NEMO subroutine
CICE SBCOUT.

Regridding: ice to ocean grid

CO 11→ T11 NU Transfer aggregate ice concentration to ocean U points
CO 11→ T11 NV Transfer aggregate ice concentration to ocean V points
CO 6 → T12 NU Transfer x-comp. of GBM ocean-ice stress to ocean U points
CO 7 → T13 NV Transfer y-comp. of GBM ocean-ice stress to ocean V points

In the model described in this paper NEMO and CICE
are coupled at every timestep (this is when the operations
below the dashed line in Figs. 4 and 5 are performed) and
the ocean-ice system is coupled to the UM atmosphere ev-
ery 24 h (which corresponds to 24 ocean-ice timesteps and
48 atmosphere timesteps). The coupling frequency between
the submodels will change in future HadGEM3-AO develop-
ments.

In the figures below, input and output fields are ref-
erenced as XYn where X is (A, N, C) for (Atmo-
sphere,NEMO,CICE), Y is (I, O) for (Input, Output) and n
indicates the number of the field. Temporary variables used
during the coupling are referenced as TnXZ where n is the
number, X is the model, and Z is (T, U, V) according to the
grid points on which these fields are found (see Tables 1g and
2f).

3.1 Atmosphere to Ice to Ocean coupling (Fig. 4)

Atmosphere fields averaged over the coupling period are pre-
pared for passing to OASIS3 through the manipulations de-
tailed in Table 1a (and performed in theOASIS3PUTA2O
subroutine within the UM code). These are largely straight-
forward operations which combine fields or convert units
prior to the OASIS3 interpolation. Note that the ice heat

fluxes (AO14 and AO15) and ice sublimation rate (AO7)
calculated in the atmosphere model are “per unit grid-box
area”3 rather than “per unit ice area” (i.e. they are multiplied
by the ice concentration in the atmosphere model). This is
to ensure energy conservation between submodels as the ice
area changes in CICE during the coupling period. Similarly,
the evaporation (AO8), solar, longwave and sensible heat
fluxes over the open ocean (AO10, AO 11, AO 12, AO 13)
are multiplied by the leads fraction when diagnosed in the
atmosphere code. The runoff field (AO9) has to be scaled
by the fraction of land in the atmosphere grid box (see Ta-
ble 1a) to account correctly for coastal tiling which allows
atmosphere grid boxes to be part land and part ocean.

Once the fields have been regridded (from the atmosphere
to the ocean grid) by OASIS3 and vector fields have been ro-
tated within NEMO, the operations in Table 1d and f provide
the correct fields for driving the NEMO and CICE models.
In both sets of operations ice concentrations from the previ-
ous CICE timestep (CO11) are used to ensure consistency
when atmosphere fluxes and stresses are partitioned between
ocean and sea ice. The ocean-ice stresses from CICE (CO6
and CO7) are grid-box means (i.e. they have been multi-
plied by ice fraction within CICE) so can be used directly as

3 At points with coastal tiling, the “grid box area” is the non-land
area of the grid box.
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Table 1d. Details of partitioning the atmospheric stresses and fluxes for the ice model in Fig. 4. These manipulations are in the NEMO
subroutineCICE SBCIN. “n” is the ice thickness category index.

Operation: partitioning of stresses and fluxes for ice model; freeze-melt potential calculationa

T14 NU = T11 NU × T5 NU x comp: Wind stress used by ice model =
ice concentration× GBM wind stress

T15 NV = T11 NV × T6 NV y comp: Wind stress used by ice model =
ice concentration× GBM wind stress

CI 3 = CO 11× T1 NT Snowfall on ice = ice concentration× GBM snowfall

CI 4 = CO 11× T2 NT Rainfall on ice = ice concentration× GBM rainfall

CI 5(n) = T3 NT ×

CO 1(n)/CO11 b
Category latent heat = GBM latent heat× category ice
concentration/aggregate ice concentration

CI 7(n) = T10NT(n) + CI 6 Category surface heat flux = category “topmelt” + conductive
flux through ice

CI 8 = rau0× rcp× e3t(1)×
(Tocnfrz – CI9)/(2×dt) c

Freeze-melt potential = ocean density× ocean heat capacity×
ocean surface layer thickness× (freezing temperature – SST)/
(2 × CICE timestep)

a The ice concentration (CO11) used here and in Table 1f must be the same and is the value at the end of the previous CICE timestep.
b In the latent heat calculation, if CO11 = 0 (no ice), CI5(1)=T3 NT and CI5(2:5)=0.0. In CICE, this will then be passed to the ocean to ensure energy/water conservation.
c The freeze-melt potential is applied over a leapfrog step in NEMO, hence the division by2×dt.

Table 1e. Details of regridding the ocean fields onto the ice U/V
points in Fig. 4. These manipulations are in the NEMO subroutine
CICE SBCIN.

Regridding: ocean to ice grid

T14 NU → CI 1 Transferx component of wind stress to ice U/V points
T14 NV → CI 2 Transfery component of wind stress to ice U/V points

components of NI1 and NI2 once they have been shifted
from U/V points on the CICE grid to U and V points on the
NEMO grid.

The formation of frazil ice in CICE is determined by the
difference between the SST and the freezing point tempera-
ture using the “freeze-melt potential” (CI8) as defined in Ta-
ble 1d. When the freeze-melt potential is positive (i.e. SST
is below the freezing point of−1.8◦C) then all this poten-
tial is used to form frazil ice in CICE and so the SST is set
to freezing by adding this amount of energy to the total heat
flux into NEMO (NI 6). However when the freeze-melt po-
tential is negative (i.e. SST is above freezing) it is not added
into NI 6; in this case CICE computes an ocean-to-ice heat
flux which melts existing ice and is limited by the negative
freeze-melt potential value. The CICE computed flux is then
added to the net heat flux (CO10) output from the ice model.
The calculation of freeze-melt potential currently takes place
immediately before CICE is called and uses the SST from
the previous NEMO timestep because it will then be applied
over a leapfrog step in NEMO. The timing and details of

the freeze-melt potential calculation would have to be care-
fully considered if the NEMO-CICE coupling frequency was
changed. The subsurface ocean is not checked for tempera-
tures which are below freezing.

The net heat flux from CICE (CO10) includes the ice-
ocean heat flux at the base of the ice, the lateral heat flux at
the sides of the ice and also any atmosphere-ice heat fluxes
required for conservation when ice has melted during a cou-
pling period with the atmosphere. For example, as noted in
Table 1d, the latent heat flux (T3NT) is partitioned between
different ice categories unless the aggregate ice concentration
is now zero; in this case all latent heat is put into category 1
and will be returned by CICE to the ocean to ensure conser-
vation.

Two freshwater fluxes are passed into NEMO: a freshwa-
ter flux for the free surface calculation (NI3, emp [evapo-
ration minus precipitation] in NEMO code) and a freshwa-
ter equivalent flux for the surface salinity calculation (NI4,
emps). Melting and formation of ice does not affect the in-
tegrated column pressure in the ocean and so we take a sim-
plifying approach of disallowing mass exchange between ice
and ocean (see e.g. Schmidt et al., 2004). Hence the fresh-
water flux for the free surface calculation does not include
the freshwater flux from the ice model. Snow and rain-
fall landing on the ice is immediately assumed to have an
impact on the free surface (i.e. NI3 includes all precipita-
tion whether or not it lands in the open ocean). Sublima-
tion/condensation at the sea ice surface (computed from the
latent heat flux CI5) does not currently impact on the free
surface calculation which is unrealistic but will be included
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Table 1f. Details of combining the atmosphere and ice fields to create surface fields for the ocean in Fig. 4. These manipulations are in the
NEMO subroutineCICE SBCOUT.

Operations: combining atmos and ice fields to create surface fields for ocean

NI 1 = (1 – T11NU) × T5 NU
– T12 NU

x comp: Surface stress = (1-ice concentration)× GBM wind stress
– GBM ocean-ice stress

NI 2 = (1 – T11NV) × T6 NV
+ T13 NV

y comp: Surface stress = (1-ice concentration)× GBM wind stress
– GBM ocean-ice stress

NI 3 = T7 NT – T1 NT – T2 NT
+ NI 7

Freshwater flux for free surface calculation = evaporation – snow-
fall – rainfall + runoff

NI 4 = T7 NT
– (1 – CO11)× T1 NT
– (1 – CO11)× T2 NT
+ NI 7
+ CO 9/CI 10 – CO8

Freshwater equivalent flux for salinity calculation = evaporation –
(1-ice concentration)× snowfall – (1-ice concentration)× rainfall
+ runoff + salt flux from ice/surface salinity – freshwater flux from
ice

NI 5 = T9 NT a Total solar penetrative flux = open-ocean flux

NI 6 = T4 NT – T9 NT + CO 10
– (1 – CO11)× T1 NT × lfus
+ H(CI 8) × CI 8

Total non-penetrative heat flux = heat flux from atmos – open-
ocean solar penetrative flux + heat flux from ice model + (1-ice
concentration)× snowfall × latent heat of fusionb + freeze-melt
potentialc

a Currently solar radiation is only absorbed at the surface of the sea ice in the atmosphere model. Future developments will allow solar radiation to penetrate into the ice, which may
then penetrate through to the ocean adding an extra term to the solar penetrative flux for NEMO.
b This term is heat associated with snowfall melting in ocean.
c If it is positive.

Table 1g. Table of temporary variables as used in the coupling op-
erations described in Tables 1a, d and f.

Temporary variables

T1 Total snowfall rate
T2 Total rainfall rate
T3 Latent heat flux into ice
T4 Total surface heat flux
T5 x-component of wind stress
T6 y-component of wind stress
T7 Evaporation
T8 Runoff
T9 Solar penetrative radiation
T10 Category “topmelt”
T11 Aggregate ice concentration (from end of previous timestep)
T12 x-component of ocean-ice stress
T13 y-component of ocean-ice stress
T14 x-component of wind stress used in ice model
T15 y-component of wind stress used in ice model
T16 Freeze-melt potential

in future revisions. The freshwater equivalent flux for salin-
ity includes all the freshwater fluxes from the atmosphere and
CICE, together with the CICE salt flux converted to a fresh-
water equivalent. Rainfall over sea ice is assumed to drain
into the leads immediately in CICE and is included in the
freshwater flux output from CICE (CO8).

NEMO requires two surface heat fluxes: the total so-
lar penetrative flux (NI5, qsr in NEMO code) and a total
non-penetrative flux (NI6, qns). Currently, the total solar
penetrative flux is simply the open-ocean field passed from
the atmosphere. All solar absorption for sea ice is assumed to
occur at the surface in the sea ice thermodynamics in the at-
mosphere model, hence, there is no solar flux passed through
the ice to the ocean. The total non-penetrative flux consists of
the remaining open-ocean fluxes from the atmosphere, fluxes
from the CICE and the heat required to melt snow falling in
the ocean.

3.2 Ocean to Ice to Atmosphere Coupling (Fig. 5)

The manipulations and calculations shown in Fig. 5 are gen-
erally more straightforward than those in Fig. 4. Within
NEMO the operations are largely confined to transforma-
tions between T, U and V points as and when required for
NEMO and CICE. Every time coupling to the atmosphere
is required, NEMO and CICE surface currents are combined
according to ice concentration as detailed in Table 2c. The
vector components are then rotated from the model grid to
the geographic grid. All NEMO-CICE fields passed to OA-
SIS3 for regridding are instantaneous quantities at the cou-
pling timestep and have not been meaned over the coupling
period.

Once coupling fields have been received by the at-
mosphereOASIS3GETO2A subroutine there are various
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Table 1h. Table of constants as used in model components and coupling code relating to Fig. 4.

Constant Value NEMO (location) CICE (location) UM (location)

Latent heat of condensation 2.501×106 J kg−1 LC (c lheat.h)
Latent heat of fusion 0.334×106 J kg−1 lfus (phycst) LF (c lheat.h)
Ocean density 1026 kg m−3 rau0 (physct)
Ocean heat capacity 4000 J kg−1 K−1 rcp (physct)
Surface ocean layer depth 10 m e3t(1) (domoce)
Freezing temperature −1.8◦C Tocnfrz (ice constants)
CICE timestep 1 h dt (ice calendar)
Heaviside function H(x) 1 (x > 0), 0 (x < 0)

Table 2a. Details of regridding the ocean fields onto the ice U/V points in Fig. 5. These manipulations are in the NEMO subroutine
CICE SBCIN.

Regridding: ocean to ice grid

NO 1 → CI 11 Transferx component of ocean surface current to ice U/V points
NO 2 → CI 12 Transfery component of ocean surface current to ice U/V points

transformations required as shown in Table 2e. The most
significant of these are the imposition of a minimum ice cate-
gory concentration (2× 10−4 is used in HadGEM3-AO r1.1),
and also a minimum local ice thickness (currently 0.01 m)
which is applied so as to retain the same ice volume. These
minimum values are necessary for stability in the atmosphere
model.

4 Conservative interpolation of fluxes between the
atmosphere and ocean or sea ice

4.1 Theory

Conservation of fluxes as they are transferred between sub-
models on different grids (e.g. a regular grid in the atmo-
sphere and ORCA grid for the ocean and sea ice) has been a
primary concern in the development of HadGEM3-AO. Heat
and freshwater flux conservation are necessary for the long-
term stability and integrity of coupled climate integrations.

HadGEM3-AO performs the coupling with OASIS3,
whose interpolation element is the SCRIP interpolation code
(Jones, 1999). SCRIP provides the means to interpolate
fluxes in various ways (bilinear, first- and second-order con-
servative, etc) between grids of general polygons on the
sphere. Under first-order conservative interpolation, which
is used to remap all scalar fields from atmosphere to ocean in
HadGEM3-AO, fluxes{fj } on a source gridg are mapped to
fluxes{FJ } on a target gridG, according to the linear remap-
ping (Jones, 1999):

FJ = 6jWJjfj , (1)

where the matrix elementWJj is calculated according to the
“FRACAREA” normalisation option in SCRIP. The weights
WJj only depends on the geometry and masking of the
source and target grids. The non-zero weights between given
source and target grids are calculated and stored (as netCDF
weights files) by OASIS3 (and SCRIP). Interpolation then
amounts to the simple matrix multiplication in Eq. (1). A
standalone version of SCRIP allows remapping matrices to
be generated and tested offline, before being used directly in
OASIS3.

A second-order conservative interpolation scheme is avail-
able in SCRIP. This assumes a piecewise linear variation of
source flux across each source cell. (First-order interpolation
assumes piecewise constant source fluxes.) Unfortunately,
such schemes can generate undershoots and overshoots near
sharp gradients in the source fields. This makes them un-
suitable for interpolating fields that must be positive every-
where, such as short wave radiation and (especially) river
runoff. We therefore use first order conservative interpola-
tion, which maintains positivity, when mapping fields from
the atmosphere to the ocean. For ocean to atmosphere inter-
polation, we use second order conservative interpolation but
trim the sea ice fraction to be between 0 and 1. The resulting
weak non-conservation in this direction is not found to cause
problems in practice.

The remapping of vector fields (wind stress and ocean/ice
surface current) between regular and tripolar grids is handled
by bilinear interpolation, as was the case for earlier Hadley
Centre coupled models (Johns et al., 2006). Conservation
of momentum across the coupler has not been addressed –
not least because of the significant technical difficulties of
interpolating vector fields between arbitrary grids. We do
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Figure 4 caption on p40 ��

 

Regridding in Table 1b: Atmosphere to ocean grid (u sing OASIS3)  

UM Atmosphere Outputs (averaged over Atmos/NEMO cou pling period)  
 

AO_1: x component of mean wind stress over sea / ice (N m-2) 
AO_2: y component of mean wind stress over sea / ice (N m-2) 
AO_3: GBM large-scale snowfall rate (kg m-2 s-1)  
AO_4: GBM convective snowfall rate (kg m-2 s-1)  
AO_5: GBM large-scale rainfall rate (kg m-2 s-1)  
AO_6: GBM convective rainfall rate (kg m-2 s-1)  
AO_7: GBM sublimation rate from sea ice (kg m-2 s-1)  
AO_8: Evaporation from open ocean (kg m-2 s-1)  
AO_9: Runoff (kg m-2 s-1) 
AO_10: Solar penetrative radiation into open ocean (W m-2) 
AO_11: Solar radiation into open ocean (W m-2)  
AO_12: Long wave radiation into open ocean (W m-2)  
AO_13: Sensible heat flux from open ocean (W m-2)  
AO_14(ncat): GBM category ice conductive heat flux ‘BOTMELT’ (W m-2) 
AO_15(ncat): GBM category surface ice heat flux due to melt ‘TOPMELT’ (W m-2) 
   

Operations in Table 1d:  
Partitioning of stress/fluxes for ice model 

and freeze/melt potential calculation  

Operations in Table 1a: Combining atmosphere fields  

Operations in Table 1f:  
Combining atmosphere and ice fields to 

create 'surface' fields for ocean  

NEMO (Ocean) Inputs  
 
NI_1: x component of surface stress at U points (N m-2)  
NI_2: y component of surface stress at V points (N m-2)  
NI_3: Freshwater flux out of ocean (for free surface calculation) (kg m-2 s-1)  
NI_4: Freshwater equivalent flux out of ocean for salinity calculation (kg m-2 s-1)  
NI_5: Solar penetrative radiation (W m-2)  
NI_6: Total non-penetrative surface heat flux (W m-2)  
NI_7: Runoff out of ocean (kg m-2 s-1) 

CICE (Ice) Inputs from Atmos  
 

CI_1: x component of wind stress (N m-2)  
CI_2: y component of wind stress (N m-2)  
CI_3: GBM snowfall (kg m-2 s-1) 
CI_4: GBM rainfall (kg m-2 s-1)  
CI_5(ncat): Category surface downward 
latent heat flux (W m-2)  
CI_6(ncat): GBM category conductive 
flux through ice (W m-2)  
CI_7(ncat): GBM category surface heat 
flux (W m-2)  
CI_8: Freezing/melt potential (W m-2) 

Regridd ing in Table 1e: 
Ocean to ice grid (in NEMO)  

CICE (Ice) Outputs for NEMO  
 
CO_6: x component of GBM ocean-ice stress (N m-2)  
CO_7: y component of GBM ocean-ice stress (N m-2)  
CO_8: GBM ice-ocean freshwater flux (kg m-2 s-1)  
CO_9: GBM ice-ocean salt flux (kg m-2 s-1)  
CO_10: GBM net ice-ocean heat flux (W m-2) 
CO_11: Aggregate ice concentration from end of 
previous timestep 

Regridding in Table 1c:  
Ice to ocean grid (in NEMO)  

Processes above here to be done 
every time the atmosphere is 

coupled to the ocean/ice 

Processes below here to be 
done every time the ice is 

coupled to the ocean 

Fig. 4. Flow diagram showing the coupling of the 3 submodels in HadGEM3 in the direction atmosphere to sea ice to ocean. Tables 1a–f
detail the operations and regridding shown in the figure. Temporary fields are listed in Table 1g and constants used in the coupling are shown
in Table 1h. All fields are two dimensional horizontal fields unless marked “(ncat)”, in which case they have a third dimension of the number
of ice thickness categories (currently 5). GBM stands for Grid-Box-Mean. Input and output fields are referenced as XYn where X is (A, N,
C) for (Atmosphere, NEMO, CICE), Y is (I,O) for (Input, Output) andn indicates the number of the field. Temporary variables used during
the coupling are referenced as TnXZ where n is the number, X is the model, and Z is (T, U, V) according to the grid points on which these
fields are found (see Table 1g).

not however believe that there are any serious issues arising
from the non-conservation of momentum (since this was also
used in HadGEM1 and HadGEM2).

As a result of these and other considerations, the remap-
ping options in Table 3 were chosen in HadGEM3-AO.

The NEMO and CICE models are on the same scalar grid
in HadGEM3-AO, but their equations are differenced on the
Arakawa C grid and B grid respectively. The components
of vector fields therefore appear at different locations, even
though (by design) scalar fields coincide. In HadGEM3-AO,
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Figure 5: Flow diagram showing the coupling of the 3 submodels in HadGEM3 in the direction ��

ocean to sea ice to atmosphere. Tables 2a-e detail the operations and regridding shown in the ��

figure.  Temporary fields are listed in Table 2f and constants used in the coupling are shown in ��

Table 2g.  Details of annotation are given in the caption for Fig. 4. ��
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Processes above here to be done every 
time ocean/ice is coupled with atmosphere 

Processes below here to be done every 
time ice coupled with ocean 

UM Atmosphere Inputs  
 

AI_1(ncat): Category ice concentrations 
AI_2: Aggregate ice concentration  
AI_3(ncat): Category snow thickness (kg m-2)  
AI_4: Aggregate snow thickness (kg m-2)  
AI_5(ncat): Category effective ice depth (m)  
AI_6: Aggregate effective ice depth (m) 
AI_7: Surface u velocity (m s-1)  
AI_8: Surface v velocity (m s-1)  
AI_9: Sea surface temperature (K) 

Operations in Table 2e:  
Preparing fields for atmosphere model  

Regridding in Table 2d:   
Ocean to atmosphere grid (using OASIS3) 

Operations in Table 2c:  
 Combining ocean and ice fields to create 

surface fields for atmosphere 

NEMO (Ocean) Outputs  
 

NO_1: x component of surface current (m s-1) 
NO_2: y component of surface current (m s-1) 
NO_3: Sea surface temperature (°C) 
NO_4: Sea surface salinity (psu) 

CICE (Ice) Inputs from NEMO  
 

CI_9 (=NO_3): Sea surface temperature (
�

C)  
CI_10 (=NO_4): Sea surface salinity (psu)  
CI_11: x component of surface current (m s-1)  
CI_12: y component of surface current (m s-1)  

CICE (Ice) Outputs for Atmos  
 

CO_1(ncat): Category ice concentrations  
CO_2(ncat): Category GBM snow thickness (m)  
CO_3(ncat): Category GBM ice thickness (m)  
CO_4: x component of ice velocity (m s-1)  
CO_5: y component of ice velocity (m s-1) 
CO_12: Aggregate ice concentration 

Regridding in Table 2b:  
Ice to ocean grid (in 

NEMO) 

Regridding in Table 2a:  
Ocean to ice grid (in NEMO) 

Fig. 5. Flow diagram showing the coupling of the 3 submodels in HadGEM3 in the direction ocean to sea ice to atmosphere. Tables 2a–e
detail the operations and regridding shown in the figure. Temporary fields are listed in Table 2f and constants used in the coupling are shown
in Table 2g. Details of annotation are given in the caption for Fig. 4.

Table 2b. Details of regridding the ice fields onto the ocean U and V points in Fig. 5. These manipulations are in the NEMO subroutine
CICE SBCOUT.

Regridding: ice to ocean grid

CO 12→ T17 NU Transfer aggregate ice concentration to ocean U points
CO 12→ T17 NV Transfer aggregate ice concentration to ocean V points
CO 4 → T18 NU Transfer x-component of ice velocity to ocean U points
CO 5 → T19 NV Transfer y-component of ice velocity to ocean V points
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Table 2c. Details of combining the ocean and ice fields to create surface fields for the atmosphere in Fig. 5. These manipulations are in the
NEMO subroutineCICE SBCHADGAM.

Operations: combining ocean and ice fields to create surface fields for atmosphere

T20 NU = (1 – T17NU) × NO 1
+ T17 NU × T18 NU

x-comp: Surface velocity = (1 – ice concentration)× ocean velocity
+ ice concentration× ice velocity

T21 NV = (1 – T17 NV) × NO 2
+ T17 NV × T19 NV

y-comp: Surface velocity = (1 – ice concentration)× ocean velocity
+ ice concentration× ice velocity

Table 2d. Details of regridding the ocean/ice fields onto the atmosphere grid in Fig. 5. These manipulations are carried out by OASIS itself.
“n” is the ice thickness category index.

Regridding: ocean to atmosphere grid

NO 3 → AI 9 a Transfer sea surface temperature to atmosphere T points
CO 1(n)→ AI 1(n) Transfer category ice concentrations to atmosphere T points
CO 2(n)→ T22 AT(n) Transfer category GBM snow thickness to atmosphere T points
CO 3(n)→ T23 AT(n) Transfer category GBM ice thickness to atmosphere T points
T20 NU → AI 7 b Transfer x-component of surface velocity to atmosphere T points
T21 NV → AI 8 b Transfer y-component of surface velocity to atmosphere T points

a SST is converted to Kelvin inSBCCPL OUT immediately before call to send field to OASIS
b Vectors are rotated to the geographical grid before call to OASIS in NEMO subroutineSBCCPL OUT

vectors passed between NEMO and CICE are regridded in
NEMO coupling routines, by simply averaging the values at
the two nearest neighbours on the other grid.

The OASIS3 coupler requires separate netCDF format
files containing grid and land-sea mask definitions. The grid
file contains cell latitudes and longitudes pertaining to each
type of grid involved in coupling. That is, separate sets of
coordinates are required for each of the T, U and V points on
both the atmosphere and ocean grids. In addition, sets of four
grid-cell corner coordinates are required for each grid cell on
each grid type. Similarly the land-sea mask file requires a
separate land-sea mask for each grid type employed – six in
total. These required netCDF files may be generated at run
time via OASIS3 library calls embedded in the model code.
However, in practice, performance overheads and difficulty
with sequencing of polar row cell corners meant that it was
preferable to generate these files offline and link them to the
model at run time. This approach reduced the run time over-
head and gave the most accurate and reliable grid definitions
and land-sea masks.

It is possible to allow OASIS3 to generate the remapping
weights files at run time by using the grid and mask informa-
tion. In practice this turned out to be very time-consuming on
the NEC with each weights file taking approximately 12 min
to be generated. With six such files needed for a coupled run,
it was clearly unacceptable to spend over an hour in generat-
ing the weights before being able to run the model. There-
fore, following the same approach used for the grid files, the
weights files were generated offline with SCRIP and linked

to the model at run-time. This device also allowed us to test
the weights files in isolation, and make manual corrections
where necessary.

4.2 Results

In general, the budgets of fluxes calculated with the
FRACAREA normalisation of Eq. (1) would be computed
according to

6J �J MJ FJ AJ = 6jωjmjfjaj , (2)

whereωj (and�J ) are the unmasked fractions of gridG on
grid g (and gridg on gridG respectively).

In HadGEM3-AO, however, as in earlier Met Office cou-
pled models (Johns et al., 2006), the ocean model land-sea
maskdefinesthe atmosphere model land-sea mask, in such
a way that valid ocean model grid cells are always fully
overlain by sea points of the atmosphere model. The ocean
grid fraction is therefore always unity, while the atmospheric
equivalent is the usual sea fractionα. Budgeting of fluxes
therefore amounts to multiplying atmospheric fields byα be-
fore integrating. This is the case whether the mapping is from
atmosphere to ocean or ocean to atmosphere.

The results of interpolating conservatively like this are ex-
emplified by Fig. 6a which is a time series of various terms
in the global heat budget of the HadGEM3-AO r1.1 run.
Shown in red is the heat flux from the atmosphere and sea
ice to the ocean; shown in blue is the heat flux as seen by
the ocean model. (As explained above, atmosphere fields
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Table 2e.Details of preparing the fields for the atmosphere model in Fig. 5. These manipulations are in the UM subroutineOASIS3GETA20.
“n” is the ice thickness category index.

Operations: preparing fields for atmosphere modela

AI 1(n) = min(AI 1(n), T23AT(n)/0.01) If local ice thickness is less than 1 cm, reshape ice so local
thickness is 1 cm without changing volume

If AI 1(n) < 2.0 × 10−4, then AI 1(n) =
T23 AT(n) = T22 AT(n) = 0.0

Impose minimum ice concentration of 2×10−4

AI 2 =
∑

n AI 1(n) Aggregate ice concentration = sum of all category concentrations

T24 AT(n) = T23 AT(n) + T22 AT(n)
× (kappai/kappas)

GBM effective ice thickness = GBM ice thickness + GBM snow
thickness× (ice conductivity/snow conductivity)

T25 AT =
∑

nT24 AT(n) Aggregate GBM effective ice thickness = sum of all category
values

AI 5(n) = T24AT(n)/AI 1(n) Local effective ice thickness = GBM effective ice thickness/ice
concentration

AI 6 = T25 AT/AI 2 Aggregate local effective ice thickness = Aggregate GBM
effective ice thickness/aggregate ice concentration

T26 AT =
∑

nT22 AT(n) Aggregate GBM snow thickness = Sum of all category values

AI 3(n) = T22AT(n)
× rhosnow/AI1(n)

Local snow thickness (in kg m−2) = GBM snow thickness (in m)
× snow density/ice concentration

AI 4 = T26 AT × rhosnow/AI2 Aggregate local snow thickness (in kg m−2) = Aggregate GBM
snow thickness (in m)× snow density/aggregate ice
concentration

a TSTAR (global surface temperature field) and TSTARSICE (area weighted average surface temperature for ocean and sea ice) in the UM are also altered in this subroutine to take
account of the latest SST.

Table 2f. Table of temporary variables as used in the coupling op-
erations described in Tables 2c and e.

Temporary variables

T17 Aggregate ice concentration
T18 x-component of ice velocity
T19 y-component of ice velocity
T20 x-component of surface velocity
T21 y-component of surface velocity
T22 Category GBM snow thickness
T23 Category GBM ice thickness
T24 Category GBM effective ice thickness
T25 Aggregate GBM effective ice thickness
T26 Aggregate GBM snow thickness

need to be multiplied by the sea fractionα when reckoning
flux budgets.) If the heat flux coupling were truly conserva-
tive, these would agree closely, and they clearly do: to within
2×10−3 W m−2 on average. Note that a steady heat flux im-
balance of this magnitude would cause a mean ocean temper-
ature drift of about 6×10−4 K per century, which is smaller
than we would expect to see in any medium range climate

Table 2g. Table of constants as used in model components and
coupling code relating to Fig. 5.

Constant Value UM name (location)

Ice thermal conductivity 2.09 W m−1 K−1 kappai (c kappai.h)
Snow thermal conductivity 0.31 W m−1 K−1 kappas (c kappai.h)
Snow density 330 kg m−3 rhosnow (c kappai.h)

change simulation. Figure 6b is the analogous plot for the
freshwater flux in the same HadGEM3-AO r1.1 run. Again,
freshwater is conserved quite closely across the coupler: the
global, annual mean freshwater fluxes on the atmosphere
(red) and ocean (blue) sides of the coupler agree to within
10−3 Sv on average. A steady freshwater flux of this mag-
nitude would equate to a mean sea level rise of 9×10−3 m
per century, which again is smaller than we would expect to
see in any medium range climate change simulation. These
results demonstrate that the heat and freshwater budgets are
closed to a high degree of accuracy with a small “coupler
error” due to the numerics of regridding.

Also shown are estimates of the rate of change of the
ocean heat content, as derived from the ocean temperature
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Table 3. HadGEM3 interpolation method choices.

Remapping Method

Source Destination

Atmosphere T points NEMO T points First order conservative
Atmosphere U, V points NEMO U, V points Bilinear
NEMO T points Atmosphere T points Second order conservative
NEMO U, V points Atmosphere U, V points Bilinear
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Fig. 6. Time series of global mean flux budgets. Overall time av-
erages in parentheses.(a) Heat into ocean compared to heat leav-
ing atmosphere and sea ice. Also shown are net top of atmosphere
fluxes, and estimated rate of change of ocean heat content (from an-
nual mean fields).(b) Freshwater into ocean and out of atmosphere,
and estimated rate of change of ocean volume (from annual mean
fields).

(Fig. 6a), and an estimate of the rate of change of the ocean
freshwater content, as derived from the sea surface height
(Fig. 6b). The difference between the variation of integrated
heat/freshwater contents (green) and that of the driving fluxes
(blue) represents an “ocean conservation error”. The ocean

conservation error is estimated as approximately 0.2 W m−2

(when calculated as the equivalent top of atmosphere (TOA)
flux) for heat and 0.002 Sv for freshwater. The heat flux
error is an order of magnitude larger than the “coupler er-
ror” discussed in the previous paragraph. The freshwater er-
ror and some of the heat flux error is due to the fluxes and
rate of change being evaluated at different times of the year
using annual means (for reasons of practical availability)4.
However, the systematic heat flux bias is probably largely
due to anomalous advective fluxes associated with the linear
free surface. The error we see here is consistent with short
tests using HadGEM3-AO and work in the HiGEM model
(I. Stevens, personal communication, 2007). On-going work
to investigate the bias associated with the linear free surface
may motivate the use of a non-linear free surface in future
versions of HadGEM3-AO.

5 Model performance

In this section we discuss both the technical and the scien-
tific performance of HadGEM3-AO. Technically, the perfor-
mance is highly dependent on the exact supercomputer being
used and this is discussed below. Scientifically, it is possible
to demonstrate that, based on a 30 year run, the results of
HadGEM3-AO r1.1 are credible.

The particular integration of HadGEM3-AO investigated
in this section is forced by greenhouse gas concentrations,
ozone concentrations and aerosol emissions representative
of the 1980s. All other atmospheric variables are initialised
from an analysis of the real atmosphere on 1 September 2008
(as used by the Met Office weather forecasting centre). The
ocean is initialised at rest, but with temperature and salinity
fields interpolated to 1 September from a monthly climatol-
ogy produced using years 2004–2008 of the EN3 analysis
(Ingleby and Huddleston, 2007). The sea ice initial con-
ditions are September mean fields of ice concentration and

4The fluxes and the heat contents are annual means (1 Jan – 30
Dec) and are 2nd order accurate estimates of the fluxes at 1 Jul. The
dH/dt calculated from these is therefore a (2nd order) estimate of
the value at 1 Jan. However, the model has not yet at equilibrium,
so there is a 1st order time truncation difference between them.
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thickness from a HadGEM1 run averaged over the period
1985–2005. Obviously there is a mismatch between the pre-
scribed radiative forcings and the initial conditions used by
the model. Unfortunately, while less than ideal, such in-
consistencies are common place in climate modelling. For
example, “pre-industrial control experiments” are often ini-
tialised with present day conditions but then forced with pre-
industrial radiative forcing.

The r1.1 coupled model described in this section repre-
sents a very early version of the HadGEM3-AO prototype
and, in particular, has not been “tuned” (that is to say, there
has been little exploration of parameter space in the various
model components). Here we briefly examine some aspects
of the atmosphere, ocean and sea ice performance in this
version and where appropriate we have compared with the
results from a decadal climatology of HadGEM1 with com-
parable radiative forcing to HadGEM3 r1.1.

5.1 Technical performance

A key issue when running a climate model is to be able to
run the model as fast as possible while maintaining efficient
use of the available computing resources. In the case of run-
ning the HadGEM3-AO configuration on the SX8 supercom-
puter, load imbalance between atmosphere and the NEMO-
CICE component led to a loss of performance. Timing data
from running in a 7-1-1 configuration (i.e. seven processors
devoted to the atmosphere model, one processor to the OA-
SIS3 coupler and one to the NEMO-CICE model) showed
that typically the ocean model timestep was completed well
in advance of the atmosphere. The actual work performed
by OASIS3 was significantly less than that performed by the
component models. The consequence of this was that, for
the majority of time, the coupler was simply idling rather
than performing useful work. In principle, it may be possi-
ble to run the coupler and NEMO-CICE component on the
same processor, thus freeing up an extra processor for use by
the atmosphere. However, fundamental rearrangement of the
code and control systems would be required to effectively
allow OASIS3 and NEMO-CICE to run sequentially while
allowing the atmosphere to continue concurrently. Such a
code rearrangement would be highly architecture-dependent
and thus far has not been explored.

5.2 Atmospheric model performance

The precipitation climatology from HadGEM3-AO r1.1, for
both December to February (DJF) and June to August (JJA),
is shown in Fig. 7a and b. Comparing these plots with
GPCP (Adler et al., 2003) observations (Fig. 7c and d) shows
that the model generates fairly realistic precipitation patterns,
with an Inter-Tropical Convergence Zone (ITCZ) stretching
across the Pacific and Atlantic Oceans in the same loca-
tions as that observed and local precipitation maxima at mid-

latitudes located off the eastern coast of the USA and to the
east of Japan.

In Fig. 8a and b the precipitation biases in the model are
compared with observations. In the Pacific the model has
excessive rainfall in the ITCZ and SPCZ (South Pacific Con-
vergence Zone) regions to the north and south of the equator
and not enough rainfall on the equator. Rainfall on the equa-
tor is closely coupled to sea surface temperatures (SSTs) on
the equator in what is known as the equatorial Pacific cold
tongue region. SSTs in this region are too cold in the model
(see Sect. 5.3 – ocean model performance), suppressing pre-
cipitation on the equator and allowing more rain to fall to the
north and south.

Excessive precipitation is also seen in the equatorial In-
dian Ocean with an associated dry bias over India in JJA.
Precipitation in these regions is highly sensitive to the model
convection scheme. Inroads have been made improving In-
dian JJA precipitation by delaying convection so that less
rain falls over the Indian Ocean and more rain falls down-
stream as the air passes over India. This work is ongoing but
some positive improvements can already be seen comparing
the HadGEM3-AO bias with that of HadGEM1 (Fig. 8c and
d) particularly in DJF.

Figures 9a and b show the 850 hPa horizontal wind cli-
matology from HadGEM3-AO r1.1. Comparing these plots
with ERA40 reanalysis (Fig. 8c and d) shows that the main
features of the circulation are reproduced including:

– The midlatitude westerly jets at 45◦S in the North Pa-
cific and the North Atlantic;

– Low-level easterlies crossing the equatorial Pacific and
Atlantic Oceans;

– The Indian JJA monsoon jet crossing the western equa-
torial Indian Ocean and turning eastwards to head over
India.

Figure 10a and b show the 850 hPa horizontal wind biases
when compared to ERA40 reanalysis. These wind biases are
relatively small (when compared to precipitation biases) and
the only bias of concern is in the equatorial Pacific where
the easterly winds are too strong, particularly in DJF. This
is partly responsible for the excessively cold tongue seen in
the sea surface. However, compared with the biases seen
in HadGEM1 (Fig. 10c) the excessive easterlies in the west-
ern Pacific in DJF are reduced in HadGEM3 r1.1. In addi-
tion, HadGEM1 has large biases in the Southern Ocean in
JJA (Fig. 10d) which are much improved in HadGEM3 r1.1
(Fig. 10b).

Oceanic surface wind stresses relative to the Scatterometer
Climatology of Ocean Winds (SCOW) show similar biases
to the 850 hPa wind biases although the biases on the equa-
tor have reduced and the biases in the Southern Ocean have
increased a little.

www.geosci-model-dev.net/4/223/2011/ Geosci. Model Dev., 4, 223–253, 2011



238 H. T. Hewitt et al.: Design and implementation of the infrastructure of HadGEM3

� - 44 - 

 ��

 ��

 ��

Figure 7: Precipitation climatology (in mm day-1) of a thirty year period of HadGEM3 r1.1 (plots ��

a-b) and observations from the Global Precipitation Climatology Project (GPCP, Adler et al., ��

2003) covering the period 1979 to 1998 (plots c-d) for the seasons December to February (plots ��

a & c) and June to August (plots b & d). ��
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Fig. 7. Precipitation climatology (in mm day-1) of a thirty year period of HadGEM3 r1.1 (plotsa–b) and observations from the Global
Precipitation Climatology Project (GPCP, Adler et al., 2003) covering the period 1979 to 1998 (plotsc–d) for the seasons December to
February (plotsa andc) and June to August (plotsb andd).
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Figure 8:  Biases in precipitation (relative to GPCP climatology shown in figure 7) for HadGEM1 ��

(a-b) and HadGEM3 r1.1 (c-d) for the seasons December to February (plots a & c) and June to ��

August (plots b & d). ��
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Fig. 8. Biases in precipitation (relative to GPCP climatology shown in Fig. 7) for HadGEM1 (a–b) and HadGEM3 r1.1 (c–d) for the seasons
December to February (plotsa andc) and June to August (plotsb andd).
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Figure 9: Horizontal wind climatology (in m s-1) of HadGEM3 r1.1 (plots a-b), reanalysis from ��

the ECMWF 40 year reanalysis (ERA40, Uppala et al., 2005) covering the period 1979 to 1998 ��

(plots c-d) for the seasons December to February (plots a & c) and June to August (plots b & d). ��

The colours show windspeed and arrows show wind direction.  ��
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Fig. 9. Horizontal wind climatology (in m s−1) of HadGEM3 r1.1 (plotsa–b), reanalysis from the ECMWF 40 year reanalysis (ERA40,
Uppala et al., 2005) covering the period 1979 to 1998 (plots c–d) for the seasons December to February (plotsa andc) and June to August
(plotsb andd). The colours show windspeed and arrows show wind direction.
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Figure 10:  Biases in horizontal wind climatology (relative to ERA40 climatology shown in figure ��

9) for HadGEM1 (a-b) and HadGEM3 r1.1 (c-d) for the seasons December to February (plots a ��

& c) and June to August (plots b & d). ��

 ��

Fig. 10. Biases in horizontal wind climatology (relative to ERA40 climatology shown in Fig. 9) for HadGEM1 (a–b) and HadGEM3 r1.1
(c–d) for the seasons December to February (plotsa andc) and June to August (plotsb andd).
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Figure 11: Sea surface temperature (K) anomalies with respect to initial conditions for (a) ��

HadGEM1 and (b) HadGEM3 r1.1 ��
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Fig. 11. Sea surface temperature (K) anomalies with respect to ini-
tial conditions for(a) HadGEM1 and(b) HadGEM3 r1.1

5.3 Ocean model performance

Figure 11a compares 10-year means (for the third decade of
the integration) of sea surface temperature (SST) against the
EN3 climatology used to initialise the model. Many of the
SST biases are a common feature of coupled climate models
and are areas of on-going work. Notable are the cold bias
in the equatorial Pacific (discussed in Sect. 5.2), the biases
in the North Atlantic (which are found to be significantly im-
proved in higher resolution versions of HadGEM3-AO where
the path of the North Atlantic current is much better cap-
tured) and the large warm biases in the upwelling regions off
the west coasts of Africa and South America – again these
are found to be improved by higher ocean resolution. The
widespread warm SST bias in the Southern Ocean is seen
in many climate models. Deficiencies in the modelling of
clouds in this region are thought to play a role, but the ocean
vertical mixing is also an important factor and coupled mod-
els using the Turbulent Kinetic Energy scheme in NEMO
appear to be particularly prone to this problem at present
(more details in Appendix B). The SST biases in HadGEM3
r1.1 represent an improvement over HadGEM1 (Fig. 11b)
where the global mean SST bias was−0.9 K compared with
HadGEM3 r1.1 where the global mean SST bias is−0.04 K.

From Fig. 12 it can be seen that freshwater and heat trans-
port in the model (both globally and within individual basins
such as the Atlantic) are consistent with the observational un-
certainties for these quantities. For the northward heat trans-
port shown in Fig. 12a and b the difference between the im-
plied values (calculated from the surface heat fluxes assum-
ing zero heat flow at the northern boundary) indicates where

the depth-integrated ocean heat content is changing, for ex-
ample in the Southern Ocean (as can be seen in Fig. 13).

5.4 Sea ice model performance

In the Arctic, the modelled sea ice extent is greater than
values calculated from the HadISST observational data set
(Rayner et al., 2003) at all times of year (Fig. 14a). In the
winter this is mainly due to too much ice in the North Pa-
cific, which is consistent with cold SSTs in this region. In the
summer too much ice remains in the Canadian Archipelago.
The spatial distribution of ice thickness is promising – with
the thickest ice banked up against the Canadian Archipelago
and north of Greenland as observed – although overall the ice
is rather too thin (not shown). In the Antarctic the ice extent
tends to be lower than observed (Fig. 14b). The winter extent
is close to observations but in summer there is too little ice
and the ice is thin at all times of year. This may be a conse-
quence of the warm SSTs in the Southern Ocean. Overall the
simulation of the sea ice is good for a prototype model run,
particularly in the Arctic. The simulation of Antarctic sea ice
should improve if the SST bias in the Southern Ocean is re-
duced as further investigation into the SST bias has found it
to be related to a bias in the atmospheric forcing and the ver-
tical mixing scheme used in NEMO and not directly linked
to the low sea ice extent. The importance of the SST is also
apparent when we compare with HadGEM1 sea ice extents
(Fig. 14a and b); while the seasonal cycle is similar in the
Arctic, in the Antarctic sea ice extents are generally larger in
HadGEM1 which is consistent with the colder SST bias in
the Southern Ocean in HadGEM1.

5.5 Suitability for applications

Overall the HadGEM3-AO r1.1 model performs well, and
in many respects matches the performance of earlier Hadley
Centre climate models such as HadGEM1. Indeed, this ver-
sion of the model performed sufficiently well to be used
in GloSea4 (Arribas et al., 2011), the Met Office seasonal
forecasting system. While model biases remain undesirable,
some of the model errors may be less serious in GloSea4
because the seasonal forecast includes a bias correction
method. GloSea4 updates the model version at regular inter-
vals which means that as improved versions of HadGEM3-
AO (i.e. different revisions) are made available they will be
used in the seasonal forecast. A key aim of our model de-
velopment program is continually to improve the predictive
ability of the HadGEM3-AO model family on seasonal to
decadal timescales, and regional spatial scales. The use of
revision numbers enables us to use the model for scientific
studies but also to continue to develop it. The model is not
currently suitable for submission to IPCC reports because the
parameters have not been optimised to allow long term cli-
mate stability in a control run – a necessity before forced
experiments can be performed.
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Figure 12:  Integrated northward heat and freshwater ocean transports. (a): Global heat ��

transport, inferred from atmospheric heat fluxes, and calculated within NEMO, compared to ��

observations. (b): Atlantic heat transport, inferred from atmospheric heat fluxes, and calculated ��

within NEMO (including the diffusive component), compared to observations. (c): Global ��

freshwater transport, inferred from atmospheric heat fluxes and compared to observations. (d): 	�

Atlantic freshwater transport, inferred from atmospheric heat fluxes and compared to 
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observations.   ���

Fig. 12. Integrated northward heat and freshwater ocean transports.(a) Global heat transport, inferred from atmospheric heat fluxes, and
calculated within NEMO, compared to observations.(b) Atlantic heat transport, inferred from atmospheric heat fluxes, and calculated within
NEMO (including the diffusive component), compared to observations.(c) Global freshwater transport, inferred from atmospheric heat
fluxes and compared to observations.(d) Atlantic freshwater transport, inferred from atmospheric heat fluxes and compared to observations.
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Figure 13:  Zonal mean temperature (K) anomalies with respect to initial conditions for ��

HadGEM3 r1.1 ��

Fig. 13. Zonal mean temperature (K) anomalies with respect to
initial conditions for HadGEM3 r1.1.

6 Summary and discussion

This paper has focussed on a detailed explanation of the cou-
pling configuration developed for the HadGEM3-AO climate
model and given this focus, scientific details about the com-
ponent models are largely set out in appendices. This paper
lays out the fields from all component models (and associ-
ated manipulations) which need to be exchanged for conser-
vative coupling and discusses the conservative transforma-
tion of fields between different grids in the context of the
OASIS coupler. The intention is that the documentation pro-
vided here should be a useful tool for model development
and intercomparison exercises.

A key aspect to the coupling of various component mod-
els is that heat and freshwater should be conserved through-
out the climate system. We are able to demonstrate that
HadGEM3-AO can conserve heat and freshwater sufficiently
accurately to be useful in practice; drifts of temperature and
water volume arising from non-conservation of fluxes are
much smaller than those likely to be seen in climate change
integrations. In addition, the HadGEM3-AO r1.1 prototype
version has a reasonable simulation of the atmospheric and
oceanic circulation and sea ice distribution. This is particu-
larly reassuring since the r1.1 version has not been subjected
to any tuning to improve the simulation and includes new
ocean and sea ice components as well as modifications to the
atmosphere model relative to HadGEM1 (Johns et al., 2006).

This paper describes how a single executable can be built
from two separate code bases; in this case, the NEMO ocean
model and CICE sea ice model. This approach may also be
applied to atmosphere and land submodels in the future; as
described in Sect. 2, currently the MOSES-II scheme is em-
bedded within the UM atmosphere model. However, in the
future, MOSES-II will cease to be used and be replaced by
the Joint UK Land Environment Simulator (JULES; Blyth et
al., 2010). JULES exists as a code independent of the UM
atmosphere model but it is likely that the land scheme will
need to run synchronously with the atmosphere model. Pro-
ducing a single executable from two code bases, as we have
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Figure 14: Seasonal cycle of sea ice extent (106 km2) for years 21 to 30 of HadGEM3 r1.1 (red ��

line) and HadGEM1 (red dashed line) together with the HadISST observational data set values ��
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Fig. 14. Seasonal cycle of sea ice extent (106 km2) for years 21 to
30 of HadGEM3 r1.1 (red line) and HadGEM1 (red dashed line)
together with the HadISST observational data set values (Rayner et
al., 2003) averaged over the period 1980–1999 (black line) for(a)
Northern Hemisphere; and(b) Southern Hemisphere.

done with NEMO and CICE, maintains the integrity of the
individual codes and requires minimal changes to the com-
ponent models.

As discussed earlier, the technical details of the imple-
mentation of a coupled model can be highly dependent on
the model configuration and supercomputer architecture on
which the model is deployed. In particular, if the model is
deployed on a scalar MPP machine (e.g. the IBM power6
now used at the Met Office), opportunities for efficient use
of resources are increased. With higher numbers of proces-
sors available, the consequent greater flexibility in achiev-
ing optimal load balance reduces the need to run NEMO and
CICE as a single executable (although there may be other
reasons for continuing to do this). The ACCESS coupled
model (T. Hirst, personal communication, 2008) is largely
based on the HadGEM3-AO infrastructure but uses the Aus-
COM ocean model based on GFDL’s MOM4. AusCOM and
CICE are run as separate executables, demonstrating the vi-
ability of both approaches within the coupling infrastructure

outlined here. In addition, increasing processor numbers as-
sociated with larger distributed memory supercomputers and
higher model resolutions are expected to increase the need
for scalable, parallel coupling (as available from OASIS4) in
order to maintain efficient performance.

Overall, this paper serves as documentation of the cou-
pling infrastructure for users of the HadGEM3-AO climate
model and as a guide for other modellers who are interested
in building conservatively coupled GCMs.

Appendix A

Atmosphere science and parameter settings
for HadGEM3 r1.1

HadGEM3-AO r1.1 uses the Met Office Unified Model (UM)
as its atmospheric submodel. The HadGEM3-A r1.1 version
of the UM is similar to the HadGEM1 version (described by
Martin et al., 2006). The major differences between these
models are summarised in Table A1, with the individual
schemes explained in more detail in the following subsec-
tions.

A1 Dynamical core and resolution

The dynamical core of HadGEM3-A is mainly unaltered to
that used in HadGEM1. It is described by Davies et al. (2005)
and is nonhydrostatic, fully compressible, and uses a semi-
Lagrangian advection scheme. The vertical coordinate is
height based and terrain following. Each of the schemes
listed in this section calculate increments (of temperature,
humidity, wind, etc.) which are then combined at the end
of each timestep.

The model uses an Arakawa C grid where the zonal and
meridional winds lie horizontally between the density points.
Vertical winds, temperatures and tracers lie vertically be-
tween the density points. This arrangement is well suited
to work with the semi-Lagrangian advection scheme.

The horizontal and vertical resolution of HadGEM3-A
r1.1 remains unchanged from HadGEM1. It has a horizon-
tal resolution of 1.25◦ latitude by 1.875◦ longitude (N96),
38 vertical levels (top at 39 km – “low top”) and a 30 min
timestep. Various increased vertical and horizontal resolu-
tion versions of HadGEM3-A r1.1 have also been tested in-
cluding:

– An 85 vertical level model (“high top”) with an 85 km
model top, a resolved stratosphere and an improved
stratospheric Quasi-Biennial Oscillation;

– An N216 (0.554◦ latitude by 0.833◦ longitude) horizon-
tal resolution model that resolves more small-scale fea-
tures and modes of variability.

Results from higher resolution models are beyond the
scope of this paper, but form part of the development of the
HadGEM3 model family.
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Table A1. Main differences between the atmospheric submodels in HadGEM1 and HadGEM3 r1.1.

HadGEM1 HadGEM3 r1.1

Convection Mass flux scheme; Mass flux scheme;
1 h relative humidity based CAPE closure; 2 h vertical wind based CAPE closure;
All mass detrained at top of convection. Smoothed adaptive detrainment

throughout convective events.

Orography Global Land-Based 1 km GLOBE data at 30′′ resolution
Base Elevation (GLOBE) including increased subgrid orography.
data at 1′ resolution.

Hydrology and soil properties MOSES-II hydrology and surface exchange scheme; MOSES-II hydrology and surface exchange scheme;
Clapp and Hornberger soil hydraulics; Van Genuchten soil hydraulics;
Wilson and Henderson-Sellars (WHS) soils. International Geosphere-

Biosphere Programme (IGBP) soils.

Clouds Diagnostic cloud scheme: Prognostic Cloud fraction and Prognostic
cloud properties are calculated Condensate scheme (PC2):
from temperature and humidity cloud properties are retained from
each timestep and then discarded. one timestep to the next and advected with the wind.

Aerosols Sulphates Sulphates
Soot Soot
Biomass Biomass
Dust Dust
(from WHS soils) (from IGBP soils)
Sea salt Sea salt

Biogenic (climatology only)

A2 Radiation and ozone

The majority of the radiation code remains unaltered from
HadGEM1 which uses the Edwards and Slingo (1996) ra-
diation scheme. The most notable radiation code change
in HadGEM3-A r1.1 is improved pressure and tempera-
ture scaling (designed by W. Zhong, personal communica-
tion, 2007). This code improves longwave fluxes travelling
through the stratosphere where pressures are low, making
considerable improvements to the “high top” model.

The HadGEM3-A r1.1 radiation scheme also includes a
scaling to account for cloud inhomogeneity. This effect in-
creases transmissivity in cloudy grid boxes, increasing the
amount of shortwave radiation reaching the surface. This
code change is a tuning rather than a permanent solution and
was included to reduce cold sea surface temperature biases.
Future releases of HadGEM3-A may not include these cloud
inhomogeneity changes.

The ozone distribution also remains unaltered from
HadGEM1, using the SPARC data set (Randel and Wu,
2007). The “low top” model involves a scheme that moves
the ozone to follow the tropopause and conserves column
mass, while the “high top” model simply imposes a fixed
global field.

A3 Aerosols

HadGEM3-A r1.1 models many different aerosol species as
listed at the bottom of Table A1. It differs from HadGEM1 in
that the dust scheme has been tuned to model dust generated
from IGBP (International Geosphere-Biosphere Program)
soils. This improved dust scheme increases the amount of
atmospheric dust in the model, reducing the amount of short-
wave reaching the surface over the tropical Atlantic, the Sa-
hara, the Arabian Sea and southern Asia. All these dust
changes improve the model when compared to observations.
All of the aerosol schemes in HadGEM3-A r1.1 are inter-
active (aerosols are emitted, advected and deposited) apart
from the new biogenic aerosol scheme where climatological
concentrations are used for their radiative effects.

A4 Land surface processes and hydrology

HadGEM3-A r1.1 uses a new method proposed by van
Genuchten (1980) for calculating soil hydraulic conductiv-
ity. This reduces runoff, producing wetter soils with more
evaporation in regions with high precipitation like the Ama-
zon and equatorial Africa. Increased evaporation also leads
to surface cooling and colder surface temperatures. This is
particularly apparent in Europe where an existing warm bias
is removed in Boreal summer and a slight cold bias is intro-
duced in Boreal winter.
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The orography used in HadGEM3-A r1.1 is the 30”
GLOBE data set that provides orographic heights at about
1 km horizontal resolution. The Raymond (1988) filter has
been used to process the data from the raw 30” dataset us-
ing a filter length scale of 6 km. Envelope orography was
not used as the UM uses a flow blocking parameterization
that includes the effects of sub grid scale ridges onto the
grid scale flow. Converting the GLOBE data set for use in
the model’s N96 horizontal grid involved diagnosing a large
amount of small-scale orography as sub-grid-scale, and the
effects of this on the model were parameterized by the oro-
graphic gravity wave drag scheme. This scheme had to be
retuned from that used in HadGEM1 which used a coarser
orography data set. More information on the generation of
the model orography and the flow blocking parameterization
can be found in Webster et al. (2003).

A5 Boundary layer turbulent mixing

The boundary layer scheme of HadGEM3-A r1.1 is that of
Lock at al. (2000) and is similar to that used in HadGEM1
with the following changes:

– A new non-local stress formulation has been included,
following Brown and Grant (1997). In addition, revi-
sions have been made to both the implementation of
the entrainment parametrization and the diagnosis of the
vertical extent of the diffusion profiles to make these
more accurate and robust;

– Improvements have been made to surface scalar trans-
fer over the sea to bring its dependence on windspeed
more in line with recent observations. At the same time,
the effects of salinity in reducing the saturation vapour
pressure (previously neglected in the model) have been
included. Details are given in Edwards (2007);

– HadGEM3-A uses an unconditionally stable, non-
oscillatory, boundary layer solver as described in Wood
et al. (2007). This reduces noise in regions that
have stable boundary layers and removes two-timestep-
oscillations found to be an issue in HadGEM1.

HadGEM1 also suffered with a lack of rain over the
Maritime Continent (Indonesia). This was improved in
HadGEM3-AO with the use of a “buddy” scheme for coastal
grid points which uses an average windspeed over neigh-
bouring sea points to split the level-1 windspeed into sep-
arate land and sea contributions. This enhances the wind-
speed over the sea part of the grid box giving improved scalar
fluxes there. The rain over the Maritime Continent is much
improved with this new scheme.

A6 Convection

The convection scheme of HadGEM3-A r1.1 is similar to that
in HadGEM1 but with the following changes:

– The HadGEM3-A r1.1 convection scheme uses
smoothed adaptive detrainment which better represents
the detrainment of the convective plume into its envi-
ronment. The old scheme detrained all of the plume
at the cloud top where the parcel becomes neutrally
buoyant. The new scheme allows air to be detrained out
of the parcel’s ascent, maintaining parcel buoyancy so
that the parcel can reach higher up in the atmosphere.
It is thought that this better represents a cluster of
convective clouds where some clouds are relatively
shallow and some are relatively tall;

– HadGEM3-A r1.1 uses a 2-h CAPE closure scheme
based on vertical windspeed. The CAPE closure
scheme specifies the timescale (in this case two hours)
over which the convection scheme will try and dissipate
the convectively available potential energy (CAPE). The
convection scheme does this by adjusting the updraught
mass flux into the base of the convective column. In
certain conditions the CAPE closure timescale is not
short enough to prevent the build up of excessive mois-
ture in a column, known as a grid point storm. Grid
point storms are diagnosed by testing whether the verti-
cal windspeed exceeds 0.3 m s−1 and when this happens
the CAPE timescale is reduced to less than two hours;

– in HadGEM3-A r1.1 the critical water content for pre-
cipitation is a function of cloud depth so that shallower
clouds have to contain more water before they start
to generate precipitation. This is an improvement to
HadGEM1 when precipitation only occurred if shallow
and deep clouds exceeded a critical water content for
precipitation (fixed at 1 g kg−1) and if shallow clouds
exceeded a critical (land/sea-dependent) depth;

– the convection scheme also includes revised parcel per-
turbations for shallow convection that help make verti-
cal fluxes more consistent between the boundary layer
and convection schemes.

A7 Cloud and precipitation microphysics

The cloud scheme in HadGEM3-A r1.1 is substantially dif-
ferent to the diagnostic scheme used in HadGEM1. It uses
the Prognostic Cloud Prognostic Condensate (PC2) scheme
described by Wilson et al. (2008). The PC2 cloud scheme
retains the following prognostic variables from one timestep
to the next:
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– Liquid water cloud fraction (as a fraction of the grid
box)

– Ice cloud fraction (as a fraction of the grid box)

– Liquid water condensate amount (kg of liquid water per
kg of air)

– Ice condensate amount (kg of ice per kg of air)

The following schemes are allowed to modify these four vari-
ables:

– Shortwave radiation

– Longwave radiation

– Boundary layer

– Cloud erosion (cloud mixes with surrounding air)

– Large-scale precipitation (including phase changes)

– Convection

– Advection

– Pressure change

Thus it is possible to slowly evolve cloud throughout the
model run, with cloud being generated, increased, decreased
and destroyed by all possible physical processes. The net
effect of PC2 (compared to HadGEM1’s cloud scheme) is for
cloud to be retained for longer, increasing (and improving)
cloud cover and precipitation over many tropical land masses
and the Maritime Continent.

Appendix B

Ocean science and parameter settings for HadGEM3 r1.1

Although we largely use “NEMO” as a short-hand for the
ocean component of HadGEM3-AO, formally NEMO is a
framework of ‘ocean related engines’ including OPA (for
ocean dynamics and thermodynamics), LIM (for sea ice dy-
namics and thermodynamics) and TOP (for biogeochem-
istry). HadGEM3-O only makes use of the OPA part – this
is an ocean model originally based on OPA8.1 (Madec et
al., 1998) but which has undergone continual development
within the NEMO framework. The model does not include
any biogeochemistry at present and the LIM sea ice code
from NEMO is not used because CICE has been chosen as
an alternative sea ice model. It is planned however that the
interface to CICE will become part of the standard NEMO
code in the near future.

The NEMO code is written in FORTRAN 90 (making use
of some of the newer features including modules and in-
terfaces) and C preprocessing is used (in combination with
namelist logicals) to determine which parts of the code are

used in a particular integration. NEMO is designed to have
a transparent structure with a high degree of internal modu-
larity. This makes the code easier to understand and helps in
the development process. Coding standards (Madec, 2006)
with fixed conventions for the naming of variables, logicals
etc are also useful in keeping the code easily readable. In
general the code is designed not to have too many machine
customisations although it is optimised for vector computers
(like the NEC SX8 on which the coupled model described
has been run). When running on many processors the do-
main can be decomposed using MPI although this was not
in fact necessary for the SX8 integrations because the atmo-
sphere model is much slower than the ocean (see details in
Sect. 5.1).

B1 Horizontal, temporal and vertical discretisation

The equations in NEMO are written in an orthogonal curvi-
linear coordinate system in which the grid spacing can vary
spatially. It is this feature which makes it possible to use
horizontal grids (like the tripolar ORCA grids) which are
not essentially latitude-longitude grids because the so-called
‘scale factors’ can vary spatially. The set of standard NEMO
configurations does not include a 1 degree resolution tripolar
grid in the ORCA family - the details of the construction of
this grid (which includes enhanced resolution in the tropics)
are available in Appendix C.

As mentioned in Sect. 2, NEMO uses an Arakawa C grid
(Arakawa and Lamb, 1977) for the spatial discretisation of
the equations (whereas CICE uses a B grid). NEMO has
an Asselin time filter (Asselin, 1972) to control noise in its
leapfrog timestepping scheme – again this differs from CICE
where a forward timestep is used.

Various vertical coordinates are available as options within
NEMO (includingz-, s- ands∗-coordinates) but to date all
HadGEM3-O configurations have used thez-coordinate op-
tion. There are 42z-levels, whose thicknesses vary smoothly
from 10 m at the surface to 300 m at depth. Partial steps –
bottom-layer grid cells whose lower boundary is the spec-
ified model bathymetry rather than the next available grid-
cell boundary – are used for improved representation of
bathymetry, especially where it has a small slope (Madec,
2008). For stability reasons it was found necessary to use a
partial step thickness no less than the minimum of 20 m and
one tenth of the full cell thickness (this is set using parame-
ters e3zpsmin and e3zpsrat in the namelist). The minimum
allowed ocean depth is 30 m.

B2 ORCA1 configuration and scientific choices

At the time of development, a one degree configuration does
not form part of the standard NEMO release, in addition to
the construction of the ORCA1 grid and the vertical level set,
there were many decisions to be made about the scientific
parameters and numerical schemes to be used. This was
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Table B1. The C preprocessor keys used for NEMO in HadGEM3r1.1.

cpp key Purpose

key vectoptloop Enables collapse of internal loops for vector machine
key vectoptmemory Reduces memory requirement at expense of computational time (only

used in TKE routine)
key dynspgflt Surface pressure gradient activated with filtered free surface
key diaeiv Eddy-induced velocities included as diagnostics
key diahth Computation of various heat contents and thermocline depths activated
key ldfslp Calculation of isopycnal slopes activated (required for isopycnal diffu-

sion)
key traldf eiv Eddy-induced (Gent-McWilliams) advection activated
key traldf c2d 2-D spatial variation of lateral (isopycnal) diffusivity and eddy (Gent-

McWilliams) coefficient
key dynldf c3d 3-D spatial variation of coefficient for lateral viscosity
key dtatem Required for reading in initial state 3-D temperature field
key dtasal Required for reading in initial state 3-D salinity field
key trabbc Bottom temperature boundary condition activated
key zdftke Turbulent Kinetic Energy (TKE) vertical mixing activated
key zdfddm Double diffusive mixing activated
key mpp mpi Allows massively parallel processing using MPI (although NEMO actu-

ally ran on a single processor)
key orca r1 ORCA1 configuration
key orca1upsadv Extra upstream advection activated at various river outflows
key oasis3 Coupling to UM atmosphere using OASIS3
key cpl rootexchg Passing all data to/from OASIS3 using a single NEMO processor (in fact

NEMO ran on a single processor anyway)
key cice Using CICE rather than LIM ice model

largely a case of expert judgement (with considerable advice
from G. Madec, personal communications, 2006) in combi-
nation with various sensitivity and stability tests.

Key choices were to use a 1 h timestep, a horizontal eddy
viscosity coefficient (ahm0) of 104 m2 s−1 and a lateral eddy
diffusivity coefficient (aht0) of 103 m2 s−1. aht0 is scaled
with the grid “scale factors” such that values decrease to
approximately 500 m2 s−1 in regions such as the Southern
Ocean. The tracer diffusion is along isopycnals and there
is a Gent-McWilliams (Gent and McWilliams, 1990) term
applied in the advective formulation with the NEMO de-
fault of a spatially and temporally varying coefficient (cal-
culated from the local growth rate of baroclinic instability).
As in the ORCA2 configuration the horizontal (Laplacian)
viscosity reduces to aht0 in the tropics, except in the Western
boundaries where it relaxes back to ahm0 according to scal-
ing factors bilinearly interpolated from the ORCA2 values.
The value of ahm has a vertical dependence such that it is an
order of magnitude greater at depth.

Second-order centred tracer advection is used except at
river outflow points where a mixed upstream-centred scheme
is used to avoid problems with negative salinities. The rel-
evant coefficients were interpolated from ORCA2 and then
slightly modified to be more appropriate for the runoff distri-
bution generated by the UM atmosphere.

Surface boundary layer and interior vertical mixing of both
tracers and momentum is treated consistently by a Turbulent
Kinetic Energy (TKE) scheme (Gaspar et al., 1990; Blanke
and Delecluse, 1993). There are many tuneable aspects of
this scheme as implemented in NEMO – the values of var-
ious parameters currently in use can be seen in the sup-
plementary material. The background vertical viscosity is
1.2× 10−4 m2 s−1 and the background tracer diffusivity in-
creases linearly with depth (Kraus, 1990) from a surface
value of 1.2× 10−5 m2 s−1.

For the dynamics the NEMO vector-form momentum ad-
vection scheme is used along with the enstrophy conserving
scheme for the vorticity term.

The equation of state used is Jackett and Mc-
Dougall (1995) and double diffusive mixing is activated with
a maximum vertical mixing on salinity of 1× 10−4 m2 s−1

and a heat-salt buoyancy flux ratio of 1.6. Convection is mod-
elled using an enhanced vertical diffusion (for both tracers
and momentum) of 100 m2 s−1.

The shortwave radiation from the atmosphere is dis-
tributed in the surface layers of the ocean using parameters
consistent with water of type I (Jerlov, 1968). However the
less penetrating fraction (with an exponential decay depth
of 0.35 m) is reduced from the standard 0.58 (Paulson and
Simpson, 1977) to 0.26; this attempts to take account of the
200–689 nm wavelength band for the UM “blue” radiation
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compared to the normally assumed 400–1000 nm band. At
the ocean floor there is a linear bottom friction coefficient of
4× 10−4 and a spatially varying geothermal heat flux (inter-
polated from the ORCA2 field inferred from Stein and Stein,
1992). The model does not have a bottom boundary layer
scheme or any other special treatment to improve North At-
lantic Deep Water formation.

For the model configuration described an implicit linear
free-surface was used with a preconditioned conjugate gradi-
ent (pcg) solver. The absolute precision required for conver-
gence is 1× 10−6 with a maximum of 2000 iterations.

For reference, the complete NEMO namelist is given in
the supplementary material, and the associated cpp (C pre-
processer) keys are given in Table B1.

B3 NEMO code version

The code used was essentially the NEMO 3.0 code release
(Madec, 2008) but with a number of local code changes.
Briefly these were as follows:

– ORCA1: A few routines required minor changes to pro-
vide an ORCA1 option (either with a hard-wired param-
eter consistent with the 1 degree grid or 42 vertical level
set, or to replicate the behaviour in other ORCA config-
urations as desired – see discussion above);

– HadGEM3-O: Code was added to deal with the cou-
pling fields to and from both the UM atmosphere and
the CICE ice model (see details of the required transfor-
mations in Sect. 3.1);

– diagnostic changes: Minor code changes were included
to make the netCDF output files CF-compliant (Eaton
et al., 2009), to include an 18◦C isotherm depth diag-
nostic, to include a Kara mixed layer depth (Kara et al.,
2000) diagnostic, and to make the poleward transport
diagnostic calculation and control more consistent with
the other diagnostics.

Appendix C

Grids, bathymetry and land-sea masks

C1 Grids used by the different submodels

The ocean and sea ice components of HadGEM3-AO are
run on the ORCA family of tripolar grids. We describe the
configuration which is nominally 1 degree and known as
“ORCA1” but the same regridding considerations apply to
other resolutions of the ORCA family. The ORCA1 grid is
shown in Fig. 2. It has the following characteristics:

– A uniform resolution “Mercator” grid in the South-
ern Hemisphere, in which the longitudinal resolution
1λ=1◦, and the latitudinal resolution1φ=1◦cosφ, thus
ensuring isotropic grid blocks (1x:1y=1);

– grid refinement in the tropics between±20◦ N, in which
1φ reduces smoothly to 1/3◦ at the equator, while1λ

remains 1◦. Such tropical grid refinements have proved
useful for modelling equatorial ocean behaviour in the
past (Johns et al., 2006);

– a dipolar grid north of 20◦ N, in which the traditional
coordinate singularity at the North pole has been re-
placed by an arc of a Great Circle – the ‘north fold’
– between two numerical poles sited in Canada and
Siberia. This device places the singular points outside
the ocean model domain, and leaves a nearly uniform
resolution mesh in the Arctic Ocean. It thereby removes
the need for costly and deleterious high frequency filter-
ing at high latitudes. (On a traditional uniform resolu-
tion grid, Fourier filtering would be necessary to allow
the model to run in regions where the small grid spac-
ing, arising from the convergent meridians, would oth-
erwise demand prohibitively small timesteps.)

C2 Bathymetry and land-sea mask

The ORCA1 bathymetry has been derived from the ETOPO2
2” global bathymetry data set (ETOPO2v2, 2006) by col-
laborators at the National Oceanography Centre, Southamp-
ton (Coward, 2006). The resulting land-sea mask was then
smoothed, principally to diminish the risk of isolated pil-
lars of sea ice building up. In the Arctic, care has been
taken to open the Kennedy Channel (between Ellesmere Is-
land and Greenland) and the Gulf of Ob, and to remove re-
solvable, but potentially problematic, islands in the Canadian
Archipelago. It was decided to fill in the North West Pas-
sage, even though technically it could be open at this reso-
lution, as it was felt that the numerical risks associated with
sea-ice accumulation in the narrow Passage outweighed the
benefits of representing it. The land-sea mask in the Arc-
tic can be seen in Fig. 2. In the Antarctic, ice shelves were
eliminated and coasts, particularly of the Antarctic Penin-
sula, were smoothed.

Appendix D

Sea ice scientific choices and parameters for
HadGEM3 r1.1

The CICE sea ice model solves an equation for the evolu-
tion of the ice thickness distribution (ITD) in time and space
(Thorndike et al., 1975): the evolution is determined by ad-
vection, thermodynamic growth and melt, and mechanical
redistribution (ridging). Full details of the model are avail-
able in the CICE user manual (Hunke and Lipscomb, 2008);
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here we summarise the main features of the model used in
HadGEM3, and detail the specific settings and choices for
HadGEM3 r1.1.

D1 Horizontal, temporal and vertical discretisation

HadGEM3 r1.1 uses a revision (146) of CICE version 4.0
which allows a tripolar grid to be employed. We use essen-
tially the same family of ORCA grids as the NEMO model
(described more fully in Appendix C), although CICE uses
an Arakawa B grid rather than a C grid and so the CICE ve-
locity grid points are not coincident with the NEMO velocity
points. The implication of this on the coupling is described
in Sect. 3. The grid and land-mask definitions required by
CICE are read in directly from a file, as are the initial condi-
tions.

The sub-grid-scale ITD is modelled by dividing the ice
pack at each grid point into a number of thickness categories.
HadGEM3 uses 5 categories, plus an open-water category,
which has been shown to be sufficient for climate modelling
(Bitz et al., 2001). The lower bounds for the 5 thickness cat-
egories are: 0, 0.6, 1.4, 2.4 and 3.6 m.

HadGEM3 uses the zero-layer thermodynamic model of
Semtner (1976) to calculate the growth and melt of the sea
ice, with one layer of snow and one layer of ice in the verti-
cal. This is not the standard scheme implemented in CICE,
which has a multilayer ice model (Bitz and Lipscomb, 1999).
We could not use the CICE multilayer thermodynamics in
HadGEM3 because the UM atmosphere currently calculates
the surface temperature and the conductive heat flux into the
ice at sea ice points. This would not be consistent with the
CICE multilayer thermodynamics scheme, which calculates
these quantities itself. Planned modifications to CICE and
the UM atmosphere will enable the CICE multilayer model
to be used with the UM atmosphere in the future. However
for HadGEM3 we adapted CICE to use the zero-layer surface
and diffusive ice fluxes received from the UM atmosphere.
The full zero-layer thermodynamics scheme was also added
to CICE for use in standalone runs (as detailed below). CICE
solves for the surface temperature and fluxes in the same way
as the multilayer case but the calculations are much simpler.

D2 Thermodynamics

The sea ice albedo is calculated within the UM atmosphere,
and is a function of temperature and snow cover, including a
parameterization to represent the impact of melt ponds. This
is the same scheme that was used in HadGEM1 (McLaren
et al., 2006) with one exception of the snow-free sea ice
albedo being increased from 0.57 to 0.61 following a change
made in HadGEM2 (Martin et al., 2011). The UM atmo-
sphere also calculates the surface sea ice temperature and the
atmosphere-to-ice fluxes as in HadGEM1 (see McLaren et
al., 2006 for details). Within CICE these fluxes (downward
latent heat flux, conductive flux through the ice, and surface

heat flux) determine the rate at which the ice grows or melts
in each thickness category. This calculation also uses the
enthalpy of each snow and ice layer. The enthalpy is de-
fined as the negative of the energy required to melt a unit
volume of ice/snow and raise its temperature to 0◦C. For
the zero-layer thermodynamics used in HadGEM3, the en-
thalpy is simply the negative product of the density and the
latent heat of fusion. The calculated thermodynamic growth
or melt rates are then used in the linear remapping scheme
of Lipscomb (2001) to transport the ice between thickness
categories.

D3 Dynamics and ridging

The ice velocities are calculated by solving the 2-D momen-
tum equation for the force balance per unit area in the ice
pack (Hibler, 1979), including terms for wind stress, ocean
stress, internal ice stress, and stresses due to Coriolis effects.
The internal ice stress is calculated using the elastic viscous
plastic (EVP) scheme (Hunke and Dukowicz, 2002), which
assumes the ice has a viscous plastic rheology, and incorpo-
rates an elastic wave modification to improve the computa-
tional efficiency. HadGEM3 r1.1 uses the Rothrock (1975)
formulation for ice strength with the standard CICE value
of 17 for the parameterCf (ratio of total energy losses to
potential energy change). The sea ice is advected using the
CICE incremental remapping scheme (Lipscomb and Hunke,
2004).

The mechanical redistribution (or ridging) scheme in
CICE converts thinner ice to thicker ice and open water, and
is applied after the advection of ice. When the ice is con-
verging, enough ice ridges to ensure that the ice area does
not exceed the grid-cell area. The scheme is based on work
by Thorndike et al. (1975), Hibler (1980), Flato and Hi-
bler (1995), and Rothrock (1975). It favours the closing of
open water and ridging of the thinnest ice over the ridging of
thicker ice. In HadGEM3 r1.1, the ridging participation func-
tion suggested by Lipscomb et al. (2007) is used. The ridged
ice is then distributed between thickness categories assuming
an exponential ITD (Lipscomb et al., 2007).

D4 Implementation of zero-layer thermodynamics in
CICE for standalone runs

Note that this scheme is only used in standalone CICE runs
with ‘HadGEM3’-like science (i.e. calcTsfc is set to true and
heatcapacity to false in the CICE namelist, and there is only
one snow and one ice layer).

The zero-layer thermodynamics uses the same basic equa-
tion as the multiple layer model to solve for the surface tem-
perature and surface fluxes (as described in Hunke and Lip-
scomb, 2008). However, because the conductive flux through
the ice is not dependent on any internal temperatures, it is
much easier to solve for the surface temperature.
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Table D1. The C preprocessor keys used for CICE in HadGEM3r1.1.

cpp key Purpose

coupled Coupled run

ncdf NetCDF format options available for input and output files

CICE IN NEMO CICE is run in the NEMO environment. CICE is called from the NEMO
surface module which also supplies the coupling fields to and from CICE

ORCA GRID Controls reading in grid, land masks and forcing data on the ORCA family of grids.

key oasis3 Coupling uses OASIS3

REPRODUCIBLE Ensures global sums bit compare for parallel model runs with different grid decompositions

At the surface, if the surface temperature (Tsf) is below
0◦C, the conductive flux from the top surface to the bottom
of the ice (Fct) must balance the net surface flux from the
atmosphere to ice (F0),

F0 = Fct, (D1)

and both fluxes are evaluated at timem+1 (m being the cur-
rent timestep). The surface fluxes are computed in the same
way as the CICE multilayer model. In the zero-layer model,
any solar energy calculated to be absorbed internally within
the ice is added to the surface absorption. A fraction of the
shortwave radiation is still able to pass through the ice to the
ocean, in contrast to the coupled configuration.

The conductive flux in the zero-layer model is

Fct =
ki

heff
(Tsf−Tf ), (D2)

whereki is the conductivity of ice (2.0 W m−1 K−1), Tf is
the freezing temperature (i.e. the temperature of the base of
the ice).heff is the effective ice thickness defined ashi +

ks

ki
hs

(with hi andhs being the ice and snow thicknesses, andks

the conductivity of snow, 0.31 W m−1 K−1.)
As in the multiple layer code, we make the linear approx-

imation

Fm+1
0 = F ∗

0 +

(
dF0

dTsf

)∗

(T m+1
sf −T ∗

sf) , (D3)

whereT ∗

sf is the surface temperature from the most recent
iteration, andF ∗

0 and
(
dF0

/
dTsf

)∗ are functions ofT ∗

sf. (The
outgoing longwave, sensible and latent heat fluxes are the
components ofF ∗

0 that are dependent onT ∗

sf.) Substituting
Eqs. (D2) and (D3) into (D1) and rearranging we get[(

dF0

dTsf

)∗

−
ki

heff

]
T m+1

sf =

(
dF0

dTsf

)∗

T ∗

sf −F ∗

0 −
ki

heff
Tf . (D4)

This equation is solved by iteration and the conditions onTsf
for an acceptable solution are those of the multilayer model.

D5 CICE settings used for HadGEM3 r1.1

The key settings for HadGEM3 are highlighted here, and we
include the CICE namelist used for HadGEM3 r1.1. For cou-
pling with the UM atmosphere, heatcapacity and calcTsfc
are both set to false. This means that zero-layer thermody-
namics are used and that CICE does not calculate any sur-
face fluxes or the surface ice temperature. Note that setting
calc Tsfc to false also means that the albedo settings in the
CICE namelist are irrelevant as the albedo is not calculated
by CICE. Wind stresses are passed from the UM atmosphere
rather than being calculated in CICE, so calcstrair is set to
false. A constant value for the freezing point of sea water is
used (−1.8◦C), by setting Tfrzpt=constant. This is required
for consistency with the UM atmosphere ice thermodynam-
ics. The nsboundarytype is set to tripole for the ORCA1
grid, indicating a tripolar grid with the “north fold” occurring
along velocity points. The alternative tripole setting tripoleT
is used for ORCA2 and ORCA025 grids where the north fold
occurs along temperature points. The CICE cpp keys used in
HadGEM3 r1.1 are shown in Table D1. The CICE namelist
used in HadGEM3 r1.1, which has been edited to detail the
scientific options only, can be viewed in the supplementary
material.

Appendix E

OASIS3 build

HadGEM3 r1.1 employed version 2.5 of the OASIS3 cou-
pler, dated 28 December 2007. It was compiled for use on the
NEC SX8 using MPI-SX version 151 and sxf90 FORTRAN
compiler version 360. For reasons of portability, MPI-1 was
employed. The build was linked to the netcdf version 3.6.0-
p1 library. The optional OASIS3 cpp key “DEBUG” was
typically used throughout the debugging and development
phases to obtain additional debugging output. The extended
debugging option, activated via the cpp key “DEBUG” was
not generally employed following the discovery that it tended
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to cause false deadlock detection in cases where remapping
weights were being generated during the run. The stan-
dard OASIS3 configuration and make process was modified
slightly to allow the “PRISMHOME” environment variable
used in the make process to be specified once only, in the
top-level make.inc file. Each new build of OASIS3 was ini-
tially tested by employing the standard “toy” models sup-
plied with the distribution, before attempting to deploy it in
a full coupled model system employing the UM atmosphere
and NEMO-CICE models.

E1 Management of namcouple and nametable.txt files

The namcouple file, used to supply the OASIS3 coupler with
all the necessary information needed to run, contained all the
key word, resource, and field operation definitions required
by OASIS3. The bulk of the information contained in these
files needed to be defined before the model run commenced.
However, the Unified Model control scripts were adapted to
allow for certain items, such as the processor configuration
for each model component, executable names and model run
length to be defined and automatically generated based on
job submission parameters.

The nametable.txt file was only used for informational
purposes in defining names of coupling fields to be output
in any netCDF debugging files generated by OASIS3. Since
the HadGEM3 model contained a number of fields not in the
original file, new descriptions and field index numbers were
added to this file. These were principally to support multi-
category ice fields associated with coupling to the CICE
model.

E2 The OASIS3 SPAWN option

The OASIS3 “SPAWN” option, whereby OASIS3 could be
allowed to create and destroy model component subprocesses
as and when required, was not employed since it offered no
advantage in the Met Office batch queuing system. Its re-
liance on MPI-2 functionality additionally rendered it not
strictly portable at the time of development and therefore un-
suitable for use in operational systems.

E3 OASIS restart files

It was essential for traceability reasons that models could
be stopped and restarted at arbitrary times, producing ex-
actly the same results as if they had run continuously for
an equivalent period (“bit reproducibility”). OASIS3 pro-
vides such a mechanism via use of its own form of netCDF
restart file. However, since coupled model file management
already involved numerous files of various types and formats,
then avoidance of the need to manage a further file type was
considered desirable. Each component model dump con-
tained, or could be modified to contain, sufficient informa-
tion to achieve this bit reproducibility by rendering restart
data files self-consistent, i.e. each could be used as the basis

to restart the appropriate component without recourse to OA-
SIS3 restart files and without the attendant data management
issues.

Appendix F

Building HadGEM3 configuration

F1 Compilation of UM, NEMO and CICE components

The UM is compiled using automatic promotion of all inte-
ger and real values to 64 bits unless explicitly typed. With
OASIS3 typically requiring 32 bit integers, the routines in-
terfacing to the OASIS PSMILE library calls needed to be
excluded from the compiler option to promote all variables
to 64 bits. This was achieved by explicit typing and use of
the NEC sxf90 “–dw” compiler option to employ 4 byte nu-
meric storage unless otherwise stated.

GCOM (General COMmunications) is an interface library
used by the UM which provides an interface or “wrapper” for
MPI calls within the code. The presence of the GCOM wrap-
per around MPI communications in the UM caused some dif-
ficulty. The MPI calls within the OASIS3 PSMILE routines
caused conflicts with the MPI calls in GCOM and the atmo-
sphere code. To avoid this, GCOM was rebuilt using an MPL
FORTRAN layer around the MPI calls.

GCOM worked on the assumption that it was employed
within a model component which had no need to commu-
nicate with any external components. Thus, it employed the
MPI COMM WORLD MPI communicator directly for all its
operations. This conflicted with the need for OASIS3 to be
able to define MPI sub-communicators for each model com-
ponent. Hence modifications were made to GCOM, allow-
ing it to use communicators provided by OASIS3 in place of
MPI COMM WORLD.

The NEMO-CICE component is, by default, compiled to
promote only real variables to 64 bits. Additionally, NEMO
and CICE generally use explicit typing of most variables and
were not therefore reliant on blanket UM-style compiler op-
tions to promote variables to a particular level of precision.
Hence there were fewer issues about matching variable types
in calls to PSMILE routines from within NEMO.

F2 Unified Model User Interface (UMUI) control

The UM atmosphere is based on code which, in the main,
uses dynamic memory allocation. Hence once an atmosphere
component has been compiled, the number and configuration
of processors used to run it can be altered without the need
to recompile. The same is not true of the NEMO and CICE
components. These use static allocation, with model dimen-
sions defined at compilation time. Hence any change in pro-
cessor arrangement required modifications to the source code
followed by recompilation. This procedure was automated
through the use of numeric values for relevant parameters
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supplied via cpp keys. These changes (with the aid of envi-
ronment variables and specially developed scripts embedded
in the UMUI) defined and updated critical information, such
as the processor configuration, prior to compilation.

Additionally, various scripts and modifications were de-
veloped to manage automatic resubmission, continuation
runs and data archiving. These all centred around the ex-
isting UM control system, but introduced new concepts to
deal with multiple component models employing various file
types not previously catered for by the UM system.

F3 Debugging and visualisation of exchanged fields

Field definitions specified in the controlling OASIS namcou-
ple file employed the EXPOUT option for coupling fields
in all development and debugging cases. This option indi-
cates that the relevant coupling field is output to a separate,
OASIS3-managed, netCDF file as well as being involved in
the usual coupling exchanges. These files were used to fa-
cilitate debugging and allow visualisation of fields sent and
received during coupling exchanges.

For performance reasons, during operational runs, the EX-
PORTED option was employed in namcouple files, prevent-
ing output of coupling fields to separate netCDF files, thus re-
ducing any OASIS3 runtime costs and minimising demands
on disk space.

Supplementary material related to this
article is available online at:
http://www.geosci-model-dev.net/4/223/2011/
gmd-4-223-2011-supplement.pdf.
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