
Geosci. Model Dev., 2, 153–173, 2009
www.geosci-model-dev.net/2/153/2009/
© Author(s) 2009. This work is distributed under
the Creative Commons Attribution 3.0 License.

Geoscientific
Model Development

The Lagrangian chemistry and transport model ATLAS: validation
of advective transport and mixing

I. Wohltmann and M. Rex

Alfred Wegener Institute for Polar and Marine Research, Potsdam, Germany

Received: 25 June 2009 – Published in Geosci. Model Dev. Discuss.: 3 July 2009
Revised: 15 September 2009 – Accepted: 2 October 2009 – Published: 2 November 2009

Abstract. We present a new global Chemical Transport
Model (CTM) with full stratospheric chemistry and La-
grangian transport and mixing called ATLAS (Alfred We-
gener InsTitute LAgrangian Chemistry/Transport System).
Lagrangian (trajectory-based) models have several important
advantages over conventional Eulerian (grid-based) models,
including the absence of spurious numerical diffusion, ef-
ficient code parallelization and no limitation of the largest
time step by the Courant-Friedrichs-Lewy criterion. The ba-
sic concept of transport and mixing is similar to the approach
in the commonly used CLaMS model. Several aspects of the
model are different from CLaMS and are introduced and val-
idated here, including a different mixing algorithm for lower
resolutions which is less diffusive and agrees better with ob-
servations with the same mixing parameters. In addition, val-
ues for the vertical and horizontal stratospheric bulk diffusion
coefficients are inferred and compared to other studies. This
work focusses on the description of the dynamical part of the
model and the validation of the mixing algorithm. The chem-
istry module, which contains 49 species, 170 reactions and a
detailed treatment of heterogeneous chemistry, will be pre-
sented in a separate paper.

1 Introduction

Chemical Transport Models are commonly based on a fixed
spatial grid and include an Eulerian advection scheme for the
transport of chemical species (e.g. SLIMCAT,Chipperfield,
2006). Although much effort has been put into the develop-
ment of advection schemes that minimize numerical diffu-
sion (e.g.Prather, 1986), numerical diffusion is in principle
unavoidable in Eulerian models.
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In the context of this paper, numerical diffusion is defined
as any process that is triggered by the model calculations
and behaves like a diffusive process acting on the chemical
species in the model. Typically, numerical diffusion will be
spurious and unrealistic, e.g. present in every grid cell with
the same magnitude. We do not consider processes as nu-
merical diffusion here which are deliberately introduced into
the model, e.g. to mimic the observed diffusion. Eulerian ap-
proaches suffer from numerical diffusion because they con-
tain an advection step that transfers information between dif-
ferent grid cells. Usually, this step is connected to averaging
over several grid points, which introduces diffusion on the
spatial scale of the grid resolution at the temporal scale of the
model time step. An example is the interpolation of species
to trajectory end points in Semi-Lagrangian approaches.

Since diffusion is very small in the stratosphere, numerical
diffusion in Eulerian models is always much larger than the
real atmospheric diffusion (e.g.Konopka et al., 2005), lead-
ing to problems like excessive mixing across atmospheric
mixing barriers. Particularly at the low resolutions typi-
cally required for long runs (e.g. where the CTM module is
coupled to a General Circulation Model, GCM, as part of
a Chemistry Climate Model, CCM), numerical diffusion can
lead to problems in the representation of the polar vortices
and hence the Antarctic ozone hole. With an Eulerian model
it is difficult to maintain the steep gradients of species at the
boundary of the ozone hole, which are not only relevant for
a proper representation of ozone depletion, but also for the
radiative and dynamical feedback from the ozone hole on cli-
mate processes. We have therefore developed a Lagrangian
CTM that can be used as a stand alone model or as module
in a CCM system.

Lagrangian models have several advantages over Eulerian
models:

– There is no numerical diffusion. Actually, some ex-
plicit form of diffusion has to be included in La-
grangian models to obtain realistic results, which gives

Published by Copernicus Publications on behalf of the European Geosciences Union.

http://creativecommons.org/licenses/by/3.0/


154 I. Wohltmann and M. Rex: The Lagrangian model ATLAS

the opportunity to model the real atmospheric diffusion
on a physical basis.

– The model architecture allows for an efficient paral-
lelization of code and runs fast on low-cost computers.

– The time step of the integration of the transport equa-
tions can be chosen freely. There is no limitation of the
largest time step by the Courant-Friedrichs-Lewy crite-
rion.

– Mixing ratios of inert tracers are conserved by design
(no negative mixing ratios by transport).

– Transport of additional species does not add to comput-
ing time.

In addition, our specific model is free of any grid in the ver-
tical or horizontal. The absence of numerical diffusion, the
conservation of mixing ratios and the fact that transport of
additional species does not add to computing time are basi-
cally due to the fact that the Lagrangian time derivative of
mixing ratios is zero in the absence of local sources and
sinks, while the Eulerian derivative contains an advection
term. Despite these obvious advantages, only very few global
Lagrangian chemical transport models with explicit mixing
exist so far (e.g.Collins et al., 1997; Fairlie et al., 1999). The
most prominent examples are the CLaMS model (McKenna
et al., 2002; Konopka et al., 2004, 2007) and the ATTILA
model (Reithmeier and Sausen, 2002), which has recently
been coupled to the General Circulation Model ECHAM
(Stenke et al., 2009).

The main focus of this model version is on a proper repre-
sentation of the chemistry and transport of the stratosphere,
although a basic troposphere is included. Hence, the valida-
tion focusses on the stratosphere. It is planned to extend the
model to the troposphere in the future.

Both resolution and trajectory time step can be chosen
freely, so the model can be used both for highly resolved pro-
cess studies and long-term runs over several decades. One of
the specific advantages of Lagrangian models is that they al-
low to study the fine filamentary structures that are usually
below the resolution of conventional Eulerian models and
that disappear rapidly due to numerical diffusion. This is
possible since the information over the small scale behaviour
of tracers is contained in the large-scale wind fields (Batch-
elor regime in fluid dynamics, seeHaynes and Vanneste,
2004).

The main concept of the model is similar to the CLaMS
3-D model (Konopka et al., 2004), which has a more so-
phisticated mixing parameterization compared to models like
e.g. ATILLA or Collins et al.(1997). However, ATLAS is a
completely new model developed from scratch, which has no
code in common with CLaMS. Some changes and improve-
ments are introduced to the transport and mixing approach
of CLaMS here, and their impact on the results is elucidated.
The method of validation presented inKonopka et al.(2004)

is also analyzed, and some changes are proposed for a more
robust calculation of the validation parameters. Finally, the
model is used to infer values for the effective horizontal and
vertical diffusion coefficients for the stratosphere, and results
are compared with other studies.

Section2contains the basic model description. Section2.1
gives an overview of the model concept. Sections2.2and2.3
describe the model implementation. While Sect.2.3 gives
a detailed treatment of the mixing algorithm, Sect.2.2 de-
scribes the other relevant features of the model. The valida-
tion of the mixing algorithm is presented in Sect.3. Results
for diffusion coefficients are discussed in Sect.4. Conclu-
sions are given in Sect.5.

2 Model description

2.1 Model concept

The model design is based upon a modular approach. This
allows a flexible configuration and easy exchange of compo-
nents. The basic layout of the model is shown in Fig.1.

Transport and chemistry in the model are driven by ex-
ternal meteorological fields. These can be provided either by
a General Circulation Model (GCM module in the sketch, red
box) or by existing analysis data like ECMWF ERA Interim
(Simmons et al., 2006).

With this input, a large number of trajectories, each sym-
bolizing an air parcel, is initialized and advected for some
hours (filling the domain of the complete atmosphere) (tra-
jectory module, green box). Chemistry is calculated on ev-
ery trajectory like in a box model (chemistry module, yellow
box).

Since there is no numerical diffusion in a Lagrangian
model, some form of mixing has to be introduced to obtain
realistic trace gas distributions. This has the advantage that
mixing can be modeled from physical considerations and that
the strength of mixing can be adjusted to observed values,
while numerical diffusion cannot be controlled in strength
and location. Every few hours, a mixing step is introduced
(mixing module, orange box). In this step, new air parcels
are added and existing air parcels are merged in regions of
large flow deformation (shear and strain) to keep the density
of air parcels constant. The actual mixing is accomplished
by averaging the chemical species on the new or merged air
parcels. As a side effect, adding and merging parcels also
ensures that voids and crowded regions are avoided. After
the mixing step, the model continues with the advection step
again. A detailed justification of the validity of the mixing
approach can be found in Sect. 2 ofMcKenna et al.(2002)
and, shortly recapitulated, in Sect.2.3.2.

2.2 Basic model features

The initial air parcels are distributed randomly over the
model domain by drawing uniformly distributed random
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Fig. 1. Model concept.

numbers for longitude, the cosine of latitude and the verti-
cal coordinate. The initial value of the random generator can
be set to a fixed value to obtain reproducible results.

Every air parcel contains variables for a configurable num-
ber of chemically active species and additionally, for a con-
figurable number of chemically inert tracers.

The vertical coordinate is limited by an upper and lower
boundary, which can be chosen freely. The number of air
parcels is then chosen such that a predefined initial resolution
r0 is obtained (defined by the mean horizontal parcel distance
in layers of the vertical depth1z introduced in Sect.2.3.3).
While it is possible to set the lower boundary to the surface,
the model does only contain a basic representation of the
troposphere, mainly used to provide the stratosphere with
tropospheric source gases. Several components that would
be necessary for a realistic representation of the troposphere
are currently not implemented, like tropospheric chemistry,
clouds or a treatment of sub-scale convection.

The trajectory module is based on the parallel trajectory
code used inWohltmann and Rex(2008). Time step and in-
tegration method (e.g. 4th order Runge-Kutta) are freely con-
figurable. The vertical coordinate system and the associated
vertical winds can be set to four different options:

– Pressure as vertical coordinate and vertical winds taken
from the input files of the analysis data or GCM, which
usually means winds that satisfy mass conservation by
the continuity equation.

– Pressure and vertical winds from the thermodynamic
equation (satisfying conservation of thermal energy) as
in Wohltmann and Rex(2008).

– Potential temperature and heating rates (satisfying con-
servation of thermal energy).

– A hybrid coordinate that transforms from a pressure co-
ordinate at the surface to a potential temperature coor-
dinate in the stratosphere, as defined inKonopka et al.
(2007). The hybrid winds transform from analysis
winds in pressure coordinates to heating rates.

The model contains a lower and an upper boundary layer.
The depth of the boundary layers is again based on1z

(Sect.2.3.3). All parcels in these boundary layers are deleted
in every model step and replaced by newly initialized parcels.
The reinitialization of the parcels is necessary to avoid that
holes or volumes with parcels outside the model boundary
appear due to the large-scale motion. Parcels outside the
model domain are deleted. Tracers and chemical species are
interpolated from the old parcel positions to the new parcels
where possible. Where not possible, tracers and chemical
species are set to climatological values. This may e.g. be the
case where the downward branch of the Brewer-Dobson cir-
culation produces volumes void of any parcels directly below
the upper boundary.

A tropopause is needed for several purposes in the model.
It is set to the 2 PVU potential vorticity surface in the ex-
tratropics (dynamical tropopause) and to the 375 K potential
temperature surface in the tropics.

The model code is platform independent and can run in
parallel on a simple personal computer network connected
via the internet. Main modules are implemented in Matlab
and time critical code in C. Extensive use of free software
libraries is made, the most important ones are Qhull for the
triangulation, KPP (Kinetic Preprocessor) for the chemistry
module and a Matlab implementation of a parallel MPI like
interface based on exchange via ssh.
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2.3 Mixing algorithm

The basic idea of the mixing algorithm is identical to the ap-
proach used in the CLaMS 3-D model (Konopka et al., 2004).
The algorithm is as follows:

– For every air parcel, determine all air parcels that are, in
a certain sense (see Sect.2.3.1below), next neighbors
of that air parcel.

– Advect air parcels with trajectory model and optionally
calculate chemistry.

– If the distance between a particular air parcel and one of
its former next neighbors (prior to advection) exceeds
a critical distancer+ after advection, insert a new air
parcel in the middle between the original air parcel and
the neighbor, the new mixing ratio is the mean of the
mixing ratios of the air parcel and its neighbor. Do that
for every neighbor.

– Determine next neighbors again.

– If the distance between a particular air parcel and sev-
eral of its neighbors is lower than a critical distancer−,
merge all of these neighbors and the air parcel itself to
a new air parcel, the new mixing ratio is the mean of the
old mixing ratios. All merged air parcels are removed
immediately and can only contribute to one new air par-
cel.

– Advance to next mixing step.

2.3.1 Next neighbors

Next neighbors are determined by Delaunay triangulation:
the air parcels are connected by a mesh of triangles (2-D
case) or tetrahedrons (3-D case), such that the circumcir-
cles of any triangle (or circumspheres of any tetrahedron) are
empty (e.g.O’Rourke, 1998). Air parcels that are directly
connected in the mesh are considered next neighbors. De-
pending on the model resolution, we use two different meth-
ods, which are outlined in Fig.2:

– Global layer approach (CLaMS): for high model res-
olutions (r0<150 km), the algorithm also applied in
CLaMS 3-D (Konopka et al., 2004) is used. The at-
mosphere is divided into a set of layers. In each layer,
the vertical coordinate of the air parcels is ignored and
a global 2-D triangulation on the surface of a sphere
is performed to obtain the next neighbors. The verti-
cal depth1z of the layers is determined with one of
the methods described in Sect.2.3.3to obtain realistic
vertical diffusion coefficients and mixing (withz as the
log-pressure altitude for the pressure coordinate and ap-
propriate definitions for the potential temperature and
hybrid coordinates). A staggered set of layers is used in
every second mixing step to avoid a clustering of the air

parcels in the vertical direction by the averaging of the
vertical coordinate in new and merged air parcels (see
Sect.2.3.4).

– Local layer approach (ATLAS): for low model resolu-
tions (r0≥150 km), a new method is introduced. The
main difference to the global layer approach is that we
use a local layer with a limited horizontal extent for ev-
ery air parcel, which is vertically centered on every sin-
gle air parcel. The advantage of this approach is that
it is less diffusive and gives superior results with the
same mixing parameters (see Sect.3.5). Conceptually,
it is also a more realistic approximation to atmospheric
mixing, since air parcels that are vertically close, but in
adjacent layers do not mix in the CLaMS approach in
contrast to the ATLAS approach. Unfortunately, the ap-
proach is computationally too expensive for very high
resolutions.

As in the global layer approach, the air parcels tend to
cluster vertically in the local layer approach. We add a
random component to the vertical coordinate of newly
inserted or merged air parcels to avoid the generation of
artificial layers in the local layer approach. The addition
of the random component is explained in more detail in
Sect.2.3.4.

In the first step of the method, a global 3-D triangulation
is carried out to get a preliminary set of next neighbors
for every air parcel (for some details, see AppendixA).
The list of next neighbors is then extended by the sec-
ond neighbors (next neighbors of next neighbors) to get
a cloud of air parcels around every original air parcel
(the obvious approach to include all air parcels below
a given distance to the original parcel in the cloud is
computationally to expensive).

Now, all air parcels outside an interval[
z−1zlow,z+1zupp

]
are deleted from the list of

neighbors to center the air parcels in the local layer.
The vertical mixing depth1z=1zlow+1zupp is de-
termined as described in Sect.2.3.3. The remaining
parcels and the original air parcel are now treated with
a local 2-D triangulation ignoring the vertical coordi-
nate to get a final list of next neighbors. In contrast to
the global layer approach, a new 2-D triangulation is
necessary for every single air parcel, but the number of
points in each triangulation is much lower.

In principle, the final next neighbors could also be obtained
directly from the 3-D triangulation. However, there is no
constraint on the minimum vertical distance in this approach:
newly inserted air parcels will tend to introduce new layers
of air parcels with a lower mean vertical distance between
parcels than in the last mixing step. These parcels would
shield the old parcels that are a little bit further away in the
3-D triangulation and cause a finer mesh in the vertical. This
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Fig. 2. Sketch of the two methods for finding next neighbors. Top: in the CLaMS approach the atmosphere is divided into layers (left, blue
and cyan dots denote the air parcels). In every layer, thez coordinate is ignored and a global 2-D triangulation is performed to find the
next neighbors (right, view from above, in the example the orange parcels are the next neighbors of the red parcel, clipped lines symbolize
the global triangulation without boundaries). Bottom: in the ATLAS approach, a global 3-D triangulation is performed (left, clipped lines
again symbolize the global triangulation) and in a first step, next and second neighbors are determined for each air parcel (middle, in the
example all parcels are next or second neighbors of the red parcel). All parcels outside a vertical depth1z are sorted out (green parcels).
The remaining blue parcels are triangulated locally in 2-D ignoring thez coordinate (right).

problem will get worse in every mixing step. In the 2-D tri-
angulation, all these air parcels will tend to end up in the
same layer and increase the density of parcels and hence, the
number of parcels below the critical distancer− for merging.

Note that there is no fixed model grid at all in the ATLAS
triangulation approach. There are neither distinct layers nor
a horizontal grid in the model. The (virtual) model layers in
the following discussion just mean all points within a certain
interval [z−1zlow,z+1zupp] with z chosen freely and the
vertical extent chosen to get an appropriate density of points
in the horizontal. This is done in the post-processing of the
model results and completely independent from the model
parameterization.

2.3.2 Horizontal parameterization of mixing

Since the stratosphere is stably stratified, vertical turbu-
lence is small and it is mainly the two-dimensional horizon-
tal chaotic advection that will produce fine horizontal fila-
ments and fractal structures in tracers on different scales. In
conjunction with the vertical wind shear, sloping structures
with large horizontal-to-vertical aspect ratios will be cre-
ated (Haynes and Anglade, 1997). These structures will get
smaller by the rapid scale collapse induced by the large-scale
flow (but maintain their aspect ratio) and finally be dissipated
by molecular diffusion and with the help of small-scale tur-
bulence (e.g. by breaking gravity waves), which mixes the

structures down to the molecular scale (e.g.McKenna et al.,
2002; Legras et al., 2005; Balluch and Haynes, 1997; Wil-
son, 2004). This turbulence is intermittent in space and time
due to the stable nature of the stratosphere.

The mixing concept is based on the assumption that mix-
ing by small-scale turbulence predominantly occurs in re-
gions of large flow deformation, e.g. in regions of large verti-
cal shear or horizontal strain. The basic idea is to use the Lya-
punov exponent to determine the critical distancesr+ andr−.
It can be shown that large values of the Lyapunov exponent
are directly related to large shear or strain rates (McKenna
et al., 2002).

The Lyapunov exponentλ is a measure for the rate of sep-
aration of trajectories that are initially in close neighborship.
In a simplified sense, it can be defined for trajectories by

dr = λrdt (1)

wherer is the initial separation of the trajectories att=0 and
r+dr is the separation of the trajectories att=dt . If the flow
exceeds a critical valueλc of the Lyapunov exponent, we will
insert a point. If integrating over a time1t with constantλc
and initial separationr0, this corresponds to using a criti-
cal distancer+=r0exp(λc1t). λc is a free parameter of the
model and has to be optimized by comparison of model re-
sults with observations. The same is true for the length of
the mixing time step1t . r0 determines the model resolution
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and can be chosen freely (it is identical to ther0 used in the
initialization). To relater− to r+, we note that for incom-
pressible flow, a small circle of radiusr0 will be deformed
into an ellipse with the same area after a sufficiently small
time 1t . If the minor and major axes arer− and r+, that
meansr2

0=r+r− and we get

r± = r0exp(±λc1t) (2)

avoiding another free parameter in the model. In a typical
shear flow,r+ will apply to diffusion along the trajectory and
r− to diffusion orthogonal to it.

The mixing concept ensures that mixing in the model pre-
dominantly takes place where the flow deformation is large.
This is in broad agreement with observed mixing barriers like
the polar vortex edge and observed well-mixed regions like
the surf zone, which are indeed situated where deformation
is small or large, respectively (e.g.Haynes and Shuckburgh,
2000).

λc controls the intensity of mixing (in terms of the percent-
age of mixed parcels per time interval). The lowerλc is set,
the more air parcels are affected by mixing. In conjunction
with r0, which specifies the horizontal distance affected by
one mixing event,λc determines the horizontal diffusion co-
efficientKh (for an explicit equation, see Sect.2.3.5). Hence,
λc is a crucial parameter to adapt the strength of mixing in the
model to observed values.

The parameterr0 does not need to be the actual resolu-
tion reff

0 of the model, since there is no constraint on the
total number of parcels in the model. While the initializa-
tion starts with a mean parcel distance ofr0, the number of
parcels will change as long as the number of inserted parcels
and the number of deleted parcels do not agree. Eventually,
an equilibrium will be reached where this is the case. The
equilibrium value for the effective resolution (defined by the
mean parcel distance) is close tor0 both for small values of
λc (high mixing intensity leads to high grid adaption fre-
quency) and high values ofλc (no mixing cannot alter the
number of parcels), but lower inbetween (see Fig.3).

Reasonable values of1t are limited to a range from ap-
proximately 6 to 24 h. For too short mixing times, the mix-
ing step gets computationally too expensive. For too long
mixing times, neighbor relationships are not conserved and
the non-linearity of the flow prevents the application of the
mixing algorithm.1t is no crucial parameter in the parame-
terization, since validation results only weakly depend on the
productλc1t .

2.3.3 Vertical diffusion coefficient

The actual magnitude of vertical diffusion enters into the
model through the depth1z of the layer mixed in one mix-
ing time step, which is directly related to the vertical dif-
fusion coefficient: the greater the diffusion coefficient, the
broader the layer mixed in a given time period. Turbulent
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diffusion in the stratosphere is dominated by vertical diffu-
sion processes, since the horizontal-to-vertical aspect ratioα

of tracer structures in the stratosphere is large (about 250)
(Haynes and Anglade, 1997). Tracer filaments will be mixed
to background values in vertical direction over the whole hor-
izontal extent of the filament quickly, while in the same time
period, horizontal diffusion will only affect the outer edges
of the filament. For this reason, the apparent (effective) hori-
zontal diffusion is much larger than the actual horizontal dif-
fusion and directly dependent on the vertical diffusion and
aspect ratio byα2

=Kh/Kz.
The standard deviationσ of the vertical positions of air

parcels that start at the same vertical coordinatez after a time
1t is related to the vertical diffusion coefficient by

Kz =
σ 2

21t
(3)

This and a normal distribution of the air parcels follows from
Fick’s second law with a delta function as initial condition.
In this sense, ifKz=1z2/(81t), a layer of approximately
1z=2σ (containing 69% of the air parcels) is mixed after
1t , which gives the possibility to estimate the mixing layer
depth from the diffusion coefficient.

Note that the log-pressure altitudez=H log(p0/p), H

scale height, is used in all derivations in this section, which
do directly apply to the pressure coordinate system. For the
potential temperature and hybrid coordinates,1z is trans-
formed into appropriate quantities in a last step.

A first guess of the vertical diffusion coefficient is obtained
from a climatologyKclim

z that is a function of log-pressure
height (Fig.4). We denote the diffusion coefficient asKclim

z

here to discriminate it from the effective vertical diffusion
coefficientKeff

z that is actually applied in the model (see
the following paragraphs). The climatology below 50 km
is taken fromMassie and Hunten(1981), while the part be-
tween 50 km and 80 km is following an exponential increase
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(e.g.Shimazaki and Wuebbles, 1973). In the troposphere, the
coefficient is set to a constant value of 10 m2/s. The boundary
between the troposphere and the stratosphere is determined
by the altitude of the tropopause. In the stratosphere below
15 km, the coefficient is set to a constant value of 0.58 m2/s.
There is considerable uncertainty in the values of the verti-
cal diffusion coefficient up to the present day (e.g.Wilson,
2004; Legras et al., 2005), and our parameterization, which
is based on some rather old, but easily available data, fits well
into the published range of values. Note also that the clima-
tology was derived from tracer data by neglecting advective
transport, which may introduce uncertainty. Since the clima-
tology is scaled in the following, only the shape and not the
absolute values are of importance anyway.

Alternatively, the vertical diffusion coefficient can be set
proportional to entropy (the approach taken by CLaMS,
Konopka et al., 2007) or to a constant value. Actually, the
shape of the diffusion profile based on entropy is quite simi-
lar to our approach (Fig.4, red line), which makes the choice
of the method a matter of philosophy rather than being of
practical implications.

The vertical mixing depth1z is obtained individually for
each air parcel in the ATLAS triangulation approach. Ideally,
1z would be obtained from

1z(z) =

√
8Kclim

z (z)1t (4)

wherez is the log-pressure altitude of the air parcel. How-
ever, the equation actually used is

1z(z) =
2r0

α(20km)

√
Kclim

z (z)

Kclim
z (20km)

(5)

α(20km) is another free parameter of the model and defines
the aspect ratio between the vertical scale1z and the hori-
zontal scaler0 of the model in the lower stratosphere. This
follows from the above equation withz=20 km:

α(20km) = 2r0/1z(20km) (6)

The factor 2 is due to the fact that in a layer of depth1z with
uniformly distributed points, the mean distance of any two
points will be1z/2.

The reason for skipping the (physically correct) depen-
dency on1t and introducing the dependency onr0 is that it is
important to match the horizontal and the vertical scale of the
model. The mean horizontal distance between air parcels in
a layer of depth1z must be of the orderr0(z)=α(z)1z(z)/2
to ensure that mixing events affecting a certain distance in
the vertical do affect an area of the correct horizontal extent
and vice versa, as given byα. A simple example may illus-
trate that: a typical filament in the stratosphere could have
a thickness of 1 km and a horizontal extent of 250 km, corre-
sponding to an aspect ratio of 250. If the vertical diffusion
coefficient would mix a layer of 1 km in 12 h to background
values, it would also mix the structure of 250 km extent hor-
izontally to background values in that time. A filament of
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Fig. 4. Vertical diffusion coefficient climatology.

thickness 2 km needs to have a width of 500 km and will
need correspondingly longer to be mixed. If the horizontal
and vertical resolution of the model would be decoupled, the
mixing in the model would not work anymore in a realistic
way.

If Eq. (4) would be used for the vertical resolution
and the aspect ratio would still be respected, the hor-
izontal resolution would be no free parameter and e.g.
r0(20 km)=α(20 km)1z(20 km)/2. With 1z as small as
inferred from the vertical diffusion coefficient climatol-
ogy (e.g.1z≈450 m andr0≈55 km for Kz=0.58 m2/s and
1t=12 h), the number of air parcels and model layers would
increase to values computationally too expensive. That is, the
method used in the model overestimates the effective vertical
diffusion coefficient due to computational constraints. Note
that CLaMS effectively implements the layer thickness in an
equivalent way and suffers from the same problem. This can
be partly compensated by settingλc to high values, which re-
duces the number of mixing events. However, while this will
lower the effective bulk diffusivity of the model, every single
mixing event will still take place over a vertical distance that
is too large.

Finally,1z is split into an upper part1zupp, which we use
to search for all points betweenz andz+1zupp and a lower
part1zlow to search for points betweenz andz−1zlow. The
simplest approach would be to set both values to1z/2. In
our approach,1zlow and 1zupp can take different values.
First, if the interval[z−1z(z)/2,z] crosses the tropopause,
1zlow is set such that the interval ends at the tropopause. The
same is done with1zupp and the interval[z,z+1z(z)/2]. To
avoid problems in other regions whereKz changes rapidly
with altitude,1zlow is calculated as half of the mean value of
1z(z′) betweenz andz−1z(z)/2,

1zlow(z) =
1

2

∫ z

z−1z(z)/21z(z′)dz′

1z(z)/2
(7)

An analoguous aproach is taken with1zupp.
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Equation (5) can be interpreted as introducing an effective
α(z) by

1z(z)=2r0/α(z)

and

α(z)=α(20km)

√
Kclim

z (20km)/Kclim
z (z).

This implies a higher effective aspect ratio at altitudes with
a lower1z and vice versa. Very probably, this ad hoc as-
sumption of the variation ofα(z) with altitude is not com-
patible with the real atmospheric variation, but this variation
follows from the horizontal resolution of the model held con-
stant with altitude. In future versions, that may be changed
to allow a varying horizontal resolution. For the following
validation the effect is small, since the model is compared to
measurements around 20 km altitude.

2.3.4 Inserting new parcels

If a new air parcel is inserted, its coordinates are calculated
as follows: the longitude and latitude of the new air parcel
are calculated by transforming all longitudes and latitudes of
the old air parcels to cartesian coordinates with a local ortho-
graphic projection, and averaging thex andy coordinates.
The result is transformed back.

In the CLaMS approach, the vertical coordinate is the aver-
age of the old vertical coordinates. This would lead to a clus-
tering of the air parcels in the middle of each layer with fixed
layers: the average of some random numbers from an inter-
val will typically be close to the middle of the interval and
is bounded by the original numbers. This increases the num-
ber of air parcels near the middle of the layer in every mixing
step and leads to a positive feedback which results in the gen-
eration of layers in the vertical distribution of parcels. For
this reason, a staggered set of vertical layers is used in ev-
ery second mixing step in the CLaMS global layer approach.
However, this approach still cannot avoid a certain clustering
of the parcels into layers (Fig.5).

Somewhat surprisingly, there is the same problem in the
ATLAS local layer approach of triangulation, if the CLaMS
method of averaging is used. Although there are no prede-
fined layers, the same process can be triggered once there
is a small random initial deviation from a uniform vertical
distribution of the air parcels: the deviation will tend to be
amplified in the next mixing steps by the feedback described
above. This results in a process of self-organisation of the
vertical coordinate values, where neighboring layers of en-
hanced parcel density are in concurrence for the parcels in-
between.

It is necessary to work against this effect to avoid the for-
mation of pronounced vertical layers and associated prob-
lems with vertical mixing. Since there is no possibility of
a staggered set of layers as in the CLaMS approach, a random
number is added to the average of the vertical coordinates in

every newly inserted or merged air parcel to achieve a more
uniform vertical distribution of air parcels (Fig.5). The ran-
dom number is chosen from an interval

[
−1zlow,1zupp

]
,

with these values again calculated as in Sect.2.3.3. In most
cases, the addition of the random component only slightly
increases the diffusivity.

Since there is still a certain vertical clustering of the air
parcels in the CLaMS global layer triangulation approach
with simple vertical averaging, we also add a random num-
ber to the vertical coordinate in the CLaMS triangulation ap-
proach by default. This modified CLaMS approach is the
only computationally feasible method for higher resolutions,
if we want to achieve a distribution as uniform as possible
also here. A discussion of the differences of the approaches
in the results is given in Sect.3.5.

2.3.5 The effective large-scale diffusion in the model

It is possible to estimate the diffusion coefficient from the
mean distance1r of any two points in a Gaussian distribu-
tion of air parcels as the one used for Eq. (3). It turns out that
1r2

=2σ 2 and hence the estimate is

K =
1r2

41t
(8)

According to this equation, we estimate the diffusion coef-
ficent in the model for every newly inserted or merged par-
cel. For comparison with other published values of the diffu-
sion coefficient, the diffusion coefficient averaged over a cer-
tain geographical area and not for an individual air parcel
is needed. Hence, a mean diffusion coefficient is calculated
for every mixing step by averaging over the diffusion coeffi-
cients of the air parcels in a given area. Parcels not affected
by mixing are assigned a coefficient of zero.

It is possible to derive equations that provide some insight
on how the diffusion behaves if we change the free model
parametersr0, λc, α and1t , see also Fig. 5 ofKonopka et al.
(2003). If two air parcels are mixed in ther+ or r− step, the
horizontal diffusion that the newly inserted air parcel experi-
ences can be roughly estimated to

Keff
h±

≈
r2
±

41t
=

r2
0

41t
exp(±2λc1t) (9)

and the vertical diffusion to

Keff
z ≈

(1z/2)2

41t
=

r2
0Kclim

z (z)

4α(20km)2Kclim
z (20km)1t

(10)

since the typical distances between the air parcels that con-
tribute to the new parcel arer± and1z/2. It is obvious that
the diffusivity of the model increases for decreasing reso-
lution, just because every single mixing event occurs over
a larger distance. For decreasingλc (more mixing),Keff

h+
(dif-

fusion in flow direction) decreases, whileKeff
h−

(diffusion or-
thogonal to flow direction) increases. For the spatially aver-
aged diffusion and also for the average diffusion that a single
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Fig. 5. Vertical distribution of air parcels for the ATLAS triangulation approach (top) or the CLaMS triangulation approach (bottom) and
the random vertical coordinate off (left) or on (right). Results of a model run withr0=150 km (top) orr0=100 km (bottom),λc=2 d−1 after
4.5 months. The scatter plot shows the distribution of air parcels in the potential temperature-latitude plane (ignoring longitude). Only
a subset of all air parcels is shown to make the clustering visible. The blue line shows the vertical density of the points (as the number of
points per the local value of the layer depth1z). Red lines are the layers of the CLaMS approach.

parcel experiences over a large number of mixing steps, the
percentages of added and merged parcels also matters (see
Fig. 11). These are also a function of the mixing parameters,
particularly ofλc, where lower values correspond to higher
percentages of mixed parcels and a higher average diffusion
coefficient (and vice versa). Supplementary to the analysis in
Konopka et al.(2003), we find that the increase of diffusiv-
ity with lower λc in CLaMS and ATLAS is not only due to
the increase inKeff

h−
, but that the higher percentage of mixed

parcels contributes significantly. Note that the vertical and
horizontal diffusion can be varied independently from each
other within certain limits, sinceλc appears only in the hori-
zontal diffusion coefficients andα only in the vertical.

2.3.6 Additional patchyness from noise in the wind
fields

In principle the strength of mixing between air parcels can
be tuned to the real atmospheric mixing. But in practice ran-
dom motions from noise in the driving wind fields and their
Eulerian discretization result in spurious random transport of
air masses. This contributes to unavoidable excessive disper-
sion even in a purely Lagrangian transport approach, which

generates spurious transport across mixing barriers and steep
tracer gradients. This results in the artificial generation of
small scale structure and patchyness in the tracer fields. The
mixing in the model has to be tuned to keep this patchy-
ness at realistic levels. Hence, the mixing in the Lagrangian
model will always tend to overestimate the real diffusion in
the stratosphere somewhat, though to a much lesser degree
than an Eulerian model. Eulerian models suffer from noise
and discretization in the driving wind fields in a similar way,
but additional numerical diffusion largely dominates these
effects such that they do not become visible.

3 Validation and tuning

3.1 Introduction

The validation of ATLAS is based on the same aircraft data
set that is used in the validation of CLaMS 3-D inKonopka
et al. (2004) in order to facilitate direct comparisons: the
model is validated by comparing a passive methane and
a passive Halon-1211 tracer to values measured during the
SOLVE/THESEO 2000 campaign in the Northern Hemi-
sphere winter 1999/2000 (Newman et al., 2002). A number
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of model runs is started with different mixing parameteriza-
tions. Each run simulates the period from 1 November 1999
to 15 March 2000. The methane and Halon tracers are initial-
ized at 1 December. Between January and March, the model
tracers are compared to in-situ measurement data from sev-
eral high altitude flights conducted during the campaign that
are able to temporally resolve fine tracer structures.

We will first describe the setup of the model runs and show
some examples for model results. A quantitative validation
will then be done by defining parameters for the agreement
of the modeled and observed tracer-tracer relationships and
the agreement of the spatial roughness of model and obser-
vations.

3.2 Setup

The model runs use the hybrid coordinate and are driven by
meteorological data from the ECMWF ERA Interim reanal-
ysis (Simmons et al., 2006, 2007) on 60 model levels (6 h
temporal resolution, 2◦×2◦ horizontal resolution). Heating
rates (clear sky) are also taken from ERA Interim. ERA
Interim data in the stratosphere has improved considerably
compared to the ERA-40 reanalysis (Simmons et al., 2006,
2007), and, without any modifications, produces good agree-
ment with observations in the following. Vertical diffusion
coefficients are taken from the built-in climatology. The tra-
jectory model uses a 4th order Runge-Kutta method for inte-
gration and a time step of 30 min. A change of the time step
to 10 min does not lead to any significant improvements in
the results.

Model runs are performed for all combinations of the res-
olutionsr0=50, 100, 150, 200 and 300 km and critical Lya-
punov exponentsλc=1, 2, 2.5, 3, 3.5, 4, 4.5, 5, and 10 d−1.
The number of air parcels ranges between 104 (300 km) and
107 (50 km). All runs at and below 150 km resolution are
started both with the CLaMS and the ATLAS method of
finding the next neighbors. For higher resolutions, only the
CLaMS method can be used.1t is set to 12 h andα to 250.
Additionally, runs with fixedr0 (100 km) andλc (3 d−1) are
started for different values of1t or α. The effect of switch-
ing the random vertical coordinate on or off is also studied.

The lower model boundary is at the hybrid level 350 K and
the upper boundary is around 1500 K. The number of virtual
levels of the model (in the sense of the number of mixing
depths1z one needs to stack on top of each other to span the
model domain) is 8 for 300 km resolution, 12 for 200 km, 16
for 150 km, 24 for 100 km, and 48 for 50 km.

The model is started on 1 November 1999, while the trac-
ers are initialized on 1 December. This is done to avoid any
spin-up effects in the mixing: usually, the equilibrium num-
ber of air parcels is lower than the number of air parcels the
model is initialized with. This leads to a spin-up phase where
more points are deleted in every model cycle than inserted,
which in turn alters the mixing properties of the air parcels
in an unrealistic way.

Outside the polar vortex, the methane tracer is initialized
with monthly mean HALOE data from November and De-
cember 1999 (weighted equally) as a function of pressure and
equivalent latitudeϕE (Grooß and Russell III, 2005). Inside
the lower vortex (ϕE>64◦ N, θ<712 K), an OMS balloon
profile from the LACE instrument measured at 19 Novem-
ber is used (Ray et al., 2002), since HALOE is not able to
measure in high latitudes and darkness. The profile is cor-
rected for the descent between 19 November and 1 Decem-
ber, as inferred from a model run driven by the heating rates
described above. The profile above 712 K in the vortex is
a profile from the highest equivalent latitude bin of HALOE
scaled to match the LACE values below. The Halon-1211
tracer is initialized by a methane to Halon-1211 tracer-tracer
relationship measured at the OMS balloon flight.

The model results for the methane tracer are compared to
measurements of the ACATS-IV (Romashkin et al., 2001),
ALIAS (Webster et al., 1994) and Argus (Loewenstein et al.,
2002) instruments on 11 flights of the ER-2 aircraft between
20 January and 12 March (Newman et al., 2002). The Halon-
1211 model results are compared to ACATS measurements
on the same flights. Flights started from Kiruna (Sweden)
and probed the stratospheric polar vortex and surf zone.
Halon and methane measurements from ACATS are avail-
able every 70 s, corresponding to a resolution of about 20 km,
while ALIAS and Argus measurements are available every
2 s (about 1 km resolution). Wherever possible, we use the
high resolution data, tracer-tracer relationships and Halon
plots use the low resolution.

3.3 Examples

Figure 6 shows model results and measurements for the
27 January flight as an example. Results are shown for 50 km
resolution and optimal mixing parameters (λc=3 d−1, α=250,
1t=12 h, see Sect.3.5). Only the highest tested resolution of
50 km is able resolve the fine filamentary structures at the
edge of the polar vortex. The flight crosses the vortex bound-
ary twice at a mean flight level of 50–60 hPa and contains
a dive to 100 hPa around 12:00 UTC. For the comparison,
the flight path is transformed to the position of the probed air
parcels at 12:00 UTC by calculating short forward or back-
ward trajectories starting at every measurement. Model re-
sults at 12:00 UTC are interpolated to the transformed mea-
surement positions by averaging the mixing ratios over the
next model neighbors of every measurement location, with
a 2-D triangulation performed in the same way as in the mix-
ing step of the model. The model values in the average are
weighted according to their distance to the measurement: the
weight is 1 for distances smaller than 2r0 and decreases lin-
early to zero at 3.5r0.

Panels a and b show measurements and model results for
methane and Halon as a function of time, while Panels c and
d show the same as a function of pressure. The agreement of
the modeled and observed methane and Halon-1211 values is
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Fig. 6. Example comparison of model results (r0=50 km, λc=3 d−1) and flight data for 27 January, 12:00 UTC:(a) Measured methane
mixing ratios (red: Argus, blue: ACATS, green: ALIAS) and modeled methane mixing ratios (black line) as a function of flight time (UTC),
(b) Measured Halon-1211 mixing ratios (blue: ACATS) and modeled Halon-1211 mixing ratios (black line) as a function of flight time,
(c) Methane mixing ratio as a function of pressure (colored dots: measurements, black circles: model values),(d) Halon-1211 mixing ratio
as a function of pressure,(e) Tracer-tracer relationship of methane and Halon-1211,(f) Modeled tracer field for the Northern Hemisphere
for all air parcels (dots) between 432–444 K. The magenta line denotes the positions of the air parcels probed by the flight at 12:00 UTC. All
model values have been interpolated from the nearest model parcels to the transformed flight path.

quite good, both for the gradient across the vortex edge and
the vertical structure. Inner and outer vortex air masses can
clearly be distinguished both in the model and the observa-
tions below 70 hPa and the gradual transition from inner to
outer vortex values above 70 hPa is also matched quite well
by the model. The modeling of Halon is challenging, since
the mixing ratios of Halon very sharply drop to zero above
50 hPa. Hence, the location of the drop is a good test for the
accuracy of the heating rates, the accuracy of the winds and
the mixing parameterization. Panel e shows the modeled and

observed tracer-tracer relationships, which we will use later
to validate the model. Panel f shows the methane tracer field
at the flight level, with the polar vortex characterized by low
methane values.

The interpolation to the probed air parcels of the flight will
inevitably lead to additional diffusion in the model results,
and different approaches for finding corresponding model
values show considerable differences in the results, see also
Konopka et al.(2003). Figure7 shows the remarkable dif-
ferences for the flight on 11 March, which crossed a filament
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Fig. 7. Different methods of the interpolation to the flight path. Measured methane mixing ratios (colored dots) and modeled methane mixing
ratios (black line) as a function of flight time (UTC) for the 11 March flight (λc=3 d−1, r0=50 km): for the nearest model neighbor of the
measurement (upper left), the average of the first neighbors (upper right) and the average of the first and second neighbors (lower left). More
averaging means a better agreement in areas of low gradients (due to reduced scatter), while less averaging better preserves fine filament
structures. Lower right: modeled tracer field for the Northern Hemisphere for all air parcels (dots) between 432–444 K.

of extra-vortex air inside the vortex twice during the flight.
While the filament is clearly visible if using only the nearest
model neighbor to each measurement as the corresponding
model value (free of any interpolation), it is more difficult to
see for the average over the next neighbors and barely visible
for the average over the next and second neighbors. On the
other hand, parts of the flight where gradients are low show
a better agreement with more averaging in the interpolation.
This effect gets more prominent ifλc is further increased (not
shown). In this sense, the interpolation must be considered
as an integral part of the modeling. Hence, for the actual
validation, we try to find measures free of any additional in-
terpolation.

Figure8 demonstrates how the results change if the mix-
ing parameterλc is varied. The left column shows an exam-
ple where the mixing in the model is stronger than observed,
leading to a mixing curve in the model that is on the con-
cave side of the observed mixing curve. The middle panel
shows an example for optimal mixing parameters and the
right panel shows an example for too low mixing, where the
modeled mixing curve is on the convex side of the observed
curve.

3.4 Validation measures

The quality of the model runs is judged by calculating a pa-
rameterε for the agreement of the modeled and the observed
tracer-tracer relationships for every run. Likewise, a param-
eter γ for the agreement of the spatial “roughness” of the
observed and modeled tracer fields is calculated for every
run.

While the parameterε is a straightforward measure for the
mixing intensity of the model, the parameterγ needs some
explanation. For low mixing intensities (highλc), the model
fields show scatter and filaments, where the measurements do
not show any. There are two possible reasons for this: first,
tracer structures that would be mixed to background values
in reality are not mixed in the model due to the low mixing
intensity. But additionally, the spurious transport described
in Sect.2.3.6generates small scale structure and leads to the
same effect, see alsoLegras et al.(2005). The two parame-
tersε andγ give some possibility to distinguish between the
two effects: spurious transport generates small scale struc-
ture and hence has an effect onγ . But these transport effects
do not result in changes in the tracer relationships that are the
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Fig. 8. Change of results when varyingλc. Top: measured methane mixing ratios (colored dots) and modeled methane mixing ratios
(black line) as a function of flight time (UTC) for 11 March 2000,r0=50 km andλc=2 d−1 (left, too much mixing),λc=3 d−1 (middle, best
agreement with observations) andλc=5 d−1 (right, almost no mixing). Bottom: same for the tracer-tracer relationship.

basis forε in first approximation, since the artificial filaments
will be mixed with the same intensity as any filament. Any
exaggeration of model mixing used to balance the generation
of patchyness and to tuneγ to values close to observations
results in deviations of modeled and observed tracer relation-
ships which show up inε.

In the following, we will denote theith methane measure-
ment withmi (counting over all flights without resetting the
counter), and the corresponding Halon-1211 measurement
with hi .

The parameterε for the comparison of the mixing inten-
sity is defined by the sum of the distances in tracer-tracer
space of the measurement pairs(mobserved

i ,hobserved
i ) to the

corresponding model pairs(mmodel
i ,hmodel

i ) in Konopka et al.
(2004). That is,

ε=

N∑
i=1

(mobserved
i −mmodel

i )2
+(hobserved

i −hmodel
i )2.

A sketch of the method is shown in Fig.9 (left). Since the
absolute magnitude of the sum for methane and the sum for
Halon-1211 is very different, relative differences are taken in
Konopka et al.(2004)

ε =

N∑
i=1

(
1−

mmodel
i

mobserved
i

)2

+

(
1−

hmodel
i

hobserved
i

)2

(11)

whereN is the total number of measurements over all flights.
Small values mean a good agreement between the mixing

intensity of the model and the observations. Correspond-
ing model pairs(mmodel

i ,hmodel
i ) are found by looking for

the nearest model neighbor to the measurement location in
Konopka et al.(2004) to avoid interpolation to the measure-
ment location. Interpolation would cause additional mixing
and may considerably alter the tracer-tracer correlation curve
(e.g. by introducing spurious mixing lines, not shown).

There are some possibilities to improve this definition:
first, for mixing ratios near zero (as it is the case for Halon-
1211 in several parts of the flights), the relative differences go
to infinity, and some single measurements can errorneously
dominate the overall sum due to measurement error.

Secondly, errors in the wind fields used to drive the model
can cause the position of some filament in the model to be
shifted from its position in the observations to a slightly dif-
ferent place. This would cause a large distance of the corre-
sponding (mi,hi) pairs in tracer-tracer space (where one pair
is in the filament and the other is not). However, the mix-
ing intensity could still be right, that is the modeled mixing
ratios in the filament would match the observed tracer mix-
ing ratios and the filament would have the right extent and
shape. Hence, in a model with perfect mixing but slight sys-
tematic errors in the driving wind fields, the mixing curve of
the model would still look exactly like the observed mixing
curve. Sinceε should only measure the mismatch in mix-
ing intensity and not displacements of the filaments, this is
not optimal. Konopka et al.(2004) argues that for too low
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Fig. 9. Sketch of the two methods for calculating the parameterε. Left: in the definition ofKonopka et al.(2004), ε is the sum of the
distances of corresponding individual points in the Halon-methane tracer-tracer space. Right: in this workε is the sum of the distances of
modeled values of Halon-1211 to a curve fitted through the observed Halon-1211 values as a function of observed methane.

mixing intensities, spurious filaments that would be mixed
in the real atmosphere would also cause large distances of
corresponding points in tracer-tracer space, which outweigh
the effect of displaced filaments inε. We argue that the key
measure of mixing properties of the model is the shape of the
tracer-tracer relation and not the point-to-point distances be-
tween model and observations in tracer-tracer space and use
an approach that results in a clearer separation of the rough-
ness effect (which is not only caused by too low mixing, but
also by the random errors in wind fields) and the effect of
displaced filaments from the mismatch in mixing intensity in
tracer-tracer space. Hence, we try to put the roughness effect
only intoγ and try to defineε such that it is only affected by
the mixing intensity.

A suitable definition minimizes if the shape of the mixing
curve of the model gets more and more similar to the shape of
the observed mixing curve. We also look for a definition that
allows us to take the model values directly to avoid interpo-
lation. This can be accomplished by the absolute differences
of the modeled Halon-1211 values to a curve fitted through
the observed Halon-1211 as a function of observed methane.
A sketch of the method is shown in Fig.9 (right). The sum of
these differences is largely proportional to the area between
the mixing curves of the model and the observations. The
observed methane is taken from the average of the three in-
struments. To obtain the absolute difference, we evaluate the
fit function at the modeled methane value. That is

ε =
1

M

M∑
j=1

|hmodel
j − ĥobs

k(j)(m
model
j )| (12)

wherek(j) is the flight number belonging to the modeled
value j and ĥobs

k is a polynomial fit through the observed
tracer-tracer relationship of flightk. Since we use a contin-
uous curve for the observed tracer-tracer relationship, we do
not need to use a single corresponding valuemmodel

i for every
measurementmobserved

i . Instead, we use all model air parcels

that are next neighbors of the measurement locations, from
the 2-D triangulation used in the mixing step and with1z

centered at the measurement location. This method gives us
a cloud of air parcels along the flight path. This is indicated
here by usingj for i as the index andM for N for the num-
ber of points. A potential disadvantage of the method is that
it can only be applied to data only containing one compact
mixing curve (and no additional mixing lines).

In some cases individual methane values in the model are
outside of the range of the measured methane values, where
the fitted curve is valid. In this case, we do not use these val-
ues, so thatε is not based on exactly the same set of points
for some model runs. The validity of this approach is veri-
fied by extending the mixing curves with a best guess of the
likely missing methane values and calculating the parame-
ter again (these tests were not used for the validation). Re-
sults are almost identical. The best guess is simply obtained
by extending the data of the tracer curves with methane and
Halon-1211 data from the third flight for the 5 other flights at
the end of January or start of February, since it has the largest
range of methane values. The flights at the end of February
and in March are extended with data from the eighth flight.

The parameterγ for the roughness of the field inKonopka
et al.(2004) is defined in two steps: the sum of the absolute
differences of successive methane measurements is

1observed=

N−1∑
i=1

|mobserved
i+1 −mobserved

i | (13)

The same can be done for the model values of methane. The
ratio of the measured and modeled1 is

γ =
1model

1observed
(14)

Values near 1 are defined as the optimum. With this def-
inition the magnitude of the roughness will depend on the
spatial scale of the structures we are looking at. It will make
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a difference if the measurement locations are 1 km or 20 km
apart. More importantly, it will also make a difference if the
model air parcels are 50 km or 300 km apart. In this sense,
γ is not a very robust measure of the roughness. Hence, we
use a definition ofγ that compares the roughness1observed
and1model at the spatial scale of the model resolution and is
robust to changes in the spatial distance of the measurements.

Our approach compares the standard deviations of the
modeled and observed methane values at the spatial scale of
the effective model resolution: we determine the next model
neighbors of each measurementi (exactly as described for
the other parameterε) and calculate the standard deviation
σi of the modeled methane values for each set of next neigh-
bors (avoiding any interpolation). Now, all standard devia-
tions are averaged to give a mean standard deviationσmodel.
In addition, we calculate the mean distance of the points in
every set of next neighbors and compute its averaged̄. Now,
we look for all pairs(mobserved1

i ,mobserved2
i ) of measurements

which are separated by a distance within[d̄−1d,d̄+1d],
with 1d=5 km. It can be shown that the standard deviation
of this set of points is given by the following equation:

σobserved=

√√√√ 1

2N

N∑
i

(mobserved1
i −mobserved2

i )2 (15)

whereN is the number of pairs. Now, we define

γ =
σmodel

σobserved
(16)

in equivalence to Eq. (14). Theoretically, a term for the sta-
tistical measurement error in the observed values needs to
be considered, since the standard deviation of the observa-
tions will not only be caused by real variations of the mix-
ing ratio but also by measurement noise. This would cause
an offsetσbias to σobservedand the denominator would be√

σ 2
observed−σ 2

bias. However, it turns out that this correction
is negligible.

It is important to note that ourγ gives us only a measure
for the deviation of the model variability from what we would
expect from the observations at the given model resolution.
There is no penalty if small filaments just do not appear in
coarser model resolutions. In this sense it gives a relative but
not absolute measure for the expected variability.

Note that our definition ofε andγ does not imply a perfect
agreement of the observed and modeled time series along the
flight path ifε = 0 andγ =1. For example, all filaments could
be displaced by a small distance between the modeled and
observed time series along the flight path in this case.

3.5 Validation results

Figure10 shows the results for the parametersγ andε for
different model resolutionsr0 and different values of the cri-
tical Lyapunov exponentλc (for a comparison of our defi-
nition of ε andγ and the one given inKonopka et al., 2004,
see AppendixB).

For a givenr0, data points show more intense mixing to
the left (low values ofλc) and less intense mixing to the right
(high values ofλc). λc=10 d−1 is virtually identical with no
mixing at all (λc→∞).

The agreement of the modeled tracer-tracer relationship
with the observed one generally improves with increasingλc.
For higher resolutions it does only reach a shallow minimum
at roughlyλc=3 d−1 to λc=4 d−1 (see also Fig.12), which
compares well with the valueλc=3 d−1 given in Konopka
et al.(2004). This basically means that the observed mixing
is extremely low and very anisotropic: the ratio betweenr+
and r− is larger than 20 for these values ofλc. Switching
mixing off in the model is actually not a bad option for opti-
mizing ε. Indeed, the observed tracer-tracer relationships on
the first flight on 20 January and the last flight on 12 March
are very similar, indicating that mixing in the real strato-
sphere is extremely low.

Generally, the agreement of the tracer-tracer relationships
improves with higher resolutionr0 if λc is held constant. This
is due to the fact that the model gets more diffusive with in-
creasing distance between the mixed air parcels.

Where the triangulation approach of the ATLAS model is
applicable (dashed lines), it is generally less diffusive than
the CLaMS approach (solid lines), see also Fig.14. For the
same set of mixing parameters, the results of the ATLAS tri-
angulation approach are superior to the CLaMS approach.
One likely reason for that is that the number of mixed parcels
is lower in the ATLAS approach than in the CLaMS approach
for the sameλc (Fig. 11). This is due to the lower average
vertical distance between mixed air parcels: the maximum
distance of two mixed air parcels is1z in the CLaMS ap-
proach (if both are at the edges of the layer), but only1z/2
in the ATLAS approach (since one of the parcels is by defi-
nition at the center of the local layer). A possibility to work
against that in the CLaMS approach would be to increaseλc
until the percentage of mixed parcels is low enough. How-
ever, there would still be qualitative differences between the
approaches. E.g., if an air parcel is situated at the boundary
of a layer in the CLaMS approach, it is possible that it does
not mix with a vertically close parcel just because it is in the
adjacent layer. In this respect, the ATLAS approach behaves
qualitatively more like in the real atmosphere. In fact, there
are some runs with the ATLAS approach for 150 km reso-
lution, which show a lowerε than any run with the CLaMS
approach in the same resolution, no matter whatλc is used.

However, note that for coarse resolutions (say 300 km) the
mixing process in the ATLAS as well as the CLaMS ap-
proach will become unrealistic. The diffusion coefficients
of single mixing events will become unrealistically large and
that can only be compensated by settingλc to large values to
obtain realistic bulk diffusivities (see Sect.4). But this will
still be a better option for long-term runs in coarse resolu-
tions than using an Eulerian approach.
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Fig. 10. Mixing mismatch and tracer roughness. Left: the parameterε for the difference of the modeled and observed tracer-tracer relation-
ship for different values of the critical Lyapunov exponentλc (axis) and resolutionr0 (colors). Solid lines show results for the triangulation
approach of CLaMS, dashed lines show results for the triangulation approach of ATLAS. Right: same for the parameterγ for the tracer
roughness ratio.
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Fig. 11. Percentage of mixed parcels for different values of the
critical Lyapunov exponentλc (axis) and resolutionr0 (colors).

For all resolutions, the roughness ratioγ increases more
or less uniformly with decreasingλc (the model fields are too
smooth for low values ofλc and too rough for high values of
λc), see Fig.10 (right). The optimal value forλc based only
onγ≈1 is about 2 d−1 to 3.5 d−1 for all resolutions and both
triangulation approaches.

Since the effect of random errors in the wind fields and
numerical discretization shows up mainly in the roughness
ratioγ and not in the mixing mismatchε (because the artifi-
cial filaments would still be mixed with the right intensity),
γ should optimize at lower values ofλc (at higher mixing
intensity) thanε. Figure12 shows that this is in fact what
is observed in most validation runs. It shows theλc values
where theε curves minimize (blue) andγ is closest to one
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Fig. 12.Critical Lyapunov exponents where the mixing mismatchε

minimizes (blue) and the roughness ratioγ is closest to one (cyan).
Solid lines show the CLaMS triangulation approach, dashed lines
show the ATLAS triangulation approach.

(cyan). Note however that the minima are shallow and that
some uncertainty is introduced by this. In addition, the AT-
LAS triangulation approach is optimal at smaller values of
λc than the CLaMS approach, possibly since it is less diffu-
sive and needs more mixing in the model to obtain optimal
results. The values at 300 km should not be taken too se-
riously, since the minimum ofε is at the highest testedλc
of 10 d−1 here. Often, it will be unavoidable to find a com-
promise in optimizingγ andε, i.e. to fight the patchyness
by setting the mixing intensity to slightly higher values than
suggested byε (lower values forλc).

The results are not very sensitive to the value of the aspect
ratioα. Values between 200 and 500 give comparable results
to 250. As long as the productλc1t stays constant, the re-

Geosci. Model Dev., 2, 153–173, 2009 www.geosci-model-dev.net/2/153/2009/



I. Wohltmann and M. Rex: The Lagrangian model ATLAS 169

sults are also not very sensitive to the mixing time step1t .
Values of 6 h and 24 h give comparable results to 12 h. These
results are also confirmed by the validation of the CLaMS
model (Konopka et al., 2004, 2005).

Figure13shows that the effect of adding the random verti-
cal coordinate is small in the range of the minimumε values
both for the ATLAS and CLaMS triangulation. However,
switching the random vertical coordinate off does decrease
the diffusivity for the lowestλc values in the ATLAS trian-
gulation approach. This is very likely due to the vertical clus-
tering into layers of enhanced parcel density that sets in if the
random coordinate is switched off and the mixing intensity is
high. This effectively suppresses vertical mixing and lowers
the effective diffusion coefficient to values which are nor-
mally observed at higherλc values. That is, while improving
the vertical homogeneity of the model, the random coordi-
nate has either negligible effects on the diffusivity (highλc)
or is just necessary for a realistic behaviour of vertical mix-
ing in the ATLAS approach (lowλc).

4 Estimation of diffusion coefficients

It is desirable that the diffusion coefficients obtained with
the optimal mixing parameters are in the range of other esti-
mates. However, there are few direct and independent es-
timates of diffusion coefficients (e.g. from radar measure-
ments, like Fukao et al.,1994, see also Wilson,2004). Most
estimates (including ours) are based on indirect methods
as the reconstruction of observed tracer filaments, profiles
or tracer-tracer relationships, usually with a diffusion com-
ponent and sometimes a Langrangian transport component,
e.g. by a simple 1-D diffusion model for the mean verti-
cal profile (Massie and Hunten, 1981), numerical models for
strain and diffusion of filaments (Balluch and Haynes, 1997;
Waugh et al., 1997), or by averaging stochastic back trajec-
tories (Legras et al., 2005). In contrast to e.g.Balluch and
Haynes(1997), the information about the diffusion coeffi-
cient comes mainly from the tracer-tracer relationship in our
method and not from reconstructing fine filaments, which are
only resolved in the highest resolutions. A general problem
of a comparison are the large differences in the methods.
Some are local (radar on the 100 m scale), some give bulk
estimates, some are Eulerian, some Lagrangian, some direct
and some indirect.

Figure 14 shows the effective mean (bulk) vertical and
horizontal diffusion coefficients north of 60◦ N at 430 K as
a function ofλc and r0, calculated as in Sect.2.3.5. Ver-
tical diffusion coefficients obtained from the studies men-
tioned above are also shown for comparison. The modeled
vertical diffusion coefficient increases with lowerλc, which
is due to the increasing number of mixing events, and in-
creases with coarser resolution, which is due to increasing
distances between mixed parcels. Figure15 shows the value
of the vertical diffusion coefficient at the optimal values ofε
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Fig. 13.Effect of adding a random number to the vertical coordinate
of newly inserted parcels. The solid blue line showsε for 100 km
resolution, the CLaMS triangulation and the random vertical coor-
dinate on, the dashed red line for 150 km, the ATLAS triangulation
and the random vertical cordinate on. Dotted lines are the same with
the random vertical coordinate off.

andγ in the same manner as in Fig.12. The vertical diffu-
sion coefficient takes values between 0.07 m2/s and 0.36 m2/s
for the optimalε and the CLaMS triangulation approach, and
values between 0.02 m2/s and 0.1 m2/s for the optimalε and
the ATLAS triangulation approach. The optimalγ shows
vertical diffusion coefficients that are probably too large, if
compared with the estimates from the other studies. These
values are increased due to errors in the wind fields. In sum-
mary, our results suggest a value of about 0.1 m2/s for the
vertical diffusivity. As noted, the estimated bulk diffusivities
will probably be more realistic for high resolutions, since the
diffusivities of single mixing events are probably too large
for coarser resolutions.

Our estimate agrees well with the value 0.1 m2/s given
for the lower stratospheric surf zone inLegras et al.(2005).
Values from the radar measurements (0.1 m2/s to 0.5 m2/s
for Fukao et al., 1994) tend to be larger than other esti-
mates. Also theMassie and Hunten(1981) value of 0.58 m2/s
at 22 km seems to be relatively large. As estimated in
Sect.2.3.3, values like these would roughly correspond to
a minimum width of a filament of 50 km before it disappears.
One reason might be that the effects of the large-scale ad-
vection by the Brewer-Dobson circulation are not consid-
ered in studies likeMassie and Hunten(1981). On the other
hand, the estimate ofBalluch and Haynes(1997) (0.01 m2/s
to 0.001 m2/s) and ofLegras et al.(2005) for the inner vor-
tex (0.01 m2/s) are on the lower side of our estimate. Dif-
ferences can at least partly be explained by the likely depen-
dence on season and location (e.g. single filaments in Bal-
luch and Haynes,1997, or the average north of 60◦ N in our
approach compared to the separate values for surf zone and
vortex in Legras et al.,2005).
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Fig. 14. Left: effective vertical diffusion coefficient north of 60◦ N at a layer around 430 K for different values of the critical Lyapunov
exponentλc (axis) and resolutionr0 (colors). Solid lines show results for the triangulation approach of CLaMS, dashed lines show results
for the triangulation approach of ATLAS. Shaded areas and solid black lines show vertical diffusion coefficients from other studies for
comparison:Massie and Hunten(1981), Fukao et al.(1994), Balluch and Haynes(1997), Legras et al.(2005). Values forλc=10 d−1 and
r0=300 km are zero and not shown. Right: same for the effective horizontal diffusion coefficient. Grey lines are the vertical diffusion
coefficients from the left panel scaled byα2. Solid black line shows estimate fromWaugh et al.(1997).
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Fig. 15. Value of the vertical diffusion coefficient where the mix-
ing mismatchε minimizes (blue) and the roughness ratioγ is clos-
est to one (cyan). Solid lines show the CLaMS triangulation ap-
proach, dashed lines the ATLAS triangulation approach. Shaded
areas and solid black lines show vertical diffusion coefficients from
other studies for comparison as in Fig.14.

The right panel of Fig.14 shows the horizontal diffusion
coefficient, which ideally should be a scaled version ofKz,
sinceHaynes and Anglade(1997) claims Kh=α2Kz. The
grey lines show the vertical diffusion coefficients from the
left panel scaled byα2. In general, the agreement is quite
good for values smaller thanλc=5 d−1, although the hor-
izontal diffusion coefficients are somewhat larger than ex-
pected fromKz (note the logarithmic scale). This could be
interpreted as the effective aspect ratio of the model being
somewhat larger than 250. The modeled horizontal diffu-
sion coefficient also increases with lowerλc, which is now

not only due to the increasing number of mixing events, but
also modified by the increasing diffusivity orthogonal to the
flow direction and the decreasing diffusivity in flow direction
(Sect.2.3.5). Waugh et al.(1997) gives a value of 103 m2/s
for the horizontal diffusion coefficient, which seems to be
somewhat lower than our effective diffusion coefficients. The
sharp drop in the horizontal diffusion atλc values of 5 d−1

and 10 d−1 is due to the fact that only very few mixing events
occured at these values and that all events were merging
events (r−), while at lowerλc values, alsor+ events occured,
which have a much larger diffusion coefficient (at the same
mixing parameters). That hints at the fact that the mixing in
the model will get unrealistic at these large values ofλc.

5 Conclusions

The new global Chemical Transport Model (CTM) ATLAS
with Lagrangian transport and mixing was presented. In this
paper, we focussed on a basic model description and the pre-
sentation and validation of the transport and mixing module
of the model. In conjunction with a projected second part
concentrating on the chemistry module, the paper is thought
to serve as the reference citation for the model.

The ability of the transport and mixing model to reproduce
observed tracer data and fine-scale tracer structure has been
successfully demonstrated. Excellent agreement to observed
structures up to scales of typical polar vortex filaments can
be reached with suitable settings of the free parameters of
the model, which were extensively tested and validated.

The results of the validation suggest a vertical diffusion
coefficient on the order of 0.1 m2/s in the high-latitude lower
stratosphere, which fits well into other estimates. However,
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the vertical diffusion coefficient remains a parameter that
can only be estimated with large uncertainty, ranging from
0.5 m2/s to 0.001 m2/s in the literature cited here.

The model makes heavy use of concepts developed for the
CLaMS model, and consequently part of the study focussed
on comparison with that model. Generally, results seem to
be of comparable quality and the changes introduced in AT-
LAS were demonstrated to improve the results (new concept
for identifying the neighbors for the mixing process) or to
have little effect (effect of random vertical coordinate in the
CLaMS triangulation, diffusion coefficient climatology ver-
sus entropy-based diffusion coefficient).

As always, time and space did not permit to study all as-
pects of the model and the validation. For example, since
the diffusivity of the atmosphere will vary in time and space,
it would be interesting to validate the model with data from
other geographical regions or seasons, e.g. to see if the model
is also able to reproduce mixing lines in cases of strong mix-
ing events (i.e. in the case of fast anomalous mixing, com-
pared to the constant mixing which is slowly lifting the cor-
relation curve on the concave side). It would also be illu-
minative to compare the validation results of the Lagrangian
model to the results an Eulerian transport code would give.

Future plans with the model include the improvement of
the representation of the troposphere, and in the long run,
the full coupling to a Atmosphere Ocean General Circulation
Model.

Appendix A

Some details of the ATLAS triangulation method

The 3-D triangulation is performed in cartesian space, that is
the spherical coordinates are transformed to cartesian coor-
dinates before triangulation with a given radius of the Earth
of a=6371 km. Since the large aspect ratioα of the shallow
atmosphere would produce very flat tetrahedrons and severe
numerical problems in the triangulation, the atmosphere is
scaled by a factor of 250 before triangulation. That is

x = (a+250z′)cosϕcosλ

y = (a+250z′)cosϕsinλ

z = (a+250z′)sinϕ

(A1)

wherez′ is log-pressure altitude,λ longitude,ϕ latitude,x, y,
z cartesian coordinates. Finally, an artificial point is inserted
at the center of the Earth to avoid that the triangulation cre-
ates tetrahedrons in the Earth’s interior. This point is later
removed from all neighbor relationships. A visualization of
the method is shown in Fig.A1.

The 3-D triangulation is only needed to produce a cloud
of points surrounding the original point, which includes all
points that could possibly be a neighbor of the original point

Fig. A1. 3-D triangulation of air parcels on the globe in the ATLAS
triangulation method. Edges connecting air parcels are shown as
black lines, colors denote an arbitrary altitude scale for better visu-
alization. The sphere is cut into two halfes, with one half removed,
to allow for a look into the interior of the triangulation.

in the final 2-D triangulation. Empirically it is found that in-
cluding the first and second neighbors makes the cloud large
enough for this purpose.

Appendix B

Comparison of the different definitions ofε andγ

FigureB1 showsε calculated by Eq. (11) (originally from
Konopka et al., 2004) for comparison with our definition of
the parameter by Eq. (12) in Fig. 10 (left). ε according to
Eq. (11) (with corresponding model points obtained by near-
est neighbors) shows more scatter than ourε. In addition,
some of the lines for different resolutions are cutting across
each other (note that Fig. 11 inKonopka et al.(2004) uses
a smoothed version of the curves). However, it is reassur-
ing that the general conclusions are still the same if using
Eq. (11).

Figure B2 shows the ATLASγ (Eq. 16) for r0=100 km
as reference, andγ as defined by Eq. (14) based on three
different methods for finding the corresponding model point
mmodel

i to the measurement: nearest model neighbor of the
measurement and two methods of interpolation, namely av-
erage over the next neighbors and average over the next
and second neighbors. While the method without averaging
(nearest neighbor) shows too much variability for allλc and
never reaches the optimal value 1, the method with the most
averaging (first and second neighbors) shows relatively small
values at large values ofλc, since it tends to smear out fil-
aments that are actually in the model data and introduces
spurious mixing. The blue lines show the results if the low
resolution measurements of ACATS are used (about 20 km

www.geosci-model-dev.net/2/153/2009/ Geosci. Model Dev., 2, 153–173, 2009
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Fig. B1. The parameterε as defined in Eq. (11) (originally from
Konopka et al., 2004) with nearest neighbors as corresponding
model points, for comparison withε as defined in Eq. (12) shown
in Fig. 10 (left).
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Fig. B2. The parameterγ only for r0=100 km. The solid lines show
the definition forγ from this study (Eq.16), the different dashed
lines show the definition ofγ in Konopka et al.(2004) (Eq. 14)
with different approaches to obtain the model pointsmmodel

i
: near-

est neighbor of measurement, average over first neighbors of the
measurement, average over first and second neighbors. The blue
lines show results if only using the ACATS measurements (about
20 km resolution) and the grey lines if only using the Argus and
ALIAS measurements (about 1 km resolution).

resolution) and the grey lines show the results if the high res-
olution measurements of Argus and ALIAS are used (about
1 km resolution). While theγ obtained by Eq. (16) remains
virtually unchanged by resolution changes, the other meth-
ods are fairly sensitive to them.
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