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Abstract. In the ICOsahedral Nonhydrostatic (ICON)
model, the Seifert-Beheng two-moment microphysics
scheme is one approach to simulate clouds with different
hydrometeor classes. In this bulk description, sedimentation
is modeled by advecting the first two moments (number
and mass densities) of the hydrometeor size distributions
with velocities derived from fitting a generalized gamma
distribution to the moments. This method implicitly relies
on the diffusive properties of the numerical advection
schemes to obtain results in closer agreement with the
exact spectral solution. The implementation in ICON offers
both a semi-implicit and largely untested explicit method
for sedimentation. Currently, the semi-implicit scheme is
substantially slower on graphics processing units (GPUs),
which is particularly relevant considering the recent rise of
GPUs in supercomputing; this raises the question of whether
the explicit scheme is a viable alternative.

We provide a detailed examination of both sedimentation
schemes, their differences, and underlying assumptions. Us-
ing idealized one-dimensional experiments, we identify a mi-
nor issue in the default semi-implicit scheme (flux limiter ar-
tifacts) and propose a solution. Additionally, we show that
the explicit scheme exhibits less numerical diffusion, though
some diffusion is crucial for accurate bulk sedimentation.
Purely horizontal grid refinement leads to increased diffu-
sion in the explicit scheme, whereas finer vertical resolutions
may result in insufficient diffusion, especially for the explicit
scheme. An analysis of six case studies with thunderstorms
reveals that the explicit scheme gives rise to more jagged pat-
terns in the hydrometeor profiles, although without concern-
ing instabilities. Furthermore, some differences in hail and
graupel precipitation rates can be attributed to different ways

of considering the microphysical source terms (e.g., hydrom-
eteor interactions) during the sedimentation step.

1 Introduction

Over the past two decades, a tremendous increase in compu-
tational power enabled many advances in numerical weather
and climate models. Higher resolution in vertical and hori-
zontal dimensions allows explicitly resolving deep convec-
tion, significantly improving precipitation forecasts (Lean et
al., 2008; Kendon et al., 2014; Ban et al., 2015). Ensemble
simulations enable probabilistic assessments (Bauer et al.,
2015), and more sophisticated and thus expensive parame-
terizations such as multi-moment cloud microphysics can be
used.

Particularly the rise of graphics processing units (GPUs)
in supercomputing benefits weather and climate models due
to higher memory bandwidths compared to traditional cen-
tral processing units (CPUs), and the simulations’ largely
parallel nature (Owens et al., 2008; Leutwyler et al., 2016).
However, enabling a sophisticated atmospheric model to exe-
cute well on both CPUs and GPUs from different generations
and hardware manufacturers is very challenging, especially
since a single source code with “high usability (...) by non-
expert programmers” is strongly desirable due to typically
“large developer, and even larger user communities” (Fuhrer
et al., 2014). For GPU simulations with the Consortium for
Small-Scale Modeling (COSMO) model, Fuhrer et al. (2018)
have completely rewritten the dynamical core while porting
the physical parameterizations with compiler directives. For
the latter, they note, refactoring to recompute variables previ-
ously stored in memory played a crucial part, since floating
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point operations are much cheaper than data movement on
modern architectures.

A similar approach with compiler directives was chosen
for the ICOsahedral Nonhydrostatic (ICON) model (Zängl
et al., 2015), where ETH Zurich, the Center for Climate
Systems Modeling (C2SM), and the Swiss Federal Institute
of Meteorology and Climatology (MeteoSwiss) had to in-
vest significant resources to port ICON to GPUs for sci-
entific research and operational weather forecasts (Project
ICON-22, 2025) using the new Alps computing infrastruc-
ture (https://www.cscs.ch/computers/alps, last access: 7 May
2025) at the Swiss National Supercomputing Centre (CSCS).
Still, significant challenges with code maintainability, adap-
tation to new architectures, and fragile workflows suggest
that this approach is unsustainable in the long-term (Paredes
et al., 2023).

During this combined effort, it was discovered that one
specific physical parameterization, the two-moment cloud
microphysics module (Seifert and Beheng, 2006) with some
modifications (Segal and Khain, 2006; Blahak, 2008; Seifert,
2008; Noppel et al., 2010), performs particularly slowly
on GPUs without significant refactoring. This microphysics
scheme is commonly used in a variety of scientific stud-
ies, but also operationally by the German Meteorological
Service (DWD) in the ICON-RUC (Rapid Update Cycle)
model setup (Reinert et al., 2025) since 2024, and Me-
teoSwiss also considers employing it in the future. For sed-
imentation, which is part of the microphysics, ICON’s de-
fault configuration utilizes a semi-implicit advection method
based on a Crank-Nicolson discretization that also incorpo-
rates the remaining microphysical processes (source terms)
with a predictor-corrector method. An alternative but largely
untested explicit semi-Lagrangian method is also imple-
mented, employing simple sequential operator splitting for
sedimentation and the source terms. Such coupling may be
less accurate, as hydrometeor interactions with thin cloud
layers could be entirely missed for large sedimentation ve-
locities. However, this explicit variant performs much better
on GPUs, shown by runtime measurements in Table 1, which
will be discussed in detail in Sect. 2.2.

In the future, the resolution of weather and climate mod-
els can be expected to further increase, as it improves the
representation of clouds and convection (Miyamoto et al.,
2013; Heinze et al., 2017; Stevens et al., 2020; Omanovic
et al., 2024), and terrain-induced circulations (Schmidli et
al., 2018; Heim et al., 2020; Mikkola et al., 2023), in ad-
dition to reducing the numerical discretization and coupling
errors. Conversely, the two-moment bulk sedimentation de-
scription benefits from some numerical diffusion errors to
suppress unphysical shockwaves introduced by the param-
eterization (Wacker and Seifert, 2001), and thus diffusive er-
rors may also be relied upon for stability of the sedimentation
schemes.

In light of those aspects, this paper aims to investigate
whether or to what extent the explicit sedimentation scheme

is a viable alternative to the semi-implicit variant. Currently,
the semi-implicit sedimentation scheme is only documented
for its initial implementation in the COSMO one-moment
scheme (Doms et al., 2021, Sect. 5.2.4), which does not cover
several modifications made for use in ICON’s two-moment
microphysics. The explicit scheme considered here is docu-
mented and referred to as the “boxtracking” scheme by Bla-
hak (2020), which was meant as a first improvement over
a scheme with a significantly flawed fall speed approxima-
tion in the flux calculation. Thus, we first provide a concise
overview of both sedimentation methods in Sect. 2, with-
out neglecting small but ultimately important implementa-
tion details. Using insights from those numerical descrip-
tions, single-column experiments with pure sedimentation
(Sect. 3), and case studies based on full ICON simulations
(Sect. 4), we investigate and evaluate the impact of switch-
ing between the semi-implicit and explicit schemes, and fur-
ther configuration options. In the conclusions (Sect. 5), we
summarize our findings and give recommendations for future
model setups.

2 Sedimentation schemes in ICON

2.1 Sedimentation description

We start by providing a brief overview of ICON’s two-
moment microphysics sedimentation description, closely fol-
lowing Wacker and Seifert (2001) and Seifert and Beheng
(2006). In general, the hydrometeors are categorized into dif-
ferent classes, namely cloud droplets, rain, cloud ice, snow,
graupel, and hail. Each hydrometeor class is modeled by
a distinct size distribution with two free parameters, deter-
mined by the local number and mass density, i.e., the first
two moments of this distribution. Thus, the two-moment de-
scription’s aim is to describe all microphysical processes, in-
cluding sedimentation, in terms of those two moments.

The starting point for sedimentation is the one-
dimensional spectral budget equation for the number density
size distribution f , modeling the pure sedimentation process
in vertical direction for different hydrometeors:

∂

∂t
f (z, t,x)=−

∂

∂z
[v(ρ,x) · f (z, t,x)]. (1)

Specifically,
∫ x2
x1
f (z, t,x)dx describes the number density

of particles with mass x between x1 and x2, and v(ρ,x)≤ 0
is the sedimentation velocity depending on particle mass x
and atmospheric density ρ. Sources and sinks, e.g., hydrom-
eteor interactions, will be introduced later in Eq. (9). Other
processes such as wind-driven advection, turbulent diffusion
and saturation adjustment are treated outside ICON’s micro-
physics module in a time-split manner (Reinert et al., 2024).
The moment budget equations arise from integrating Eq. (1)
over the mass x. After defining the mth moment Mm and its
sedimentation velocity vm,
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Table 1. Runtimes using the two-moment sedimentation scheme as implemented in ICON version 2024.10. We report the two-moment
microphysics (total average across processes) and total simulation (in brackets) runtime in seconds, as measured by ICON’s built-in timing
routines. The runtime for three identical simulations and their mean is shown, using the setup from Sect. 4, except for disabled output. We
use a single Grace-Hopper node, consisting of four NVIDIA GH200 superchips, of the Alps supercomputer.

Semi-implicit Explicit Semi-implicit
(default) (default) (IMseq from Table 4)

188 (1431) 170 (1387) 177 (1419)
CPUa 188 (1420) 187 (1429) 170 (1385) 171 (1404) 177 (1405) 177 (1387)

189 (1400) 171 (1365) 177 (1408)

1571 (2175) 88 (668) 276 (856)
GPUb 1572 (2167) 1571 (2159) 88 (668) 88 (671) 277 (858) 277 (859)

1572 (2168) 88 (666) 277 (857)

a Total 4× 72= 288 processes, 286 for CPU computation, 1 for I/O, 1 for prefetching
b Total 5 processes, 4 for GPU computation, 1 for prefetching

Mm =

∞∫
0

f (z, t,x) · xm dx (2)

vm =

∫
∞

0 v(ρ,x) · f (z, t,x) · xm dx
Mm

, (3)

an advection equation for each moment Mm is obtained:

∂

∂t
Mm =−

∂

∂z

[
vm ·Mm

]
. (4)

However, evaluating vm still requires knowledge about the
entire size distribution f (z, t,x), rather than just the mo-
ments M0 and M1. To address this, f is approximated by
fitting a generalized 0-distribution to the moments:

f (x)≈ g(x) := Axν exp(−λxµ). (5)

In the case of ice phase hydrometeors (ice crystals, snow,
graupel, hail), ν and µ are fixed dimensionless shape param-
eters, whereas A and λ are to be determined by the two mo-
ments. For rain, µ can optionally be further parameterized
by a relation to the raindrop diameter (Seifert, 2008). After
defining a parameterized relation between the particle mass
x and sedimentation speed, e.g., a power law for ice phase
hydrometeors, combined with a scaling factor (ρ0/ρ)

γ to ac-
count for the dependence of the terminal fall speed on air
density ρ, it is possible to evaluate the speed of the mth
moment of the 0-distribution g(x). Writing N :=M0 and
L :=M1 for the number and mass densities, respectively, we
obtain:

vfrozen(x)=−αx
β

(
ρ0

ρ

)γ
, (6)

vm(N,L)=

∫
∞

0 vfrozen(x)x
mg(x)dx

Mm

=−cm ·

(
L

N

)β
·

(
ρ0

ρ

)γ
(7)

cm := α
0
(
m+ν+β+1

µ

)
0
(
m+ν+1
µ

)
0

(
ν+1
µ

)
0
(
ν+2
µ

)
β . (8)

For rain, the same procedure is applied to compute the ap-
proximate velocities of the moments, but instead of a power
law as in Eq. (6), an Atlas-type fall speed relation is used
(Seifert et al., 2014). For simplicity, we just focus on the
graupel and hail parameterizations, and provide the specific
values used by ICON in Table 2.

Finally, when also including the source terms that encom-
pass the remaining microphysical processes, the equation to
solve for each hydrometeor class is:

∂

∂t

[
N
L

]
=−

∂

∂z

([
v0(N,L) ·N
v1(N,L) ·L

])
+

[
QN (N,L, . . .)
QL(N,L, . . .)

]
.

(9)

Since the source terms QN , QL model all hydrometeor
interactions including their formation and dissipation, they
not only depend on the moments of the current hydrometeor
class, but on the entire local atmospheric model state.

It is important to acknowledge the difference to the spec-
tral formulation in Eq. (1). Whereas the spectral description
can be understood as infinitely many linear advection equa-
tions, the two-moment bulk description consists of two quasi-
linear advection equations, coupled through non-linear ve-
locities (and source terms). This is a fundamentally different
structure, particularly, only the bulk description leads to the
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Table 2. Default hail and graupel parameter choices, as defined in the ICON version 2024.10 source code (ICON partnership (MPI-M,
DWD, DKRZ, KIT, and C2SM), 2024). The parameters a, b describe the relation to the particle diameter D(x)= axb. Further, for scaling
the sedimentation speed depending on the atmospheric density ρ(z) using Eq. (6), the parameters γ = 0.4 and ρ0 = 1.225 kgm−3 are fixed
and independent of the hydrometeor class.

Parameter ν µ a b α β xmin xmax vmin vmax

Hail 1 1/3 0.1366 1/3 39.3 1/6 2.6× 10−9 5× 10−3 0.1 30
Graupel 1 1/3 0.142 0.314 100 0.34 4.19× 10−9 5.3× 10−4 0.1 80
Units mkg−b ms−1 kg−β kg kg ms−1 ms−1

emergence of unrealistic shock waves (Wacker and Seifert,
2001). In practice, this can mostly be compensated by the
deliberate use of diffusive numerical schemes for solving
Eq. (9).

Of course, then the question of what the optimal amount
of diffusion is arises. When only relying on numerical diffu-
sion, the specific amount typically depends on the advection
speed and discretization (1z and/or 1t), and thus can vary
significantly across the domain. Generally, too little diffusion
will result in spurious shock waves, whereas too much dif-
fusion produces overly smooth fields that may be unable to
capture fine structures of clouds, and reduces size sorting. It
should be noted that the latter may actually be desired, since
size sorting is often too pronounced in two-moment schemes
(Milbrandt and Yau, 2005; Mansell, 2010). To find the right
balance between those effects, in theory, we would suggest
deriving the optimal diffusion coefficient directly from the
spectral formulation, e.g., by computing a Taylor expansion
in space of the spectral solution’s moments, giving rise to an
ideal local diffusion coefficient that depends on the moment
m and hydrometeor concentrationsN , L themselves. In prin-
ciple, such a coefficient could be combined with knowledge
about the diffusive error terms of the numerical schemes used
in sedimentation and tracer advection, allowing a tight con-
trol over diffusion across resolutions. However, the benefits
of such a complex approach appear questionable, especially
compared to all other approximations and uncertainties that
exist in the parameterizations of cloud microphysical pro-
cesses.

2.2 Semi-implicit scheme

For clarity and conciseness, we will use φ to describe both
N and L for all hydrometeor classes. Likewise, we will
use the generic source term Q and velocity v; these refer
to the source term and velocity function, respectively, for
the respective moment and hydrometeor class. Furthermore,
Table 3 provides a brief summary over both sedimentation
schemes, which will be presented in great detail next.

The semi-implicit scheme is the default method to solve
Eq. (9) in ICON. Originally used in the COSMO one-
moment scheme (Doms et al., 2021), it was adapted and
modified for the two-moment microphysics of ICON. It em-
ploys a mass-conserving Crank-Nicolson discretization with

upwind flux for the advection terms, and an explicit approx-
imation for velocities to avoid solving non-linear systems.
In the default configuration, source terms are handled by
a predictor-corrector method, which intertwines the sources
with sedimentation. The default semi-implicit scheme’s up-
date step is given by

φ∗k =

(
1−

1t

21zk
ṽ
(n+1)
k

)−1

·

[
φ
(n)
k
−

1t

21zk

(
(̃vφ)

(n+1)
k−1 + (vφ)

(n), lim
k−1 − (vφ)

(n), lim
k

)]
(10)

φ
(n+1)
k =

(
1−

1t

21zk
ṽ
(n+1)
k

)−1

·

[
φ
(n)
k
−

1t

21zk

(
(̃vφ)

(n+1)
k−1 + (vφ)

(n), lim
k−1 − (vφ)

(n), lim
k

)
+Qk

(
φ∗k
)
1t

]
, (11)

where the sub- and superscripts are level and time indices,
respectively. Notably, ICON uses a reversed level indexing
convention compared to the z axis direction, i.e., level k = 1
is the uppermost level. Furthermore, ρ is assumed constant
in time during a single update step, and writing v

(n)
k for

vm(N
(n)
k , L

(n)
k ), the implicit velocity v(n+1)

k was replaced by
the explicit approximation

ṽ
(n+1)
k :=

1
2

(
v
(n)
k + v

(n)
k−1

)
. (12)

This approximation, in combination with the upwind flux,
greatly reduces the computational effort since it eliminates
the need to solve any (non-linear) systems of equations with
iterative methods. Instead, Eq. (11) can simply be applied
level by level, i.e., starting from the domain’s top at k = 1, si-
multaneously for all hydrometeor classes and moments. We
should add that the velocity approximation in Eq. (12) is
clearly different from the original COSMO implementation,
where ṽ(n+1)

k = v
( 1

2

(
φ
(n)
k +φ

(n+1)
k−1

))
was used (Doms et al.,

2021, p. 52); especially note how the ICON implementation
only takes values from time step n. In Sect. 2.4, we will men-
tion how an interaction of this approximation with Eq. (26)
could cause an artificial shock wave, although this is almost
irrelevant in practice.
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Table 3. Brief overview over the two sedimentation schemes as implemented in ICON version 2025.04.

Semi-implicit Explicit

Numerical description Crank-Nicolson, upwind flux FFSL, piecewise constant reconstruction
Approximations Explicit velocities Straight trajectories without iterations
Source term treatment Predictor-corrector method (or sequential) Only sequential
Flux limiter for φ ≥ 0 Too restrictive (solution proposed) Non-restrictive
Stability Unproblematic in practicea Lipschitz condition
Substepping Not implemented Possible
GPU performance Unacceptably slowb Acceptable

a The explicit velocity approximation from Eq. (12) theoretically impacts stability.
b In case of predictor-corrector source term treatment, otherwise only slightly slower than the explicit scheme. Table 1 lists runtimes of respective
configurations.

For physical reasons, mass and number concentrations
should also remain nonnegative during the update step. This
is achieved, without violating mass conservation, by apply-
ing a flux limiter:

(vφ)
(n), lim1
k :=max

{
(vφ)

(n)
k , (̃vφ)

(n+1)
k−1 + (vφ)

(n), lim1
k−1

}
. (13)

This limiter enforces that the square bracket in Eq. (10) re-
mains ≥ φ(n)k , and thus φ∗k ≥ 0 as well. However, this limiter
is ultimately arbitrary and too restrictive, since it does not
consider the effect of time integration. Hence, we propose
an improved flux limiter, which only activates when φ < 0
would emerge during time integration. In other words, we
should only enforce that the square bracket in Eq. (10) re-
mains ≥ 0, as opposed to ≥ φ(n)k :

(vφ)
(n), lim2
k :=

max
{
(vφ)

(n)
k , (̃vφ)

(n+1)
k−1 + (vφ)

(n), lim2
k−1 −

21zk
1t

φ
(n)
k

}
. (14)

Notably, both flux limiter versions are also sufficient to guar-
antee φ(n+1)

k ≥ 0 when used in Eq. (11) where the sources are
applied, since ICON’s source term computation also guaran-
tees φ∗k +Qk(φ

∗

k )1t ≥ 0. Note that we use the generic lim

superscript to refer to either of the two flux limiters from
Eqs. (13) and (14).

Instead of the predictor-corrector method described by
Eqs. (10) and (11), it is also possible to treat the source terms
with sequential operator splitting, i.e., by simply integrating
the source terms before applying the sedimentation step:

φ(n)← φ(n)+Q(φ(n))1t (15)

φ
(n+1)
k =

(
1−

1t

21zk
ṽ
(n+1)
k

)−1

·

[
φ
(n)
k
−

1t

21zk

(
(̃vφ)

(n+1)
k−1 + (vφ)

(n), lim
k−1 − (vφ)

(n), lim
k

)]
. (16)

In this variant, the source terms are computed in the en-
tire domain at once, as opposed to the level-wise calcula-
tion required in the predictor-corrector configuration. In fact,

this would improve the semi-implicit scheme’s GPU perfor-
mance significantly, but makes virtually no difference for
CPUs: Currently, the source term computation has very high
overhead on GPUs due to a large number of GPU kernel
launches. Since this overhead remains fixed regardless of
the computational domain’s size, the combined overhead of
the level-wise calculation exceeds that of the all-at-once ap-
proach by a factor equal to the number of levels. On GPUs,
this accounts for over 85% of the runtime difference between
the default semi-implicit and explicit sedimentation schemes
as shown in Table 1, since the explicit scheme only offers the
sequential source term treatment (see Sect. 2.3). Still, we see
no fundamental reason why all variants of the semi-implicit
scheme could not reach GPU runtimes similar to the explicit
scheme. This would, however, require a rather substantial
rewrite of the implementation.

2.3 Explicit scheme

The explicit scheme for hydrometeor sedimentation is
a rather simple, conservative first-order flux-form semi-
Lagrangian (FFSL) method using straight-line trajectories
and a piecewise constant reconstruction (Blahak, 2020). Fur-
thermore, sedimentation and source terms are treated with
operator splitting, i.e., simply applied sequentially, analo-
gous to Eqs. (15) and (16) for the semi-implicit scheme. The
explicit method’s update step is described by
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φ(n)← φ(n)+Q(φ(n))1t (17)

φ
(n+1)
k = φ

(n)
k −

1t

1zk

(
P

lim
k− 1

2
−P

lim
k+ 1

2

)
, (18)

where the time-averaged fluxes P are approximated by

P
k+ 1

2
≈−

1
1t

k−1∑
l=0

φk−l · (zup− zlow) (19)

zup =min
[
z
k+ 1

2−l−1, z
k+ 1

2
+ |vk−l |1t

]
,

zlow =min
[
z
k+ 1

2−l
, zup

]
(20)

with the flux limiter

P
lim
k+ 1

2
:=max

[
P
k+ 1

2
, P

lim
k− 1

2
−φ

(n)
k

1zk

1t

]
. (21)

This flux limiter simply ensures φ(n+1)
k ≥ 0, which can easily

be seen from inserting Eq. (21) into Eq. (18), while also con-
serving mass. A geometric interpretation for the flux compu-
tation in Eq. (19) is helpful, illustrated by Fig. 1. For each cell
k−l, a linear trajectory with slope 1/v(n)k−l is assumed, i.e., the

cell is notionally moved by the distance v(n)k−l1t to obtain its
arrival region. Then, zup− zlow simply describes how much
of the notionally moved cell has passed by the cell face at lo-
cation z

k+ 1
2
, as visualized in Fig. 1. Thus, φk−l · (zup− zlow)

describes the integrated amount of φk−l that has passed the
cell face z

k+ 1
2

under the assumption of a cell-wise constant φ.
In contrast to typical explicit Eulerian methods, this FFSL

scheme is not constrained by the Courant number C :=
|v|1t/1z, however, a different restriction appears. Smo-
larkiewicz and Pudykiewicz (1992) derive a limitation on the
Lipschitz number B as a trajectory iteration convergence con-
dition:

B :=
∣∣∣∣∂v∂z

∣∣∣∣1t < 1. (22)

This can be interpreted as preventing the trajectories from
intersecting, thus controlling “topological issues (connec-
tivity preservation) in computational flows” (Smolarkiewicz
and Pudykiewicz, 1992). Although our simple FFSL scheme
does not iterate on the trajectories to obtain a higher-order ap-
proximation, e.g., as outlined by Staniforth and Côté (1991),
this Lipschitz condition remains highly relevant: B > 1 still
leads to issues with the flow’s connectivity and may thus in-
troduce spurious oscillations, e.g., when fluid particles origi-
nally located in adjacent cells end up several cells apart after
a single time step, leaving an empty gap in-between.

Usually, the Lipschitz condition is far more lenient than
the CFL condition (C ≤ 1) of typical explicit Eulerian meth-
ods (e.g., Skamarock, 2006). In our case however, where the
velocity non-linearly depends on N and L, one can imag-
ine a case where v = 0 in one cell, and |v| � 0 adjacently.

In other words, the Lipschitz condition may reduce to B =
|v|1t/1z < 1 in the worst case, which is similar to the CFL
condition. Still, a Lipschitz condition violation does not nec-
essarily lead to severe stability issues, e.g., Smolarkiewicz
and Pudykiewicz (1992) only conclude that the numerical
solution becomes “meaningless” for B > 1. For the explicit
sedimentation scheme discussed here, we observe that minor
vertical oscillations of the mean hydrometeor mass L/N are
sometimes introduced in case of C > 1, even for B� 1, pre-
sumably as a combined effect of how the trajectories align
with cell faces (see Fig. 1), and the two moments’ different
sedimentation speed. Since this then leads to velocity varia-
tions, such perturbations can further grow and propagate if
diffusive processes are unable to provide enough smoothing,
until reaching B > 1 as illustrated by Fig. B1. When the Lip-
schitz condition is violated, we often see the emergence of
rapid oscillations, however, such violations may also remain
brief and not cause significant effects. If oscillations appear,
they do not blow up, thanks to mass conservation and applied
mean particle mass bounds, and eventually exit the domain
upon reaching the ground. Furthermore, in non-idealized sce-
narios, smoothing effects caused by tracer advection and the
source terms alleviate the problem by reducing the spatial
variations of N and L, thus also of v and the Lipschitz num-
ber B. Since turbulent diffusion is not applied to graupel, hail,
and rain (only cloud droplets in our configuration), it does
not contribute to those smoothing effects where relevant for
sedimentation.

Finally, the explicit scheme also supports so-called sedi-
mentation substepping for the rapidly sedimenting hydrom-
eteor classes (rain, graupel, hail), where the explicit sedi-
mentation update step described by Eq. (18) is simply ap-
plied repeatedly, i.e., Nsub times with a reduced time step
1t/Nsub. This is controlled by an internal code switch, which
is disabled by default because of reproducability problems
in the current ICON version when the domain decomposi-
tion changes, i.e., when the number of processes is modified.
Importantly, substepping only applies to sedimentation, such
that the source term application given in Eq. (17) remains un-
affected. Presently, the number of substeps is chosen to keep
C . 1 based on an upper bound for hydrometeor velocities
vmax, as used later in Eq. (26):

Nsub =
⌈
vmax1t/min

k
(1zk)

⌉
. (23)

We should note that vmax is enforced prior to scaling with at-
mospheric density in Eq. (26), such that C ≤ 1 is not always
strictly guaranteed. Further, the aforementioned reproduca-
bility problem is caused by the computation of mink(1zk),
which is done over the local domain (determined by parti-
tioning the entire simulation region according to the num-
ber of processes). Therefore, mink(1zk) might vary slightly
across the processes, depending on the domain decomposi-
tion. This issue is reported to the ICON developers; and to
improve the reproducability of our simulations, we manually
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Figure 1. Visualization of the flux computation for the explicit method as described by Eq. (19). The index k, decreasing with height z,
denotes levels separated by cell faces (horizontal lines). The contribution of level k− l = 2 to all fluxes P

k+ 1
2

is shown, i.e., when k− l = 2

is encountered in the sum in Eq. (19). The cell k− l = 2 (shaded gray) is notionally moved along its linear trajectory with slope 1/v(n)
k−l

,

i.e., displaced by the distance v(n)
k−l

1t as illustrated by the black arrow. (a) Cell faces at locations z
k+ 1

2
for k ∈ {2,3,4}, highlighted in

yellow, are fully traversed by the notionally moved cell. For those cell faces, the flux contribution from level k− l = 2 is φ(n)2 1z2/1t , i.e.,
zup− zlow =1z2 per Eq. (20), as shown by the yellow arrow. As the time integration with Eq. (18) only depends on the flux difference
P
k− 1

2
−P

k+ 1
2

, the values in levels k ∈ {3,4} remain unaffected by level k− l = 2. (b) Cell faces partially traversed by the notionally moved

cell k− l = 2, marked by the red and dark red lines, are also considered. Here, the weighting zup− zlow corresponds to the distance from the
moved cell’s lower face, shown by the red arrows. Consequently, values from level k− l = 2 are distributed to levels k ∈ {5,6,7}. The extent
of numerical diffusion thus depends on how closely the moved cell aligns with the actual cell faces.

fix Nsub to the highest value encountered across the entire
simulation domain.

Clearly, substepping lowers both the Courant and Lips-
chitz numbers, and should therefore reduce the occurrence
rate of Lipschitz condition violations which in turn decreases
spurious oscillations at the cost of higher computational cost
and more numerical diffusion.

2.4 Number and velocity restrictions

In practice, the bulk sedimentation Eq. (9), with velocities
obtained from Eq. (7) comprises some challenges, particu-
larly when N and L are close to or exactly zero. In such
cases, the mean mass x = L/N , and consequently the bulk
velocities vm(N,L), are either extremely sensitive to small
changes, or not well-defined at all. Furthermore, x, and thus
vm(N,L) too, are unbounded, and we must address physical
consistency issues like obtaining nonzero mass (L > 0) with-
out particles (N = 0). Notably, such problematic conditions
are mostly observed on the leading edge of a precipitation
column, since L sediments faster than N . This is also pre-
cisely where excessive size sorting (and consequently spu-
rious reflectivity growth) can be observed, compared to the
spectral formulation. Various techniques have been tried to

control this issue, e.g., by applying corrections based on the
diagnosed reflectivity and/or adjusting distribution shape pa-
rameters (Milbrandt and Yau, 2005; Mansell, 2010).

Therefore, the choices made for handling edge cases with
small N , L ultimately impact the numerical results quite sig-
nificantly, and thus we will need provide further implemen-
tation details for ICON. First, just before each microphysics
step, number concentrations are adjusted to respect lower and
upper bounds for the mean particle mass:

clamp(y, ymin, ymax) :=min
(
max(y, ymin), ymax

)
(24)

N←

{
clamp

(
N, L

xmax
, L
xmin

)
if L > 10−12 kgm−3

0 else.
(25)

Next, the sedimentation velocity computation from Eq. (7)
is modified to respect the same mean mass limits, in addition
to velocity bounds before scaling with atmospheric density.
The specific values of those mass and velocity bounds are
listed in Table 2 for graupel and hail. Also, a threshold qcrit,
named similarly in ICON’s code, is used to avoid some com-
putations:
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vm(N,L)≈
−
(
ρ0
ρ

)γ
· clamp

(
cm ·

[
clamp

(
L
N
, xmin, xmax

)]β
, vmin, vmax

)
if L > qcrit := 10−9 kgm−3

0 else.

(26)

In idealized single-column experiments and high Courant
numbers in combination with the semi-implicit scheme, such
a threshold qcrit may actually prove problematic for the ve-
locity approximation in Eq. (12). At the leading edge of a
precipitation column, where L drops below qcrit, this thresh-
old can only propagate by two levels per time step, which re-
sults in a strong shock wave if the actual propagation speed
is larger. This could be remedied by either skipping the qcrit-
based case distinction in Eq. (26), or using a different approx-
imation for ṽ(n+1), e.g., ṽ(n+1)

k = 0.5 · (v(n)k + v
(n+1)
k−1 ), which

incurs slightly higher computational cost from additionally
computing the velocities v(n+1). However, in practice this is-
sue occurs extremely rarely, as it is almost impossible to up-
hold those problematic conditions for any significant amount
of time, particularly as the three-dimensional microphysical
tracer fields are also mixed and smoothed through tracer ad-
vection in-between each microphysics step.

Finally, during the source term computation, further con-
straints are enforced. Writing 91t for the discrete evolu-
tion operator of the combined source terms, i.e., 91t (φ)=
φ+Q1t , the source terms can be separated into four parts:

91t = X ◦Q1t
◦D ◦QCCN ,

with Q1t
= . . . ◦Q1t

3 ◦Q
1t
2 ◦Q

1t
1 . (27)

First, QCCN computes the activation of cloud condensa-
tion nuclei (CCN), after which the operator D is applied,
dealing with cases of zero particles with nonzero mass by
increasing N . Specifically, if L > 0 and N < 10−3 m−3, the
number density is determined based on assumed particle size
distributions, different for each hydrometeor class. Next, the
discrete evolution operator Q1t represents the actual micro-
physical interactions, where all processes contained within
are again treated with sequential first-order Marchuk-type
splitting. Finally, after the microphysical interactions Q1t ,
the operator X again enforces mean particle mass limits by
modifyingN , similar to Eq. (25) but without the case distinc-
tion, so that N is always set to clamp

(
N, L

xmax
, L
xmin

)
regard-

less of the value of L.

3 Idealized experiments

Next, we will compare and analyze the two sedimentation
schemes in an idealized single-column setting and assess
their performance relative to the spectral formulation. As we
have pointed out, both methods are deliberately very diffu-
sive (and thus almost by necessity first-order) to suppress

shock-like features not present in the original spectral equa-
tion. We will first compare the diffusive properties in a linear
advection case. Since the diffusion error scales with 1z in
both methods, we will then investigate the agreement with
the spectral solution for a wide range of vertical mesh reso-
lutions, and also examine the emergence of several numerical
artifacts.

3.1 Linear advection

First, we present a linear advection test case, where we sim-
plify to only consider sedimentation of a single quantity φ by
a prescribed velocity field:

∂φ

∂t
=−

∂

∂z

(
v(z)φ

)
, v(z)=−

(
ρ0

ρ(z)

)γ
· 15ms−1. (28)

In addition, we use ρ0 = 1.225 kgm−3, γ = 0.4, a stan-
dard atmosphere for ρ(z), and 1z= 100 m. For 1t = 10 s,
this results in the Courant number smoothly increasing from
C = 1.5 at z= 0 to C = 4 at z≈ 19.4 km. Initial conditions
are described by a single square wave.

Figure 2 depicts the results from this linear advection test
case, showing that the semi-implicit method is significantly
more diffusive than the explicit variant. In addition, the nu-
merical solutions with a reduced time step are shown, indi-
cating different behavior of the two methods: In the explicit
case, a smaller 1t (while keeping 1z constant) increases
numerical diffusion. This can be intuitively understood by
Fig. 1, where we show how a cell’s content is distributed
during a single step; and a smaller 1t simply increases the
number of steps until a fixed time is reached. In contrast, the
amount of diffusion in the semi-implicit approach remains
largely unaffected by 1t . This can be explained by a trunca-
tion error analysis (Appendix A), which reveals that the dif-
fusive error scales with O(1zv+1z1t vvz), where the sub-
script refers to differentiation. Since vz is small, cf. Eq. (28),
the dominant diffusive error term scales only with 1z and
is independent of 1t . Furthermore, since this is a station-
ary case vt = 0, the entire O(1t) error term from Eq. (A22)
drops away, leaving only the diffusive error and smaller terms
in O(1z1t +1t2+1z2) or with small prefactors vz, vzz.
This leads to the almost identical solutions for1t = 10 s and
1t = 2.5 s in the semi-implicit case.

3.2 Sedimentation in the two-moment scheme

When considering sedimentation in the two-moment scheme,
the numerical solutions of Eq. (9) should best be compared
against a direct solution of the original spectral budget equa-
tion, Eq. (1). We compute such a reference by combining
a bin method with analytical solutions of the linear advec-
tion equation: First, the initial conditions are decomposed
into spectral components, i.e., 10000 equally spaced mass
bins, such that (at least) 99.9% of all particles are inside
the region that is covered by the bins. Following that, each
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Figure 2. Linear advection, solving Eq. (28) numerically in com-
parison to the analytical solution. The solutions for 1z= 100 m
and both time steps 1t = 10 s and 1t = 2.5 s are shown. For the
explicit scheme, the case with 1t = 2.5 s would be equivalent to
using 1t = 10 s and four substeps, since no other physics are ap-
plied in-between the sedimentation steps in this experiment. For the
semi-implicit scheme, the solutions for both time steps 1t = 10 s
and 1t = 2.5 s overlap and are almost identical.

bin’s respective number density is advected using an ana-
lytical solution of the linear advection equation with veloci-
ties given by Eq. (6). The number distribution obtained from
those advected bins is then used to determine the first two
moments and reflectivity for comparison with the numerical
two-moment scheme solutions.

In realistic numerical weather prediction (NWP) model se-
tups, 1z spans approximately two orders of magnitude, e.g.,
from 20 m at the lowest levels to over 1 km at z≈ 20 km.
Considering that, and anticipating future resolution increases
(also in the vertical) in accordance with rising computing
power, it is important to understand how the vertical mesh
resolution impacts the sedimentation schemes. For investi-
gating that, we compare numerical solutions obtained from a
wide range of vertical resolutions, closely resembling a con-
vergence study apart from comparing against the spectral so-
lution that clearly differs from the numerical solutions in the
limit 1z,1t→ 0.

In more detail, we use the numerical schemes as defined
in Sect. 2, except for neglecting all hydrometeor interac-
tions, i.e., QCCN and Q1t from Eq. (27) are skipped. The ini-
tial conditions, consisting of three square peaks and a small
nonzero background hydrometeor concentration, are chosen
to be exactly representable on the vertical grid of all reso-
lutions. The time step is selected to be sufficiently small to

avoid frequent Lipschitz condition violations (to avoid in-
troducing spurious oscillation in the explicit scheme), and
is simultaneously refined with 1z, i.e., 1z/1t = 12 ms−1

is held constant. Further, ρ ≡ ρ0 is assumed everywhere, and
ICON’s hail hydrometeor parameters are used as listed in Ta-
ble 2. Figure 3 depicts hydrometeor profiles from this setup,
showing initial conditions, a spectral reference solution, and
hydrometeor profiles for three mesh resolutions and numer-
ical configurations. The agreement between numerical and
spectral solutions is evaluated using the standard L1 norm,
and drawn as a function of mesh resolution in Fig. 4.

For the semi-implicit scheme, very high resolution pre-
vents the decay of the structure imposed by the initial con-
ditions, and even generates new extrema. Medium resolu-
tions, roughly of the order 1z≈ 100 m, minimize the dis-
crepancy, although notably, the lowest errors in number and
mass densities do not perfectly correspond to the lowest di-
ameter errors. On the contrary, very low resolutions produce
overly smooth features, again resulting in large errors. Fur-
thermore, the excessive smoothing also spreads mass to out-
side the regions where most mass is located in the spectral
solution, which would translate to a too early and too late
onset and end, respectively, of precipitation on the ground.
In those leading and trailing edges of the precipitation col-
umn, considerable diameter anomalies can also be observed
in Fig. 3. Considering the reflectivities in Fig. 3, the solu-
tions with very low resolution result in a maximum reflec-
tivity close to the spectral solution but a too large vertical
spread, whereas higher resolutions produce too high reflec-
tivity maxima at the leading edge.

As the explicit scheme is substantially less diffusive, the
mesh resolution that minimizes the discrepancy to the spec-
tral solution is significantly shifted towards coarser resolu-
tions of1z≈ 500 m without substepping, whereas the diffu-
sion introduced by substepping results in behavior very com-
parable to the semi-implicit method.

In some configurations, the profiles depicted in Fig. 3 ex-
hibit unexpected spikes in the upper domain region, as indi-
cated by the shaded areas. For the number density, the spikes
that are shaded gray, arise from the source term’s operator D,
as defined in Eq. (27). This operator determines the number
density based on an assumed particle size distribution when it
drops below a threshold. In the configuration shown in Fig. 3
with hail, this is an exponential distribution with respect to
the diameter, leading to a sharp increase of N . However, in
the semi-implicit scheme, the mass density also displays a
spike in the upper domain region, clearly visible in the case
1z= 640 m in the region highlighted in purple. We can con-
clusively identify the semi-implicit scheme’s restrictive flux
limiter, cf. Eq. (13), as the culprit; and here, the effect is fur-
ther enhanced by the explicit velocity approximation from
Eq. (12) which also reduces the sedimentation speed at the
highest level where L > qcrit due to the velocity cutoff by
qcrit in Eq. (26). Additionally, in the locations where those
flux limiter artifacts show up, even an increase of the mean
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Figure 3. Hydrometeor profiles (N , L, diagnostic mean diameter, reflectivity) in a pure sedimentation case after tend ≈ 534 s, for three
different mesh resolutions and numerical schemes, in addition to the reference spectral solution. The diameter is only drawn where L >
qcrit = 10−9 kgm−3. In the area shaded gray, spikes induced by the operator D, defined in Eq. (27), are visible. The region shaded purple
highlights numerical artifacts caused by the flux limiter defined in Eq. (13). Setup details are provided in Sect. 3.2.

diameter with height can be observed, which is clearly un-
physical as size sorting should produce the opposite effect.
In the analysis of case studies, which follows next, we will
also investigate the presence of those flux limiter artifacts.

4 Case studies

Finally, the sedimentation schemes will be examined in full
ICON simulations of six individual summer days (listed
in Fig. 6) with significant convective activity. We employ
a domain encompassing Switzerland, with 1 km horizon-

tal resolution and 80 vertical levels, ranging from 1z80 ≈

20 m near the ground to 1z1 ≈ 2 km in the domain’s highest
level, terminating at 22 km height, and the main model time
step 1t = 10 s. Simulations were performed from 00:00–
22:00 UTC of six distinct days with severe thunderstorms,
using COSMO analysis states for initial and lateral boundary
conditions. For investigating the sedimentation schemes, we
focus on severe precipitation events such as thunderstorms,
particularly including graupel and hail. Therefore, we focus
on analyzing the time period from 14:00–20:00 UTC, ap-
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Figure 4. L1 errors of N , L and diagnostic mean diameter are
shown, computed using the numerical schemes in comparison to
the spectral solution after a fixed time tend ≈ 534 s, for spatial reso-
lutions 1z= 5,10,20,40, . . .,1280 m. For the mean diameter, only
cells where L > 10−9 kgm−3 in both spectral and numerical solu-
tions are considered. Setup details are provided in Sect. 3.2.

proximately when the highest density of thunderstorms and
precipitation is observed (Dai, 2001; Feldmann et al., 2021).

Since the sedimentation schemes mainly differ in the
source term treatment (predictor-corrector or sequential) and
the extent of numerical diffusion (explicit is much less dif-
fusive), these two differences are investigated separately by
comparing both source term methods in the semi-implicit
scheme, and varying the amount of numerical diffusion in
the explicit scheme by applying substepping. Furthermore,
we also try the semi-implicit scheme with our proposed flux
limiter improvement given in Eq. (14); all five configurations
are summarized in Table 4.

4.1 Precipitation and radar reflectivity

We start by providing a map view of the 20 July 2022
case in Fig. 5, where we compare precipitation and radar
reflectivity of the IMpc, IMseq, and EXseq configurations
(the IMpc,lim and EXseq,sub configurations are provided in
Fig. C1). On this day, several thunderstorms with large
hail were observed over the Jura mountains at the France–
Switzerland border, around Basel, and the Prealps from
Bern to Zug (https://www.sturmarchiv.ch/index.php?title=
Extremereignisse_2022#Juli, last access: 6 November 2025).
Although slightly different in detail, all configurations pre-
dict storms over the Jura mountains (in the northwest in
Fig. 5a–c), and in a diagonal band from the southwest to
the northeast of Switzerland. In a zoom-in view of a single
storm, the 1 h accumulated hail is shown in Fig. 5d–f. Both
configurations with sequential source term treatment (IMseq,
EXseq) result in higher maxima of accumulated hail com-
pared to the predictor-corrector variant IMpc. This is not a

truncation effect of the time window, as most precipiation
occurs in the window’s center at around 17:00 UTC. In addi-
tion, the storm’s track is slightly shifted south in the EXseq
case. Next, we show the radar reflectivity at 2 km height at
time 17:00 UTC in Fig. 5g–i, and the corresponding instan-
taneous precipitation rate in Fig. 5j–l. Notably, all three con-
figurations exhibit a similar U-shaped structure. Finally, for
a few select grid points, we show how the precipitation rate
evolves during a 15 min window in Fig. 5m–o. All config-
urations exhibit precipitation rates in excess of 300 mmh−1,
however only for a few minutes as the storm moves and even-
tually dissipates; e.g., on average 300 mmh−1 for 5 min re-
sults in 25 mm of precipitation on the ground. However, par-
ticularly for the EXseq configuration, the precipitation rate
appears less smooth, i.e., includes small oscillations at var-
ious points, with steeper gradients and more rapid changes
compared to the default implicit variant IMpc.

Notably, out of the five configurations listed in Table 4,
the storm cell shown in Fig. 5d–o deviates significantly only
in the configuration with the improved flux limiter IMpc,lim
(Fig. C1), where it produces less intense precipitation and
hail, and lacks the U–shaped structure. We suspect this dis-
crepancy is largely coincidental, since inspecting other storm
cells reveals that different configurations occasionally exhibit
similar outliers. As the flux limiter improvement is only a
minor numerical adjustment, this deviation may rather origi-
nate from the inherent sensitivity of such individual convec-
tive cells after 17 h of lead time. Especially in the context
of this broader meteorological forecast uncertainty, the other
configurations produce remarkably similar outcomes. Still,
we clearly see differences in the roughness of precipitation
rates, and the accumulated hail may hint at slight shifts in
the precipitation (rate) distribution, and/or the ratio between
hydrometeor classes.

4.2 Precipitation rate roughness

Due to the varying amounts of numerical diffusion in the
sedimentation schemes, the vertical hydrometeor profiles
are expected to vary in smoothness, possibly amplified by
instability-like oscillations from Lipschitz condition viola-
tions in the explicit scheme. As the downward movement of
the three-dimensional hydrometeor fields effectively trans-
forms the vertical structure into a temporal signal on the
ground, we will simply investigate the precipitation rates.
Specifically, we define the mean precipitation rate roughness
R(tn) at some time tn as the spatial mean of absolute tempo-
ral second derivatives of instantaneous precipitation rates ri ,
using a finite difference approximation:

R(tn) :=
1

Ncells

Ncells∑
i=1

∣∣∣∣∣ r
(n−1)
i − 2r(n)i + r

(n+1)
i

1t2

∣∣∣∣∣ . (29)

Figure 6 shows this mean roughness for all six cases, split
into rain, graupel, and hail classes. In all cases, the mean
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Table 4. The five sedimentation scheme configurations used in the full ICON simulations. We differentiate between the semi-implicit (IM)
and explicit (EX) schemes, predictor-corrector (pc) and sequential (seq) source term treatment, sedimentation substepping (sub) and the flux
limiter improvement (lim) from Eq. (14). The default configuration is IMpc, and it is possible to switch to the EXseq version via ICON’s
namelist parameters. All other configurations currently require small modifications to the source code, such as changing hard-coded switches.

Configuration Description

IMpc Semi-implicit with predictor-corrector source terms, cf. Eqs. (10) and (11)
IMseq Semi-implicit with sequential source terms, cf. Eqs. (15) and (16)
IMpc,lim Semi-implicit, predictor-corrector, improved flux limiter from Eq. (14)
EXseq

a Explicit with sequential source terms, cf. Eqs. (17) and (18)
EXseq,sub

b Explicit, sequential source terms, sedimentation substepping, cf. Eq. (23)

a In this configuration, the numerical sedimentation scheme is significantly less diffusive compared to the rest.
b The number of substeps Nsub, cf. Eq. (23), is 11 (rain), 41 (graupel), and 16 (hail) for our grid.

Figure 5. For the 20 July 2022 case and the IMpc, IMseq, and EXseq configurations, the accumulated precipitation from 14:00–20:00 UTC
over the entire simulation domain is shown in the first row (a–c). The following rows give a zoom–in view of a severe storm over the Jura
mountains, specifically the 1 h accumulated hail (d–f), radar reflectivity at 2 km a.s.l. (g–i), and instantaneous precipitation rate at 17:00 UTC
(j–l). The last row (m–o) displays the time evolution of precipitation rates for a few select grid points whose locations are marked in the row
(j–l) above. The configurations IMpc,lim and EXseq,sub are shown in Fig. C1.
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roughness of both rain and graupel is more than twice as high
using the default explicit scheme in comparison to the other
configurations; for hail the behavior is similar, just slightly
less pronounced. Considering the semi-implicit versions, the
roughness seems to increase very little when switching from
predictor-corrector to sequential source term treatment, thus
confirming that the large roughness increase of the default
explicit scheme is not caused by the source terms. Further-
more, the explicit variant with substepping closely resem-
bles the semi-implicit methods, as expected due to the re-
laxed Lipschitz condition and more numerical diffusion com-
pared to the default case. Also, the improved flux limiter for
the semi-implicit scheme performs very similarly to the de-
fault case, possibly with a very slight roughness increase.
This would not be surprising, as the improved flux limiter no
longer tends to artificially delay (and thus smooth) the trail-
ing edge of precipitation columns, i.e., could allow for more
rapid ends of precipitation events.

4.3 Precipitation rate extrema

If the explicit scheme’s less smooth instantaneous precipi-
tation rates were caused by the frequent presence of severe
shocks or spurious oscillations, it would be reasonable to
expect a correspondingly increased occurrence of extreme
precipitation events. Thus, we determine three high per-
centiles (99th, 99.9th, 99.99th) of the instantaneous precipi-
tation rates in the reference default semi-implicit sedimenta-
tion scheme, and then compare how often the other configu-
rations’ precipitation rates exceed those thresholds across the
domain from 14:00–20:00 UTC, separately for hail, graupel,
rain and combined precipitation rates in all six cases.

Figure 7 displays those precipitation rate statistics, in addi-
tion to the (relative) mean rates. The default explicit scheme
EXseq shows increased mean hail rates in all six cases while
reducing the mean graupel rate in five out of six. Interest-
ingly, all other configurations that also apply the source terms
sequentially (IMseq, EXseq,sub) exhibit the very same behav-
ior, while the IMpc,lim configuration shows no clear devia-
tions from the reference. This clearly indicates that those
shifts are caused by the source term treatment as opposed to
numerical diffusion differences or spurious oscillations and
shocks. For mean rain and combined precipitation rates, all
configurations perform relatively similar. Analogous obser-
vations can be made for extreme hail and graupel rate events,
which occur more and less frequently, respectively, when us-
ing the sequential source term treatment. In the 99.9th and
99.99th percentiles, we can further observe slightly higher
values in configurations with sequential source term treat-
ment, while the flux limiter improvement shows no effect
again. In summary, all clear trends in the precipitation rate
distribution actually result from the different source term
treatment rather than instabilities, shocks or reduced numer-
ical diffusion.

Determining why such clear shift from graupel to hail oc-
curs when employing the sequential source term treatment is
challenging to explain, especially as there are many pathways
to obtain such results. In the sequential treatment, the source
terms are integrated with the explicit Euler method, as shown
in Eqs. (15) and (17), just before the sedimentation step. In-
side the source term computation, the individual microphys-
ical processes are again split sequentially, cf. Eq. (27), also
introducing significant splitting errors as discussed by Bar-
rett et al. (2019). Given the fast nature of those microphysi-
cal processes, mechanisms creating or growing hail hydrom-
eteors may overshoot, potentially exacerbated by the explicit
Euler integration. For example, overshoots in the graupel–
hail conversion in wet growth regime would directly lead
to the observed effect, especially as no reverse pathway ex-
ists because melting does not reduce the hail’s bulk density
which would warrant such a process (Blahak, 2008). Simi-
larly, the specific ordering of riming processes may amplify
hail production, since hail riming is applied before graupel
riming.

In contrast, the predictor-corrector treatment integrates
source terms within the Crank-Nicolson sedimentation step,
as shown in Eq. (11). In this context, the method can be un-
derstood as the approximation 0.5 ·

(
Q(φ

(n)
k )+Q(φ

(n+1)
k )

)
≈

Q(φ∗k ) for the time-averaged source term. As φ∗k , given by
Eq. (10), already encompasses the source term update of all
upstream levels and sedimentation, Q(φ∗k ) can also be con-
sidered a semi-implicit approximation, at least with respect
to the upstream levels’ contributions. Conversely, in the limit
of zero velocity (v→ 0), the predictor-corrector and sequen-
tial variants are even identical. For fast sedimentation veloc-
ities, the share of those implicitly considered contributions
thus rises, which may slightly weaken or reduce overshoots
of some processes, e.g., the graupel–hail conversion. How-
ever, like in the sequential treatment, the individual micro-
physical processes inside the source term computation are
still split sequentially, introducing aforementioned splitting
errors. For fast hydrometeors, which repeatedly encounter
the source terms (the “implicit contributions”) in a single
time step, those errors may be smaller or manifest differently
compared to the sequential splitting of source terms and sed-
imentation.

For high sedimentation speeds, particularly C� 1, the se-
quential source term treatment suffers from another issue,
as it is theoretically possible that some rapidly sediment-
ing particles fall through thin layers without capturing any
interactions, if their positions never actually line up at any
time point t (n). Conversely, when positions do line up, in-
teractions may be locally overestimated, since the rapidly
falling particles do not actually spend the entire time step
in the interaction layer as assumed in the source term com-
putation. Such layer alignment effects may average out or
even induce vertical oscillations, depending on the level of
diffusion. In contrast, such problems cannot arise with the
predictor-corrector method. In practice, however, we are only
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Figure 6. Mean precipitation rate roughness R(tn) from Eq. (29), over the time period 14:00–20:00 UTC. The corresponding time series are
provided by Fig. C2.

able to reproduce such missing hydrometeor interactions
in idealized experiments with the default explicit scheme,
since the extensive numerical diffusion of all other config-
urations inevitably leads to some interaction. Furthermore,
we find that whether a specific process is appropriately cap-
tured, or under- or overestimated also heavily depends on its
timescale, the sedimentation speed and geometry of the in-
teracting layers, which is also influenced by numerical dif-
fusion. Since many parameters were tuned using the default
semi-implicit predictor-corrector configuration for achieving
better overall skill scores, we suspect those parameters are
also inevitably linked to the discretization and splitting errors
of this specific model configuration (and resolution), with
unclear sensitivities or impacts to changes in the numerical
schemes.

4.4 Flux limiter artifacts

As we have shown in Sect. 3, the semi-implicit method’s cur-
rent flux limiter is too restrictive, artificially delaying sed-
imentation of a precipitation column’s trailing edge. When

used in a two-moment scheme, this even resulted in an un-
physical mean diameter increase in those regions, i.e., pro-
duced an effect opposite the expected gravitational sorting.
Next, we will examine if those flux limiter artifacts translate
to the full ICON simulations or turn out to be irrelevant or
masked, e.g., by the source terms’ operator D from Eq. (27).

To identify the upper edge of precipitation columns, we
make use of the mass density threshold qcrit, used in Eq. (26)
to determine whether non-negligible mass for sedimentation
is present in a cell: Only if the mass density exceeds this
threshold, a nonzero sedimentation speed is applied. In each
column, the highest cell with L > qcrit is identified, if it ex-
ists, and the mean height of all those cells determined. In
Fig. 8, we show the difference of those mean heights com-
pared to the default semi-implicit scheme.

For all three hydrometeor classes (rain, graupel, hail), the
IMseq configuration shows almost no difference in the qcrit
threshold height compared to the default semi-implicit ver-
sion, except for a slight increase for hail in some cases. Such
close agreement indicates that the method to integrate the
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Figure 7. Precipitation rate statistics from 14:00–20:00 UTC for all six cases and the five microphysics configurations from Table 4, using
the default semi-implicit scheme as reference. (a) Mean precipitation rates across the space–time domain, normalized by the reference.
(b–d) How often the (b) 99th, (c) 99.9th, (d) 99.99th percentiles of the reference are exceeded across the space–time domain.

source terms does not considerably impact this threshold’s
height, and is expected since both configurations make use
of the too restrictive flux limiter given in Eq. (13). Next,
the IMpc,lim configuration results in consistently lower qcrit
threshold heights, most pronounced for hail and graupel, but
also clearly visible for rain. Again, this is expected due to the
improved flux limiter, which no longer artificially slows sedi-
mentation on a precipitation columns’ trailing edge. Further-
more the IMpc,lim variant performs very similarly to both ex-
plicit configurations, which do not suffer from an excessively
restrictive limiter. This further confirms that the source term
method is irrelevant for this metric, and also strongly sug-
gests that the amount of numerical diffusion is irrelevant as
well here. Therefore, the improved flux limiter increases sim-
ilarity between the two sedimentation schemes’ behaviors by
eliminating a purely numerical artifact.

5 Summary and conclusions

We provided a concise and detailed description of the nu-
merical methods and their configuration options employed
in ICON’s two-moment microphysics module. Since the bulk
sedimentation description does not fully capture the original
spectral sedimentation equation, e.g., it erroneously produces
shock waves, those numerical schemes are deliberately cho-
sen to be very diffusive to compensate. Since the numerical
diffusion is not parameterized, its amount heavily depends

on the time step, vertical resolution and specific scheme in
question; particularly we have shown that the semi-implicit
sedimentation scheme is more diffusive than the explicit ver-
sion. In an idealized setup with pure sedimentation, we ob-
served that too much diffusion leads to reduced size sorting,
whereas too little diffusion produces excessive size sorting
and reduces the capacity to eliminate the spurious shocks in-
troduced by the bulk velocity approximations.

The standard semi-implicit sedimentation scheme is cou-
pled to the microphysical source terms with a predictor-
corrector method, resulting in a partially implicit integration
of the source terms which is very time-consuming on GPUs
in its current form. Moreover, we never encountered any sta-
bility issues despite an explicit approximation for some ve-
locities, which works almost surprisingly well. However, we
discovered and proposed a solution to a purely numerical ar-
tifact caused by a too restrictive flux limiter, leading to arti-
ficially delayed sedimentation (and inconsistent size sorting)
in trailing edges of hydrometeor columns. In contrast, the ex-
plicit scheme employs a simple sequential time-splitting for
coupling to the source terms, which are just explicitly inte-
grated before the sedimentation step. For hydrometeors with
high sedimentation speeds, the splitting and discretization er-
rors differ compared to the predictor-corrector method, al-
though exact details vary depending on many factors such as
the timescale of individual processes, sedimentation speeds,
the geometry of interacting layers, and numerical diffusion.
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Figure 8. Difference of the mean upper qcrit threshold height (i.e., the spatial mean of the highest level’s height with L > qcrit =
10−9 kgm−3, over the columns where such threshold exists), to the default semi-implicit scheme IMpc; for the time period 14:00–20:00 UTC
with 10 min sampling interval. The value of qcrit is motivated by its use in Eq. (26); a similar analysis using a larger threshold is provided
with Fig. C3.

In case studies, we have observed significantly rougher
instantaneous precipitation rates for the explicit scheme,
which directly translates to more jagged patterns in the three-
dimensional hydrometeor profiles, likely caused by a com-
bination of factors (reduced numerical diffusion, Lipschitz
condition violations). Conversely, changes in the precipita-
tion rate distribution, particularly a shift from graupel to hail,
are induced by the different source term treatment. Although
in idealized experiments with pure sedimentation, stability of
the explicit scheme seems rather fragile in certain cases (os-
cillations may even appear without violating the Lipschitz
condition using high vertical resolutions, and rarely van-
ish unless they reach the ground), in full model simulations
those issues seem to be mitigated by additional diffusive or
smoothing operations (tracer advection, source terms). Also,
the most problematic high vertical resolutions are only en-
countered in the lowest levels, which reduces the available
time for serious oscillations to develop.

In the future, NWP model resolutions are likely to in-
crease in accordance with available computing power. If only
the horizontal resolution is increased, the ensuing time step
reduction will lead to more numerical diffusion in the ex-
plicit scheme, but leave the semi-implicit scheme largely
unaffected. This is noteworthy, as it increases the similar-
ity between the two sedimentation methods, thus rendering
the explicit scheme more viable. Conversely, also increas-
ing the vertical resolution results in reduced numerical dif-
fusion for both schemes, which may become problematic for
the explicit scheme due to the loss of smoothing capacity
for oscillations that are either induced numerically or by the
bulk parameterization. Sedimentation substepping, using just
a small number of substeps, could serve as effective means
to increase the explicit scheme’s viability in those cases. In
contrast, we do not anticipate comparable issues for the semi-
implicit scheme. In all cases, the smaller time step leads to
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reduced splitting errors in the source terms, which could ne-
cessitate small adjustments of tuned parameters.

Given that parameter tuning of the source terms was con-
ducted using the semi-implicit method in predictor-corrector
configuration, as currently operational at DWD, GPU per-
formance improvements of the semi-implicit scheme would
still be welcome to render it feasible for GPUs. Nevertheless,
we find that the explicit scheme can be safely used on GPUs
currently, since the differences to the semi-implicit scheme
are small in relation to other meteorological forecast uncer-
tainties. In case more numerical diffusion is desired, apply-
ing a few substeps or the semi-implicit configuration with
sequential source terms constitute suitable alternatives with
only modest performance impacts.
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Appendix A: Truncation error analysis for the
semi-implicit scheme

We aim to derive the first-order error terms, i.e., the er-
rors that are scaling with 1z, 1t , in addition to the mixed
term 1z1t . For simplicity, only the linear advection equa-
tion φt =−(vφ)z is considered, although in the most gen-
eral case where v can vary in both space and time. Although
this approach neglects effects that may appear when solv-
ing (coupled) quasilinear equations such as Eq. (9), it still
provides a good starting point to reason about the scheme’s
behavior, e.g., by analyzing the diffusive error terms. Even
obtaining the truncation errors for a single quasilinear equa-
tion, i.e., where v = h(φ), should be straightforward; it only
requires substituting chain rule-based expressions (e.g., vt =
h′(φ)φt ) for the velocity derivatives in the truncation error
as derived next.

On a uniform grid 1zk =1z, without source terms and
flux limiter, the update step of the semi-implicit scheme can
easily be obtained from Eq. (11):

φ
(n+1)
k =

(
1−

1t

21z
ṽ
(n+1)
k

)−1

·

[
φ
(n)
k
−
1t

21z

(
ṽ
(n+1)
k−1 φ

(n+1)
k−1 + v

(n)
k−1φ

(n)
k−1− v

(n)
k
φ
(n)
k

)]
(A1)

ṽ
(n+1)
k =

1
2

(
v
(n)
k + v

(n)
k−1

)
. (A2)

Simple algebraic manipulations yield:

1
1t

(
φ
(n+1)
k −φ

(n)
k

)
=

−
1

21z

(
v
(n)
k−1φ

(n)
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(n)
k + ṽ

(n+1)
k−1 φ
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− ṽ
(n+1)
k φ

(n+1)
k

)
. (A3)

Next, we perform a Taylor series expansion of some
smooth exact solution u(z, t) around the point (zk, tn). For
better readability, we omit the arguments, i.e., simply write u
for u(zk, tn):

φ
(n)
k = u (A4)

φ
(n+1)
k = u+1t ut +

1t2

2
ut t +O(1t3) (A5)

φ
(n)
k−1 = u+1zuz+

1z2

2
uzz+O(1z3) (A6)

φ
(n+1)
k−1 = u+1zuz+1t ut +

1z2

2
uzz+1z1t uzt

+
1z21t

2
uzzt +O(1t2+1z3). (A7)

The sufficiently smooth advection speed v(z, t) < 0 is sim-
ilarly expanded:

v
(n)
k = v (A8)

v
(n)
k−1 = v+1zvz+

1z2

2
vzz+O(1z3) (A9)

v
(n)
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41z2

2
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For ṽ(n+1), this results in:
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Those expansions are now substituted into Eq. (A3). The
left-hand side is

LHS=
1
1t
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φ
(n+1)
k −φ

(n)
k
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=

1
1t

(
u+1t ut +

1t2

2
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)
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2
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On the right-hand side, we first determine all the flux
terms:
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k φ
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k = vu (A14)
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When computing the flux differences, several terms can-
cel:
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We can now insert those expressions into the right-hand
side of Eq. (A3):
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Then, the local truncation error τ is the difference between
the left- and right-hand sides:
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Since u is an exact solution of the linear advection equa-
tion, we can substitute ut + (vu)z = ut +vuz+vzu= 0. Dif-
ferentiating the advection equation in time also yields the
identity ut t+vzut+vuzt =−(vtu)z; and differentiating twice
in space gives uzzt =−vzzzu− 3vzzuz− 3vzuzz− vuzzz. We
therefore get
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Hence, this scheme is first-order accurate in both space and
time, even for the simplest case with v = const. The leading
diffusive error terms are(

1
2
1zv−

3
2
1z1t vvz+O(1t2+1z2)

)
· uzz . (A23)
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Appendix B: Additional figures for pure sedimentation

Figure B1. Hydrometeor profiles obtained using the explicit scheme (Sect. 2.3) in a single-column, pure sedimentation configuration, i.e.,
neglecting QCCN and Q1t from Eq. (27). We use the vertical resolution1z= 50 m with time step1t = 10 s, ρ ≡ ρ0 is assumed everywhere,
and ICON’s hail hydrometeor parameters are used as listed in Table 2. We show the hydrometeor number density (a), mass density (b), and
the diagnostic mean diameter (c), drawn where L > qcrit = 10−9 kgm−3. In (d), the mass density’s Courant number C = |v1(N,L)|1t/1z
is shown, and regions where the Lipschitz condition (B < 1) is violated are marked by the shading in the respective color. In the upper domain
region, spurious oscillations slowly develop despite no Lipschitz condition violations, first visible at t = 140 s, z= 12 km, and subsequently
at t = 240 s, z= 11 km. At t = 340 s, z= 10 km, B > 1 is reached for the first time, such that oscillations further grow and the originally
single-peak profile is split in two (t = 540 s). Oscillations in the lower domain region are initially induced by the operator D from Eq. (27),
since it sharply increases the number density.
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Appendix C: Additional figures for case studies

Figure C1. For the 20 July 2022 case and the IMpc, IMpc,lim, and EXseq,sub configurations, the accumulated precipitation from 14:00–
20:00 UTC over the entire simulation domain is shown in the first row (a–c). The following rows give a zoom–in view of a severe storm over
the Jura mountains, specifically the 1 h accumulated hail (d–f), radar reflectivity at 2 km a.s.l. (g–i), and instantaneous precipitation rate at
17:00 UTC (j–l). The last row (m–o) displays the time evolution of precipitation rates for a few select grid points whose locations are marked
in the row (j–l) above.
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Figure C2. Time series of precipitation rate roughness, Eq. (29), for all six cases.
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Figure C3. Difference of the mean upper qcrit threshold height (i.e., the spatial mean of the highest level’s height with L > 10−6 kgm−3,
over the columns where such threshold exists), to the default semi-implicit scheme IMpc; for the time period 14:00–20:00 UTC with 10 min
sampling interval. This is similar to Fig. 8, except for using the significantly larger threshold 10−6 kgm−3 instead of qcrit = 10−9 kgm−3. For
rain and graupel, the height difference trends are qualitatively similar to Fig. 8 but roughly half the size. For hail, the explicit configurations
approximately match the IMpc variant. In some cases, the less restrictive flux limiter IMpc,lim slightly reduces the threshold’s height, while
the IMseq configuration increases it.

Code and data availability. We used the open-source ICON
model code version 2024.10 for our simulations, available at
https://doi.org/10.35089/WDCC/IconRelease2024.10 (ICON part-
nership (MPI-M, DWD, DKRZ, KIT, and C2SM), 2024) or https:
//icon-model.org (last access: 14 January 2026). The code modifi-
cations to obtain all model configurations are provided in Bolt and
Omanovic (2025b) (https://doi.org/10.5281/zenodo.17728555).
Model data are available from Bolt and Omanovic (2025a)
(https://doi.org/10.5281/zenodo.15608274), and plotting scripts,
including all code for reproducing the single-column sedimentation
experiments, can be obtained from Bolt and Omanovic (2025c)
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