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Figure 6. Regional biases δb versus signed sensitivity, which is de-
fined in Eq. A6. The color coding indicates the residual bias, which
is defined in Eq. 12. Panel a) shows all regions in order to provide a
broad-brush overview; panel b) shows only the specially designated
regions, for clarity. The large stratocumulus biases (6_14 and 6_18)
can be diminished by tuning because those regions are sensitive to
parameter perturbations. The biases in insensitive regions (e.g., the
Arctic region 1_14) cannot be budged, i.e., are stubborn.

QuadTune’s recommended parameter values were plotted
as the orange x-marks in Fig. 4. However, the size of the pa-
rameter perturbation doesn’t necessarily indicate the effec-
tiveness of that parameter in removing biases. A large pa-
rameter perturbation might have little effect on the biases, if5

the model is insensitive to that parameter.
One simple measure of the jth parameter’s influence is the

sum of a squared parameter perturbation over all N regional
metrics (where T+

ij is defined in Eq. 31):

N∑
i=1

(
T+
ij

)2
. (32)10

Figure 7. Contribution due to each parameter and the bias averaged
over all metrics. The upper panel shows the square of metrics per-
turbations (A12). The lower panel shows the straight average (A13),
plus QuadTune’s estimate of bias of the tuned run, plus the observed
bias from the default simulation. Although c8’s sensitivity has little
spatial correlation with the bias pattern, c8 is an important parame-
ter because it restores global radiative balance.

This sum comprises some terms in the (unweighted) loss
function (27). This sum is plotted in Fig. 7. We see that, by
this measure, for our example tuning run, the most influential
parameters are n2_thresh and c8, followed by sfc and n2 (see
the definitions of these parameters in Table B1). 15

Another way to measure the influence of parameters is
singular value decomposition (SVD). (SVD has been widely
used to decompose various types of matrices associated with
PPEs, see, e.g., Dagon et al. (2020)). The first singular vec-
tor of the quasi-linear sensitivity matrix S+ contains a large 20

fraction of the explained variance (R2 = 0.88). The spatial
pattern of the first left singular vector (U1, Eq. A9, Figure 8)
correlates fairly well with the spatial pattern of major biases
(Fig. 3(a)).

The first right-singular vector shows that the largest com- 25

ponent is n2_thresh (Figure 9). The other major contributors
are n2 and c8. The importance of c8 might seem counter-


