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Abstract. Regular latitude-longitude grids in global simula-
tions encounter polar singularities in the Arctic and Antarc-
tic regions. In contrast, unstructured meshes have the poten-
tial to overcome this issue; however, so far, the performance
of unstructured meshes in polar areas has barely been in-
vestigated. This study investigates the efficacy of unstruc-
tured meshes over Antarctica using the integrated Atmo-
spheric Model Across Scales (iAMAS, v1.0) with multi-
source observations. Four mesh configurations of the iA-
MAS model were assessed, varying in resolution (120, 60,
16, and 4 km) over the Antarctic region. The study evaluates
the performance of the iAMAS simulation for both the sur-
face layer and the upper meteorological fields (temperature,
pressure, specific humidity, and wind speed), comparing sim-
ulations with data from the fifth-generation ECMWF reanal-
ysis (ERA5) and measurements from automatic weather sta-
tions and radiosondes. The results indicate that the iAMAS
model does not exhibit the polar singularity issue observed in
ERA5, where the ERA5 with regular latitude-longitude grids
significantly underestimates wind speeds at the polar grid
center. In the relatively flat region of East Antarctica, all four
iAMAS experiments at various resolutions demonstrate com-
parable and even superior performance in simulating temper-
ature and wind speed compared to ERA5. In regions with
complex terrain, such as near the Transantarctic Mountains,

the iAMAS model (particularly at coarse grid resolutions like
120 km) exhibits a cold bias and stronger wind speeds, con-
sistent with biases identified in other Antarctic simulations
using regional models. In particular, mesh refinement at 4 km
in complex terrains significantly enhances iAMAS’s accu-
racy in simulating the meteorological fields for both the sur-
face layer and upper atmosphere, suggesting that a grid res-
olution of 4 km (or even higher) is optimal in such regions.
In contrast, in flatter areas, such as the high East Antarctic
Plateau, increases in grid resolution yield minimal improve-
ments in simulation accuracy, and a 60 km grid resolution
appears sufficient.

1 Introduction

The Antarctic continent is the highest, driest, and coldest re-
gion on Earth, providing a unique environment for testing
atmospheric models under extreme conditions. Furthermore,
this distinctive environment facilitates a range of sophisti-
cated scientific experiments, including ice-core records of
climate properties (Petit et al., 1999), assessments of Antarc-
tic contributions to future sea-level rise (Golledge et al.,
2015), investigations into the role of ice sheets in the global
carbon cycle (Wadham et al., 2019), and studies on Antarctic
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ozone holes (Kessenich et al., 2023). Additionally, increases
in surface temperature are expected to be amplified in po-
lar regions (Clem et al., 2020; Douville, 2023), and the ef-
fects of Antarctic amplification have garnered significant at-
tention (Wang et al., 2021; Gao et al., 2019). Consequently,
Antarctic simulations are crucial, as they provide the neces-
sary meteorological fields for analyzing the aforementioned
Antarctic implications and offer critical weather predictions
for scheduling relevant scientific field campaigns.

In Antarctica, the regular latitude-longitude (or rectangu-
lar/square) grid used in atmospheric models suffers from the
issue of polar singularities, where lines of longitude con-
verge at the poles within a global grid framework (Collins
et al., 2013). To avoid polar singularities, global simulations
have adopted alternative grid systems such as cubed-sphere
grids (e.g., GFDL Finite-Volume Cubed-Sphere Dynamical
Core (FV3); Putman and Lin, 2007; Harris and Lin, 2013)
and spherical centroidal Voronoi tessellation (SCVT) meshes
(Ringler et al., 2010; Skamarock et al., 2012; Thuburn et al.,
2009).

However, studies on the performance of SCVT meshes for
simulating high latitudes (or polar regions) are limited, as the
meteorological fields (temperature, pressure, humidity, and
wind) simulated by global models using SCVT meshes have
been evaluated primarily at mid-latitudes (Ha et al., 2018;
Hsu et al., 2020; Imberger et al., 2021; Lui et al., 2020;
Nunez Ocasio and Rios-Berrios, 2023; Pilon et al., 2016;
Schwartz, 2019; Zhao et al., 2019; Xu et al., 2021, 2024).
Therefore, this study investigates the performance of SCVT
meshes in polar regions, specifically Antarctica, using a
global atmospheric model known as the integrated Atmo-
spheric Model Across Scales (iAMAS, v1.0). Manning and
Powers (2024a, b) also conduct research on an Antarctic sim-
ulation using SCVT meshes, based on the Model for Predic-
tion Across Scales (MPAS), and the integration of MPAS into
the Antarctic Mesoscale Prediction System (AMPS) has been
planned.

The iAMAS (Gu et al., 2022) is a non-hydrostatic
atmospheric model developed using the new Sunway
heterogeneous-architecture high-performance computing
(HPC) system. It is based on the dynamic core of MPAS-
Atmosphere (Skamarock et al., 2012), which employs
SCVT meshes and C-grid discretization (Ringler et al.,
2010; Skamarock et al., 2012; Thuburn et al., 2009). SCVT
enables the discretization of a sphere into a highly uniform
mesh (Ringler et al., 2008, 2011), thereby avoiding the polar
singularity issues associated with regular latitude-longitude
grids. Furthermore, the variable-resolution meshes of iA-
MAS enable high-resolution regional refinement without
the necessity for grid nesting. The iAMAS model employs
a hexagonal sphere grid. Some other global models use
cubed-sphere grids, such as FV3 (Putman and Lin, 2007;
Harris and Lin, 2013), which have been applied in a few
polar simulation studies, such as sea ice extent simulations
(Guo et al., 2020; Held et al., 2019). However, most global

simulations utilizing the cubed-sphere grid have only briefly
mentioned polar regions, as their primary focus has been on
mesh refinement over middle and low latitudes (e.g., Harris
et al., 2016; Harris and Lin, 2014; Tang et al., 2023).

This study evaluates the simulation capabilities of iAMAS
in Antarctica and analyzes its shortcomings and relevant po-
tential reasons. This is crucial for understanding the sim-
ulation characteristics of unstructured meshes in polar re-
gions. This study aims to provide a foundational assessment
of model performance to guide future improvements to iA-
MAS in polar regions and to encourage the application of
unstructured-mesh atmospheric models in these areas.

The Antarctic meteorological fields – including tempera-
ture, pressure, humidity, and wind – simulated by the iAMAS
model are investigated in this study. Four global mesh config-
urations with varying resolutions (120, 60, 16, and 4 km) over
the Antarctic region are employed to examine the effects of
regional refinement on model performance. The iAMAS sim-
ulations are initialized using the fifth-generation ECMWF re-
analysis data (ERA5; Hersbach et al., 2020), produced by
the European Centre for Medium-Range Weather Forecasts
(ECMWF).

This study compares iAMAS simulations with Antarctic
measurements. Surface measurements are obtained from au-
tomatic weather stations (AWSs), while upper-air measure-
ments are collected from radiosondes. ERA5 data are also
utilized for comparison to help assess whether simulation bi-
ases are influenced by the initial conditions (i.e., ERA5) or by
iAMAS itself. Section 2 describes the model configuration,
experiment design, and reanalysis and observational datasets.
In Sect. 3, the iAMAS model performance in simulating me-
teorological fields in Antarctica and the potential reasons for
model biases are investigated. Conclusions and discussions
are provided in Sect. 4.

2 Methodology

2.1 Model and experiments

2.1.1 iAMAS

The numerical experiments in this study are conducted us-
ing the iAMAS model, an atmospheric model featuring un-
structured meshes with the capability for regional refinement.
Its non-hydrostatic dynamical core is based on MPAS. Be-
cause the iAMAS used in our experiments uses similar dy-
namics and physical processes to MPAS (V7.0), compara-
ble results may also be expected for MPAS (v7.0). The iA-
MAS model discretizes the computational domain horizon-
tally using a C-grid staggered SCVT mesh (Skamarock et al.,
2012). The SCVT generation algorithms can produce global
quasi-uniform and variable-resolution meshes based on a
density function (Ju et al., 2011). The atmospheric solver in
iAMAS employs fully compressible non-hydrostatic equa-
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tions. To solve these equations of motion, a terrain-following
coordinate system with smoothed surfaces (Klemp, 2011)
and a split-explicit third-order Runge–Kutta time integration
scheme (Dudhia et al., 2007; Wicker and Skamarock, 2002)
are utilized.

The iAMAS model, developed by our research group
(e.g., Gu et al., 2022; Hao et al., 2023; Feng et al.,
2023), incorporates several coding optimizations, including
multi-dimensional parallelism, aggressive fine-grained opti-
mization, manual vectorization, and parallelized I/O frag-
mentation on the many-core heterogeneous-architecture of
the China Sunway HPC platform. iAMAS is a coupled
meteorology–chemistry model capable of simulating on-
line emission, advection, diffusion, vertical turbulent mix-
ing, dry deposition, gravitational settling, wet scavenging
processes, optical averaging, species-related transport, and
aerosol–radiation and aerosol–cloud interactions (Feng et al.,
2023). Physical parameterizations (e.g., radiation, micro-
physics, land surface, and boundary layer processes) were
incorporated into the model and coupled with the dynami-
cal core (Gu et al., 2022) and were adapted to the architec-
ture of the Sunway HPC platform. The physical schemes em-
ployed in this study will be introduced later (Sect. 2.1.2). As
a result of these significant efforts, the iAMAS model has al-
ready been applied to scientific research in atmospheric mod-
eling (Gu et al., 2024, 2025; Li et al., 2025). Based on the
China Sunway HPC platform, global simulations with uni-
form resolution have been carried out using iAMAS (Zhang
et al., 2023), revealing that the largest differences between
3 and 60 km resolution simulations in atmospheric tempera-
tures and wind fields occur over Antarctica. This significant
sensitivity to resolution in Antarctic simulations serves as a
key motivation for applying iAMAS to this region.

Antarctica has the cleanest air on Earth, as there are fewer
people using industrial chemicals and burning fossil fuels.
Therefore, this study employs the iAMAS model without
activating the chemistry suite and primarily evaluates rou-
tine meteorological fields (temperature, pressure, humidity,
and wind) over Antarctica. However, some aerosols, such as
black carbon, have exhibited an increasing trend in Antarc-
tica in recent years (e.g., Kannemadugu et al., 2023), sug-
gesting that future simulations for Antarctic aerosols may be
warranted with this model.

2.1.2 Numerical experiments

Four sets of experiments were conducted with different
mesh structures: two quasi-uniform-resolution meshes and
two variable-resolution meshes. The quasi-uniform meshes
feature horizontal grid spacings of approximately 120 km
(U120km) and 60 km (U60km). The first variable-resolution
mesh features a circular high-resolution region with a grid
spacing of 16 km (V16km), centered over the South Pole
(90° S, 0° E), where the 16 km mesh region (from 90 to
60°S) encompasses the entire Antarctic continent. The sec-

ond variable-resolution mesh also features a circular refined
region but with a 4 km resolution (V4km), centered at 80° S,
160° E, covering the complex terrain of the Transantarctic
Mountains, as high-resolution grids are generally required
for complex terrain. This 4 km resolution refinement has a di-
ameter of 2500 km and nearly covers the entire Transantarc-
tic Mountains. The variable-resolution meshes (V16km and
V4km) include transition zones between fine and coarse res-
olutions, with both V16km and V4km having a resolution of
approximately 60 km outside their transition regions. These
four meshes are illustrated in Fig. 1 and are used to assess
the impact of model grid resolution on Antarctic simulations.
Detailed information on the four meshes utilized in the ex-
periments is summarized in Table 1. The time step should be
smaller for finer grid spacing, as indicated by the Courant–
Friedrichs–Lewy rule. The time steps for U120km, U60km,
V16km, and V4km are set at 600, 300, 80, and 20 s, respec-
tively.

The iAMAS model is configured with 55 vertical layers
and a model top at 30 km. The initial conditions for iA-
MAS were derived from ERA5 reanalysis data. The first
24 h are considered the initial spin-up period; only simula-
tions from 24 to 120 h are combined to create a continuous
time series for monthly analyses. Four iAMAS experiments
(U120km, U60km, V16km, and V4km) were conducted over
four months (January, April, July, and October) in 2015, rep-
resenting the four seasons. In Antarctica, the seasons do not
exhibit the distinct characteristics found in the mid-latitudes.
In this study, January and October, which fall within the
Antarctic polar day, are regarded as warm months, while
April and July, occurring during the polar night, are consid-
ered cold months. The main physical schemes employed in
this study are detailed in Table 2, which presents the common
configurations for the four iAMAS experiments configured
with different grid resolutions.

2.2 Data

2.2.1 ERA5

The ERA5 dataset, employed as the initial conditions for
iAMAS in this study, is the fifth-generation ECMWF re-
analysis of global climate data (Hersbach et al., 2020). The
motivation for using ERA5 to compare with iAMAS sim-
ulations is to analyze whether biases in iAMAS are influ-
enced by the initialized field or arise from the model it-
self, which is essential for informing future model devel-
opment. Additionally, the statistical results of ERA5 can
serve as a reference for evaluating the statistical performance
of iAMAS. ERA5 integrates model data with global ob-
servations to produce a globally complete and consistent
dataset. In this study, both surface and upper-atmospheric
meteorological fields from ERA5 for January, April, July,
and October of 2015 are analyzed. Surface data are derived
from ERA5 hourly data at single levels with a resolution

https://doi.org/10.5194/gmd-18-5373-2025 Geosci. Model Dev., 18, 5373–5396, 2025



5376 Q. Yang et al.: Performance of iAMAS in Antarctic simulations

Figure 1. (a) Global quasi-uniform-resolution mesh with a grid spacing of 120 km (U120km). (b) Global quasi-uniform-resolution mesh
with a grid spacing of 60 km (U60km). (c) Global variable-resolution mesh with a grid spacing ranging from 16 to 60 km (V16km), featuring
a refined region over the entire Antarctic continent. (d) Global variable-resolution mesh with a grid spacing ranging from 4 to 60 km (V4km),
featuring a refined region over a complex terrain of Antarctica, including the Ross Ice Shelf and the Transantarctic Mountains. (e) Spatial
distribution of grid size for V16km. (f) Spatial distribution of grid size for V4km.

Table 1. Characteristics of the four meshes in the experiments.

Mesh Resolution of refinement Center of refinement Diameter of refinement Number of mesh cells

U120km – – – ∼ 0.04× 106

U60km – – – ∼ 0.16× 106

V16km 16 km 90° S, 0° E ∼ 6700 km ∼ 0.31× 106

V4km 4 km 80° S, 160° E ∼ 2500 km ∼ 0.79× 106
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Table 2. iAMAS configurations.

Basic parameter settings Main physics options

Parameter Setting Scheme Option

Vertical levels 55 Convection Grell–Freitas (Grell and Freitas, 2014)
Initial condition ERA5 Microphysics Thompson (Thompson et al., 2008)
Each integration 5 d Land surface Noah (Tewari et al., 2016)
Spin-up time 24 h Planetary boundary layer MYNN (Nakanishi and Niino, 2006)
Output time interval 3 h Longwave radiation RRTMG (Iacono et al., 2008)
Period January, April, July, and October in 2015 Shortwave radiation RRTMG (Iacono et al., 2008)

of 0.25°×0.25° (https://cds.climate.copernicus.eu/cdsapp#!/
dataset/reanalysis-era5-single-levels?tab=overview, last ac-
cess: 7 June 2024). These surface data include 2 m
temperature, surface pressure, 2 m dew point tempera-
ture (for specific humidity calculation), and 10 m wind
speed. For upper-atmospheric fields, ERA5 provides
data at 37 pressure levels, also with a resolution
of 0.25°× 0.25° (https://cds.climate.copernicus.eu/cdsapp#
!/dataset/reanalysis-era5-pressure-levels?tab=overview, last
access: 3 January 2024). The profile data utilized in this study
include geopotential height (for altitude calculation), temper-
ature, relative humidity (for specific humidity calculation),
and wind speed.

This study analyzes specific humidity rather than relative
humidity due to the high sensitivity of relative humidity cal-
culations to temperature, particularly at typical low tempera-
tures of Antarctica. Calculated relative humidity can exhibit
significant uncertainty in Antarctica. Therefore, this study
utilizes specific humidity to describe the features of Antarctic
water vapor.

2.2.2 AWS

The surface-layer measurements used to evaluate iAMAS
simulations were obtained from the Antarctic Meteorolog-
ical Research Center (AMRC) and the AWS program in
Antarctica. During the model verification period (January,
April, July, and October of 2015), data from 55 AWS sites,
recorded at 3 h intervals, were available on the AMRC web-
site (ftp://amrc.ssec.wisc.edu/pub/aws/q3h/2015, last access:
9 December 2024), although some records were incomplete.
These AWS locations are marked by dots in Fig. 2. The
AWS measurements underwent quality control using Inter-
active Data Language (IDL) software (Lazzara et al., 2012).
The height of the instrument for measuring meteorological
parameters is nominally 3 m above the snow surface; how-
ever, this distance varies with temporal changes in the snow
surface due to accumulation.

In this study, we define a region referred to as RTM, which
includes nearly all AWS stations located on the Ross Ice
Shelf and within the Transantarctic Mountains (indicated by
the 29 red dots in Fig. 2). Additionally, we define a High Po-

Figure 2. The elevation of the Antarctic continent and the adjacent
ocean. The RTM region (including Ross Ice Shelf and Transantarc-
tic Mountains) is delineated by a red solid line, while the HPP
(High Polar Plateau) region is marked by a blue dashed line. Red
and blue dots represent AWS locations within the RTM and HPP
regions, respectively, whereas black dots indicate other AWS lo-
cations in Antarctica. The yellow stars with black edges denote
the locations of McMurdo (78° S, 167° E), the South Pole (90° S,
0° E), and Dome C (75° S, 123° E), where sounding balloons were
launched.

lar Plateau (HPP) region as areas with elevations exceeding
2.7 km, corresponding approximately to the altitude of the
Henry AWS station (2755 m) near the South Pole. This re-
gion is delineated by the blue dashed line over East Antarc-
tica, as shown in Fig. 2. The AWS stations within the HPP are
marked by eight blue dots in Fig. 2. RTM is characterized by
complex, low-altitude terrain and a relatively unstable atmo-
sphere, whereas HPP is a flat region at a relatively high alti-
tude, where strong surface temperature inversions have been
observed (Yang et al., 2021a, b, 2022, 2023b). These two re-
gions exhibit distinct features, and their meteorological fields
will be analyzed in detail later.

2.2.3 Radiosonde

This study utilizes radiosonde measurements from three
representative sites on the Antarctic continent: McMurdo
(MM) on the coast, the South Pole (SP) on the polar
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plateau flank, and Dome C (DC) at the summit. MM is sit-
uated on Ross Island, near the Transantarctic Mountains,
which feature relatively complex terrain within the RTM re-
gion. In contrast, SP and DC are located within the HPP
region, characterized by relatively flat terrain. Daily ra-
diosonde measurements at MM and SP are available from
the AMRC (ftp://amrc.ssec.wisc.edu/pub, last access: 16
December 2024), while measurements at DC are obtained
from the Antarctic Meteo-Climatological Observatory (http:
//www.climantartide.it, last access: 26 June 2023). The loca-
tions of these three radiosonde sites are marked by yellow
stars in Fig. 2.

The radiosonde measurements provide high-resolution
profiles of temperature, pressure, relative humidity (which
is used to calculate specific humidity), and wind speed.
Radiosonde launches at MM and the SP were generally
conducted twice daily at 00:00 and 12:00 UTC during the
warmer months and once daily – typically at 00:00 UTC –
during the colder months. At DC, radiosondes were gener-
ally launched once daily at 12:00 UTC throughout the year.
Some data are missing, likely due to the harsh Antarctic en-
vironment. In total, 182, 194, and 116 sounding profiles are
available at MM, SP, and DC, respectively, for January, April,
July, and October of 2015. It is important to note that MM,
SP, and DC are all located within the 4 km grid resolution re-
gion of V4km in Fig. 1, allowing these radiosonde measure-
ments to evaluate the impact of increasing iAMAS horizontal
resolution to 4 km on enhancing simulations.

3 Results

3.1 Fields near the surface

The iAMAS surface-layer simulations over the Antarctic
continent are evaluated by comparing them with ERA5 data
and AWS measurements. The temperature, pressure, specific
humidity, and wind speed within the surface layer are ana-
lyzed. Surface-layer variables from iAMAS and ERA5 are
compared using the nearest points to the latitude and longi-
tude of each AWS location. For both iAMAS and ERA5, 2 m
temperature and specific humidity are used for direct com-
parison, despite the AWS sensors being nominally positioned
3 m above the snow surface.

Maintaining sensors at a fixed height is challenging due
to snow accumulation at many sites (Lazzara et al., 2012).
Blowing snow, characterized by the wind-driven transport of
snow, can play an important role in snow accumulation along
the escarpment regions of the Antarctic Plateau (Lenaerts and
van den Broeke, 2012), where strong katabatic winds prevail.
Snowfall from the sky appears to have a minor contribution,
as both iAMAS and ERA5 indicate that most areas of the
Antarctic continent – except for the coastal regions of West
Antarctica – experience very low snowfall (see Fig. S1 in the
Supplement). Moreover, the differences in snowfall between

iAMAS and ERA5 across the Antarctic continent are rela-
tively small (see Fig. S2).

Surface pressure is corrected using the hypsometric equa-
tion to account for altitude differences between the model
surface (iAMAS and ERA5) and the AWS locations. For
wind speed, the 10 m wind speeds from both iAMAS and
ERA5 were adjusted to 3 m above the model surface using a
logarithmic wind profile with a roughness length of 0.001 m
to closely match the height of the AWS wind measurements.

3.1.1 2 m temperature

The seasonal variations of 2 m temperature for ERA5 are
illustrated in the first column of Fig. 3. ERA5 temperature
contours show that January exhibits the highest 2 m temper-
ature compared to the other three months. The black down-
ward triangles over the HPP region in January suggest an
underestimation of 2 m temperature by ERA5. In the colder
months of April and July, the upward white triangles within
the HPP region indicate that ERA5 overestimates the 2 m
temperature in the high interior. Temperatures in October fall
within an intermediate range among the four months, with
relatively small positive bias in ERA5 temperature within
the HPP region during this month. In summary, the statis-
tics across the four months suggest that ERA5 tends to un-
derestimate high temperatures and overestimate low temper-
atures over the High Polar Plateau. Similarly, Gossart et al.
(2019) reported that three reanalyses (ERA5, ERA-Interim,
and CFSR) exhibit substantial warm biases over the Antarc-
tic interior, particularly during winter.

The comparison of iAMAS with ERA5 in Fig. 3 reveals
that all four iAMAS experiments, at various resolutions, gen-
erally simulate warmer temperatures than ERA5 in January.
This warm bias may be attributed to the relatively low snow
albedo value of 0.55 used in the iAMAS model. According
to Xue et al. (2022), increasing the albedo to 0.8 effectively
removes the strong warm bias and results in improved per-
formance during austral summer. In April and July, iAMAS
simulations exhibit colder temperatures than ERA5. In Oc-
tober, the simulated temperatures from iAMAS are closer to
those of ERA5 than in the other three months. In particu-
lar, in April and July, the temperatures simulated by the four
iAMAS experiments at various resolutions all align more
closely with the AWS measurements than those from ERA5
within the HPP region. This is evidenced by the smaller sizes
of the triangles indicating biases for iAMAS minus AWS
compared to those for ERA5 (see April and July in Fig. 3).

Figure 4 provides an example from the South Pole over
the HPP region, suggesting that ERA5 overestimates cold
temperatures in April and July, while iAMAS (regardless of
the chosen resolution) better captures the temperature trends
during the cooling process. Fréville et al. (2014) also iden-
tified a widespread overestimation of temperature in ERA-
Interim reanalysis data when compared to Moderate Res-
olution Imaging Spectroradiometer (MODIS) data in the
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Figure 3. The first column displays the monthly median 2 m temperature (T2 [°C]) for ERA5. The four rightmost columns show the monthly
median values of 2 m temperature biases (1T2 [°C]) for iAMAS minus ERA5. The magnitudes of the monthly median biases for the model
(ERA5 or iAMAS) minus AWS are indicated by the size of the overlaid triangles: black downward-pointing triangles represent negative
biases, while white upward-pointing triangles represent positive biases. Number of stations: 45 (January), 47 (April), 44 (July), and 51
(October).

Antarctic. They argue that this warm bias may result from an
overestimation of surface turbulent fluxes under very stable
conditions. Interestingly, we also found that the warm bias in
ERA5 is associated with meteorological situations character-
ized by temperature inversions, as the correlation coefficient
between the temperature inversion and ERA5’s warm bias
reaches 0.49. This confirms that ERA5 demonstrates inac-
curate temperature estimations under inversion conditions in
Antarctica. By comparing the turbulent heat fluxes between
iAMAS and ERA5 under stable conditions for four months
(January, April, July, and October) at the SP, we found that
the surface turbulent sensible heat flux in iAMAS (e.g.,
V4km: 20.4 Wm−2) is lower than in ERA5 (28.4 Wm−2)
during temperature inversion. These results suggest that, un-
like ERA5, iAMAS may not overestimate surface turbulent
heat fluxes, potentially leading to more accurate temperature
predictions.

Wille et al. (2016) indicated that the Noah Land Surface
Model (Noah LSM), used by iAMAS in this study, omits the
sublimation process from blowing snow. Consequently, the
cooling effect of sublimation may be neglected, potentially
leading to an overestimation of temperature in the model

during blowing snow events driven by strong winds. Inter-
estingly, our analysis reveals that the warm bias in iAMAS
slightly increases with higher wind speeds. When compar-
ing iAMAS simulations with measurements from all AWS
in Antarctica, the statistics show that a 10 ms−1 increase in
measured wind speed corresponds to a 0.5 K rise in the tem-
perature difference between iAMAS and AWS.

Table 3 presents the temperature statistics from the models
(ERA5 and iAMAS) in comparison to the AWS observations,
including the root mean square error (RMSE) and median
bias (BIAS=median[model−AWS]). The BIAS values for
the iAMAS temperature at various resolutions over the RTM
region, as shown in Table 3, are consistently negative, indi-
cating a cold bias over the Ross Ice Shelf. This finding is con-
sistent with the simulation results from another model (the
regional atmospheric model CCLM; Zentek and Heinemann,
2020) applied to a similar environment (Filchner–Ronne Ice
Shelf) in Antarctica.

Table 3 shows that the performance of iAMAS declines
during the colder months (April and July). This is consis-
tent with the Antarctic simulation results presented by Pow-
ers and Manning (2017), who found that the temperature
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Figure 4. The time series of surface-layer temperatures at the South Pole for January, April, July, and October of 2016.

Table 3. Monthly RMSE (BIAS in parentheses) of the 2 m temperature for ERA5 and iAMAS compared with AWS. The unit is °C. Number
of stations within RTM: 25 (January), 26 (April), 25 (July), and 27 (October). Number of stations within HPP: 8 (January), 8 (April), 6 (July),
and 8 (October).

Region (month) ERA5 U120km U60km V16km V4km

RTM (January) 2.30 (−0.03) 3.95 (−1.58) 4.16 (−1.15) 3.69 (−0.61) 3.16 (−0.63)
RTM (April) 3.61 (1.60) 7.07 (−2.11) 7.66 (−2.97) 7.34 (−2.69) 6.16 (−2.33)
RTM (July) 3.81 (1.02) 7.75 (−0.66) 7.56 (−2.79) 7.61 (−2.61) 6.63 (−1.64)
RTM (October) 2.91 (0.60) 6.32 (−1.28) 6.20 (−0.82) 5.58 (−0.01) 5.12 (−0.03)
HPP (January) 3.62 (−1.76) 3.73 (−1.25) 3.71 (−1.20) 3.67 (−0.79) 3.64 (−1.04)
HPP (April) 6.11 (5.42) 4.29 (0.88) 4.39 (0.95) 4.80 (2.06) 4.41 (1.90)
HPP (July) 4.87 (3.39) 5.45 (0.02) 5.08 (0.07) 5.15 (1.54) 4.80 (1.16)
HPP (October) 3.16 (1.60) 4.18 (1.52) 3.97 (1.78) 4.05 (1.64) 3.81 (1.59)

RMSE for WRF (MPAS) is 2.73 °C (2.14 °C) in December–
January and 5.08 °C (7.24 °C) in July–August. Additionally,
Xue et al. (2022) conducted Polar WRF simulations and re-
ported that the RMSE for 2 m temperature is higher in July–
August (4.03 °C) than in December–February (3.06 °C). Re-
sults from ERA5 (see Table 3 in this study) and ERA-Interim
(see Xue et al., 2022) both indicate that the 2 m temperature
RMSE is larger in July than in January. Thus, it can be in-
ferred that 2 m temperature errors in the atmospheric model
may be influenced, at least in part, by the lateral boundary
conditions (ERA5 or ERA-Interim).

In the RTM region, both the U60km (RMSE: 4.16–
7.66 °C) and V16km (RMSE: 3.69–7.61 °C) show no signifi-

cant improvements and, in some cases, even perform slightly
worse than the U120km (RMSE: 3.95–7.75 °C). It is the
V4km (RMSE: 3.16–6.63 °C) that demonstrates improve-
ments in temperature simulations across all four months.

In the HPP region, the magnitudes of temperature biases
for iAMAS at four resolutions are all smaller than those of
ERA5 during April and July (see Table 3), indicating that
iAMAS more accurately captures the cooling process dur-
ing these months (see the South Pole example within HPP
in Fig. 4). Based on all four months’ statistics presented in
Table 3, U120km, U60km, V16km, and V4km demonstrate
overall reductions in temperature RMSE of 0.6 %, 3.6 %,
0.5 %, and 6.6 %, respectively, compared to ERA5 in the
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HPP. This suggests that iAMAS performs comparably to, and
in some cases better than, ERA5 in representing 2 m tempera-
ture. On the other hand, when compared to U120km, U60km
shows a moderate reduction in temperature errors across this
flat terrain (i.e., HPP). However, further increases in hori-
zontal resolution from U60km to V16km (or V4km) result in
minimal reductions in temperature RMSE.

In summary, a grid resolution of 4 km or finer is recom-
mended for iAMAS to simulate 2 m temperatures in complex
terrain (i.e., RTM) in Antarctica, while a resolution of 60 km
seems to be adequate for flat terrain (i.e., HPP).

3.1.2 Surface pressure

The evaluation of surface pressure is presented in Fig. 5. The
four rightmost columns indicate that discrepancies between
iAMAS and ERA5 decrease with increasing iAMAS grid
resolution. The iAMAS pressure simulations exhibit posi-
tive biases over the escarpment region and negative biases
along the coast, with these biases being more pronounced for
U120km compared to ERA5. This discrepancy may be due
to the coarse grid of the iAMAS model that spatially smooths
the topography, resulting in mismatched elevations between
iAMAS and ERA5 grid points because the elevation biases
(iAMAS minus ERA5) are found to be negative over the es-
carpment region and positive along the coast (not shown).

When comparing iAMAS simulations with AWS measure-
ments within the RTM region with complex terrain, the pres-
sure biases for different grid resolutions all exhibit seasonal
variations. Specifically, there is a smallest pressure bias in
January (indicated by smaller triangles in Fig. 5) and a largest
bias in July (indicated by larger triangles in Fig. 5) over the
RTM region. In contrast, the HPP region does not show sig-
nificant seasonal variations in pressure bias. For example,
at Dome F (−77.31° S, 39.71° E) and Dome C in the HPP,
the biases at Dome F remain negative (−0.32 to −1.30 hPa)
across all months, while Dome C consistently exhibits pos-
itive biases (2.36–3.79 hPa). Notably, the spatial distribution
of iAMAS pressure biases at four grid resolutions over HPP
closely resembles that of ERA5, suggesting that the surface
pressure bias in iAMAS over the flat terrain (i.e., HPP) may
be attributed to its initial condition (which here is ERA5).

Table 4 presents the performance of iAMAS in simulating
surface pressure. The RMSE and BIAS presented in Table 4
were calculated using adjusted pressure, applying the hypso-
metric relationship to reduce biases arising from height dif-
ferences between the surface grids of the models (iAMAS
and ERA5) and the AWS sensors. This adjustment strategy
has effectively reduced the pressure bias. For instance, the
pressure RMSE of U120km within the RTM region in Jan-
uary is 20.48 hPa without using the hypsometric relationship,
whereas the RMSE for the adjusted pressure is only 2.41 hPa.

Table 4 demonstrates that the surface pressure of ERA5 is
closer to the AWS observations, showing smaller RMSE val-
ues than iAMAS. This is expected because ERA5 is an anal-

ysis product that assimilates AWS observations. In contrast,
iAMAS operates as a forecast model: it starts from initial
conditions (i.e., ERA5) at the first time step and, as a global
model, does not require boundary conditions during the run.
Consequently, its forecasts may drift away from the initial
conditions over time.

In the RTM region, a finer resolution is essential, as
the pressure RMSE decreases from U120km (RMSE: 8.29–
2.41 hPa) to V4km (RMSE: 4.84–2.14 hPa). In contrast, for
the HPP, Table 4 indicates that a 60 km grid resolution is suf-
ficient for iAMAS to simulate pressure, as further increases
in grid resolution yield minimal improvements.

3.1.3 2 m specific humidity

Figure 6 illustrates the biases in 2 m specific humidity. In
the HPP region, ERA5 predominantly exhibits wet biases
throughout the year. In contrast, all four iAMAS experiments
at various resolutions show clear seasonal variations over
the HPP region. Dry biases are more pronounced during the
warmer months of January and October, while wet biases be-
come more prominent during the colder months of April and
July. It is worth noting that measuring atmospheric moisture
content at low air temperatures is challenging due to the ex-
tremely small amounts of water vapor present. Lazzara et al.
(2012) also noted that humidity measurement errors tend to
increase under low-temperature conditions.

Table 5 presents the RMSE and BIAS for 2 m specific hu-
midity. In the RTM region, iAMAS specific humidity values
at various resolutions are consistently drier than those from
AWS, e.g., BIAS values for U120km ranging from −0.0009
to −0.2404 gkg−1. Similar dry biases were also noted in
AMPS simulations (Wille et al., 2016), which suggested that
this underestimation may arise from the Noah LSM, which is
also used by iAMAS in this study. The Noah LSM does not
account for sublimation from drifting and blowing snow near
the surface. Furthermore, the magnitudes of underestimation
in iAMAS simulations at various resolutions are all greater
during the warm months than in the cold months within the
RTM region. Notably, increasing the grid resolution from
U120km (RMSE: 0.1853–0.5786 gkg−1) to V4km (RMSE:
0.1613–0.4601 gkg−1) can reduce humidity errors over the
RTM region. In the HPP region, increasing the iAMAS grid
resolution does not significantly improve specific humidity
simulations.

Spatially, the RTM region, characterized by lower alti-
tudes, experiences warmer air compared to the HPP. The iA-
MAS simulations exhibit more pronounced dry biases in the
RTM than in the HPP. Temporally, dry biases are more sig-
nificant during the warm months than in the cold months. In
summary, iAMAS appears to underestimate specific humid-
ity in warmer conditions.
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Figure 5. Same as Fig. 3 but for surface pressure (Ps [hPa]). Number of stations: 42 (January), 46 (April), 44 (July), and 48 (October).

Table 4. Monthly RMSE (BIAS in parentheses) of the surface pressure for ERA5 and iAMAS compared with AWS. The unit is hPa. Number
of stations within RTM: 22 (January), 24 (April), 24 (July), and 24 (October). Number of stations within HPP: 8 (January), 8 (April), 6 (July),
and 8 (October).

Region (month) ERA5 U120km U60km V16km V4km

RTM (January) 0.70 (0.44) 2.41 (−0.26) 2.74 (−0.29) 2.20 (0.01) 2.14 (0.43)
RTM (April) 1.12 (0.60) 6.42 (−2.50) 6.27 (−2.03) 4.11 (−0.84) 3.18 (−0.02)
RTM (July) 1.47 (0.82) 8.29 (−5.83) 7.32 (−5.03) 5.62 (−3.48) 4.84 (−2.29)
RTM (October) 1.39 (1.14) 5.28 (−2.69) 4.84 (−1.51) 4.15 (−1.38) 3.26 (−0.58)
HPP (January) 2.11 (−1.12) 2.60 (−1.21) 2.50 (−1.08) 2.59 (−1.16) 2.57 (−1.08)
HPP (April) 1.75 (−0.28) 3.44 (−0.09) 3.20 (0.00) 3.43 (−0.79) 3.01 (−1.49)
HPP (July) 0.96 (−0.27) 4.65 (−1.94) 4.19 (−2.10) 4.46 (−2.37) 4.37 (−2.45)
HPP (October) 2.03 (−0.45) 3.10 (−0.86) 3.05 (−1.10) 3.03 (−1.35) 3.13 (−1.28)

3.1.4 3 m wind speed

Persistent katabatic winds are a distinctive meteorological
phenomenon over the Antarctic plateau. This is evident from
the ERA5 3 m wind speed data shown in the first column of
Fig. 7, which illustrates an increase in wind speed from the
summit of the inland plateau to the escarpment region, where
katabatic winds prevail over the escarpment region with steep
surface (Parish and Cassano, 2001; Ma et al., 2010; Rinke
et al., 2012). Figure 7 indicates that iAMAS at various reso-
lutions always reproduces stronger wind speeds than ERA5
over complex terrain, particularly just inland from the coast

and the Transantarctic Mountains. The iAMAS simulations
with higher grid resolutions show a reduction in such pos-
itive wind bias. As grid resolution increases, iAMAS bet-
ter resolves the complex terrain, enhancing the blocking/bar-
rier effect of rough underlying terrain on the near-surface
wind field flow (similar to Argentini and Mastrantonio, 1994;
O’Connor and Bromwich, 1988), which subsequently leads
to decreased wind speeds in the iAMAS simulations. Sim-
ilarly, Bromwich et al. (2005) compared the AMPS 10 and
3.3 km resolution MM simulation domains and found that the
higher-resolution (3.3 km) domain provides a more accurate
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Figure 6. Same as Fig. 3 but for 2 m specific humidity (Q2 [gkg−1]). Number of stations: 32 (January), 34 (April), 35 (July), and 35
(October).

Table 5. Monthly RMSE (BIAS in parentheses) of the 2 m specific humidity for ERA5 and iAMAS compared with AWS. The unit is gkg−1.
Number of stations within RTM: 20 (January), 21 (April), 21 (July), and 20 (October). Number of stations within HPP: 5 (January), 5 (April),
4 (July), and 5 (October).

Region (month) ERA5 U120km U60km V16km V4km

RTM (January) 0.4133 (−0.0267) 0.5786 (−0.2404) 0.5470 (−0.1992) 0.4961 (−0.1381) 0.4601 (−0.1007)
RTM (April) 0.1333 (−0.0064) 0.1853 (−0.0068) 0.1864 (−0.0263) 0.1716 (−0.0426) 0.1613 (−0.0467)
RTM (July) 0.1081 (−0.0047) 0.2242 (−0.0009) 0.1768 (−0.0226) 0.1724 (−0.0310) 0.1681 (−0.0148)
RTM (October) 0.1674 (−0.0537) 0.3352 (−0.1396) 0.3468 (−0.1004) 0.2866 (−0.0862) 0.2911 (−0.0758)
HPP (January) 0.1051 (−0.0054) 0.3148 (−0.2346) 0.3368 (−0.2350) 0.3067 (−0.2188) 0.3090 (−0.2292)
HPP (April) 0.0275 (0.0216) 0.0306 (0.0016) 0.0180 (0.0017) 0.0154 (0.0018) 0.0180 (0.0027)
HPP (July) 0.0083 (0.0053) 0.0211 (0.0004) 0.0184 (0.0011) 0.0151 (0.0018) 0.0152 (0.0016)
HPP (October) 0.0251 (0.0142) 0.0482 (−0.0250) 0.0442 (−0.0221) 0.0491 (−0.0213) 0.0468 (−0.0200)

depiction of near-surface winds; they argued that the positive
bias in wind speed is partly due to topographic smoothing.

Table 6 shows that the wind speed performance of iA-
MAS declines during the colder months (April and July).
Powers and Manning (2017) also observed that wind speed
simulations exhibit a similar performance decline in Antarc-
tic winter, with the near-surface wind speed RMSE in East
Antarctica for WRF (MPAS) being 1.45 ms−1 (1.41 ms−1)
for December–January and 2.49 ms−1 (1.93 ms−1) for July–
August. In addition, Xue et al. (2022) conducted Polar WRF
simulations and reported that the RMSE for 10 m wind speed

is higher in July–August (4.20 ms−1) than in December–
February (3.20 ms−1). Reanalysis data are typically used as
lateral boundary conditions for atmospheric models. Four re-
analyses (ERA5, ERA-Interim, CFSR, and MERRA-2) con-
sistently show degraded performance in reconstructing near-
surface wind speeds during the Antarctic winter compared
to summer (see Table 6 in this study; Xue et al., 2022; Gos-
sart et al., 2019). These findings suggest that errors in near-
surface wind speed simulations using both iAMAS and WRF
may be partially attributed to deficiencies in their reanalysis-
based boundary conditions.
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Figure 7. Same as Fig. 3 but for 3 m wind speed (U3 [ms−1]). Number of stations: 41 (January), 42 (April), 41 (July), and 47 (October).

Table 6. Monthly RMSE (BIAS in parentheses) of the 3 m wind speed for ERA5 and iAMAS compared with AWS. The unit is ms−1.
Number of stations within RTM: 23 (January), 24 (April), 24 (July), and 26 (October). Number of stations within HPP: 8 (January), 8
(April), 6 (July), and 8 (October).

Region (month) ERA5 U120km U60km V16km V4km

RTM (January) 1.98 (−0.55) 2.75 (0.33) 2.91 (0.02) 2.52 (−0.34) 2.53 (−0.35)
RTM (April) 2.87 (−0.28) 4.66 (2.24) 3.65 (1.54) 3.13 (0.70) 3.00 (0.68)
RTM (July) 3.13 (−0.63) 5.25 (2.61) 5.01 (0.86) 4.12 (0.25) 4.25 (0.13)
RTM (October) 2.85 (−0.84) 3.97 (2.08) 3.47 (0.30) 3.46 (−0.17) 3.00 (−0.25)
HPP (January) 1.26 (0.78) 1.59 (−0.03) 1.40 (0.18) 1.36 (0.41) 1.38 (0.38)
HPP (April) 1.90 (1.40) 2.05 (0.89) 1.89 (0.82) 1.91 (1.05) 1.77 (0.97)
HPP (July) 2.03 (1.30) 2.03 (0.59) 1.94 (0.12) 2.01 (0.79) 1.95 (0.58)
HPP (October) 1.52 (0.96) 1.98 (0.01) 1.96 (0.07) 2.01 (0.30) 1.93 (0.25)

In the context of complex terrain (i.e., RTM), Table 6
demonstrates that increasing the iAMAS grid resolution en-
hances wind speed simulations. The RMSE for wind speed
has decreased from U120km (RMSE: 2.75–5.25 ms−1) to
V4km (RMSE: 2.53–4.25 ms−1). Notably, U120km tends to
overestimate wind speeds (BIAS: 0.33–2.61 ms−1), whereas
the high-resolution iAMAS simulations (e.g., V4km with
a BIAS of −0.35 to 0.68 ms−1) indicate a smaller wind
speed positive bias. As previously discussed, the barrier ef-
fect of mountains becomes more pronounced with a higher-
resolution grid, leading to a decrease in wind speed.

Over the HPP region with flat terrain, Table 6 shows that
the performance of iAMAS in simulating wind speed is
comparable to that of ERA5. For example, the RMSE for
U120km (RMSE: 1.59–2.05 ms−1) is quite close to that of
ERA5 (RMSE: 1.26–2.03 ms−1). In such flat regions, there
is little difference in the RMSE statistics between the four
iAMAS experiments with different grid resolutions. Once
again, the results suggest that increasing model grid resolu-
tion over flat regions in Antarctica is not critically necessary.
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3.2 Upper atmospheric fields

The iAMAS simulations were evaluated against radiosonde
measurements from three sites (MM, SP, and DC) to assess
their performance in the upper atmosphere over the Antarctic
continent. To ensure robust results, data corresponding to al-
titudes reached by radiosondes fewer than 5 times per month
were excluded. ERA5 data, used as the initial conditions for
iAMAS, were also utilized for site analyses of upper-air me-
teorological fields. Observations and simulations from four
months (January, April, July, and October 2015), consistent
with the surface-layer analyses (Sect. 3.1), were collected.

The extracted model results (iAMAS and ERA5) for com-
parison were derived from the nearest grid points to the bal-
loon launch sites. Balloons drifted significantly (by tens of
kilometers) due to stronger winds in the stratosphere, which
may increase the distance between the model grid point
and the balloon, causing potential meteorological deviations.
However, the stratosphere is generally stable, and we found
that the meteorological fields within this layer from iAMAS
varied slightly between the balloon launch and explosion lo-
cations (not shown). In contrast, the troposphere, especially
near the ground, is relatively unstable, leading to substan-
tial spatial variability in meteorological fields. Thus, using
the nearest model grid to the ground-launching position may
be more appropriate for analyzing the model’s performance.
Additionally, time differences greater than 2 hours between
model data (ERA5 and iAMAS) and radiosonde measure-
ments were excluded from the comparison. Finally, both ra-
diosonde measurements and ERA5 reanalysis data were lin-
early interpolated to the height of the iAMAS grid for each
site.

3.2.1 Upper-air temperature

The monthly median differences in temperature profiles be-
tween the models (ERA5 and iAMAS) and radiosonde mea-
surements above ground level (AGL) are illustrated in Fig. 8.
The absence of values in the upper atmosphere for July sug-
gests that the radiosonde balloons do not ascend as high as
in other months, likely due to the fragility of the balloon’s
elastic material in colder seasons, which makes them more
prone to explosion (Hagelin et al., 2008).

Near the ground at MM, both U120km and U60km ex-
hibit a clear tendency to increase negative biases very close
to the surface, potentially resulting in more pronounced sur-
face temperature inversions. Here, we defined the inversion
intensity as the temperature gradient between the second
grid (76.6 m) and the first grid (23.5 m) a.g.l. The results for
April indicate that U120km (22.1 Kkm−1) exhibits stronger
temperature inversions compared to the radiosonde measure-
ments (2.9 Kkm−1). This model error, characterized by over-
estimated temperature inversions, was also observed in the
AMPS simulations (Silber et al., 2019), which attributes
this error to the model’s underestimation of surface down-

welling longwave radiation. Encouragingly, a comparison of
the rightmost four columns in Fig. 8 shows that increasing
grid resolution can reduce the bias in the iAMAS simulated
near-ground temperature at MM.

Significant temperature deviations have been observed at
high altitudes in the iAMAS simulations, particularly in Oc-
tober, with a cold bias exceeding 10 °C at 20 kma.g.l. (see
Fig. 8). The temperature deviations between ERA5 and ra-
diosonde observations are smaller than those of iAMAS. It is
important to note that ERA5 is an analysis product that as-
similates radiosonde observations, whereas iAMAS operates
as a forecast model whose forecasts may drift away from its
initial conditions (i.e., ERA5).

These high-altitude temperature deviations have been
identified across different grid resolutions. Additionally, sig-
nificant cold biases at such altitudes during this period have
also been reported in AMPS simulations (Yang et al., 2023a).
The model lids for both iAMAS and AMPS are set at ap-
proximately 10 hPa, classifying them as low-top models. In
contrast, high-top atmospheric models, with a model top at
or above 1 hPa, have been shown to produce more accurate
simulations of winds and temperatures, as demonstrated by
global atmospheric modeling evaluations (Lawrence et al.,
2022; Zhao et al., 2016). Regarding polar simulation stud-
ies, the Whole Atmosphere Community Climate Model – a
high-top model – exhibits improvements over the low-top
version of the Community Atmosphere Model (CAM; Get-
telman et al., 2019). In addition, for the Southern Hemi-
sphere polar vortex final warming date, ensembles of high-
top models from the fifth Coupled Model Intercomparison
Project (CMIP5) show better agreement with reanalysis data
than low-top ensembles (Wilcox and Charlton-Perez, 2013).
Thus, employing a high-top model may enhance the accuracy
of stratospheric simulations in Antarctica. In addition, the
cold biases observed above approximately 15 km may also
be attributed to the fact that the iAMAS model used in this
study does not explicitly consider stratospheric ozone con-
centrations and their effects on radiation.

Figure 8 shows that the higher temperature biases are pro-
nounced at both the lower and upper atmospheric levels.
Xue et al. (2022) reported similar findings; for example,
in July, they found that the temperature bias (Polar WRF–
Observation) is −0.85 °C at 975 hPa and 0.11 °C at 100 hPa,
while it is only 0.04 °C at 600 hPa. Their results indicate that
temperature variability is greater near the surface and upper
levels, with a broader temperature spread observed in these
regions.

Figure 8 illustrates that discrepancies between iAMAS
simulations with different grid resolutions primarily occur
in the lower troposphere. Then, the temperature RMSE and
BIAS for the 0–5 km altitude range are presented in Table 7.
Additionally, temperature (as well as pressure, specific hu-
midity, and wind speed; to be discussed later) statistics for
the 5–15 and 15–25 km ranges are included in Table S1–
S8 in the Supplement for readers interested in high-altitude
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Figure 8. The first column displays the monthly medians of radiosonde-measured temperature (T [°C]) profiles. The five rightmost columns
present the monthly median temperature biases (1T [°C]) for ERA5 and iAMAS (U120km, U60km, V16km, and V4km) compared to
radiosonde measurements. The shading represents the standard error.

simulation performance. The statistics for the 5–15 and 15–
25 km ranges indicates that the iAMAS simulation perfor-
mance is similar for different-resolution meshes. The BIAS
values in Table 7 for all iAMAS simulations with various
resolutions at the MM site are negative, indicating a cold
bias for each month in this coastal region, consistent with the
surface-layer statistics (see RTM in Table 3). V4km (RMSE:
1.55–3.41 °C) demonstrates a superior representation of tem-
perature at the MM site compared to U120km (RMSE: 3.29–
5.72 °C), highlighting the importance of increasing grid res-
olution in coastal areas.

In the relatively flat region of central East Antarctica,
which includes SP and DC, the representation of tempera-
ture at 0–5 km does not improve with higher-resolution iA-
MAS simulations across all months. For instance, in Jan-
uary, U60km (RMSE: 2.20 °C) performs slightly worse than
U120km (RMSE: 1.89 °C) at SP, while in July, the tem-
perature RMSE at SP moderately decreases from U120km
(RMSE: 3.27 °C) to U60km (RMSE: 2.82 °C). Overall, there
is little difference in the simulation results across the vari-
ous iAMAS resolutions in these flat regions. It is noteworthy
that during the colder months (April and October), the per-

formance of iAMAS simulations can be comparable to, and
occasionally better than, ERA5 at SP and DC. For example,
in April, the temperature RMSE for U120km is 2.32 °C at
SP, which is lower than that of ERA5 (RMSE: 3.48 °C).

Overall, the temperature profile statistics exhibit a per-
formance similar to those of the surface-layer evaluation
(Sect. 3.1.1), indicating that high-resolution grids for iA-
MAS should be employed in complex terrain. On the other
hand, the V4km configuration incorporates regional mesh re-
finement over RTM, as opposed to the broader refinement
applied across the entire Antarctic continent in the V16km
configuration. Notably, V4km (last column in Table 7) per-
forms better than V16km (second-to-last column in Table 7),
suggesting that variable-resolution refinement should specif-
ically focus on complex terrain to optimize computational
efficiency.

3.2.2 Upper-air pressure

Figure 9 illustrates the statistical analysis of pressure biases.
ERA5 displays a positive pressure deviation at all three sites,
with a particularly notable deviation at the DC site.
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Table 7. Monthly RMSE (BIAS in parentheses) of the 0–5 km temperature (°C) for ERA5 and iAMAS compared with radiosondes.

Site (month) ERA5 U120km U60km V16km V4km

MM (January) 0.88 (−0.39) 3.29 (−1.36) 2.94 (−1.59) 1.72 (−0.69) 1.55 (−0.65)
MM (April) 1.77 (0.14) 5.16 (−0.53) 4.05 (−0.70) 3.49 (−0.39) 3.32 (−0.61)
MM (July) 1.62 (−0.07) 5.72 (−0.98) 4.62 (−1.16) 3.05 (−1.08) 3.41 (−1.06)
MM (October) 1.27 (−0.20) 4.63 (−0.81) 4.01 (−1.04) 2.72 (−0.32) 2.36 (−0.19)
SP (January) 1.05 (−0.01) 1.89 (−0.18) 2.20 (0.53) 2.25 (0.55) 2.16 (0.53)
SP (April) 3.48 (−0.01) 2.32 (−0.73) 2.42 (−0.23) 2.48 (−0.24) 2.46 (−0.20)
SP (July) 3.84 (0.00) 3.27 (−1.08) 2.82 (−0.47) 2.74 (−0.38) 2.62 (−0.38)
SP (October) 2.79 (−0.11) 2.73 (−1.13) 2.60 (−0.53) 2.57 (−0.38) 2.46 (−0.40)
DC (January) 1.39 (0.03) 1.77 (0.02) 1.74 (0.01) 1.79 (0.04) 1.81 (0.04)
DC (April) 2.26 (−0.05) 2.57 (0.06) 2.37 (0.09) 2.20 (−0.04) 2.27 (−0.03)
DC (July) 3.15 (−0.15) 3.81 (−0.80) 3.16 (−0.30) 3.20 (−0.45) 3.12 (−0.32)
DC (October) 2.05 (−0.04) 2.71 (0.41) 2.22 (0.27) 1.87 (0.13) 1.75 (0.12)

Figure 9. Same as Fig. 8 but for the pressure (P [hPa]) profile.

The discrepancies between all iAMAS simulations at var-
ious resolutions and radiosonde measurements exhibit mini-
mal seasonal variation; the pressure biases at MM are consis-
tently negative across all months, while the biases at DC are
predominantly positive. The pressure bias at MM has signifi-
cantly decreased from U120km to V4km (refer to the four
rightmost columns of Fig. 9). This improvement is likely
because high-resolution iAMAS can resolve terrain height

more accurately, thus providing a better representation of
pressure, as atmospheric pressure is strongly related to al-
titude. We observed that the actual altitude for launching the
balloon at MM is 10 m. The model surface elevation of V4km
(2 m) is considerably closer to the terrain height of MM com-
pared to U120km (110 m; significant overestimation); thus,
V4km yields a more accurate pressure profile.
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To align with the height range of temperature statistics
(Sect. 3.2.1), pressure errors within the 0–5 km altitude range
have also been calculated, as detailed in Table 8. The pressure
RMSE over complex terrain (i.e., MM) exhibits a substantial
reduction from U120km (RMSE: 7.78–2.30 hPa) to V4km
(RMSE: 4.15–1.45 hPa). As noted previously, U120km sig-
nificantly overestimates the terrain height at MM; atmo-
spheric pressure typically decreases with increasing altitude,
which accounts for the negative pressure bias in U120km
simulations at MM (BIAS: −0.97 to −5.90 hPa) shown in
Table 8. In contrast, for SP and DC over flat regions, the in-
crease in grid resolution for iAMAS does not result in a sig-
nificant decrease in pressure RMSE as observed at the MM
site. This is because the accuracy of terrain height over the
flat region can be satisfactorily resolved by iAMAS even with
a coarse mesh.

The performances of geopotential height simulations are
presented in Fig. S3 and Table S9. Figure S3 shows that
ERA5 exhibits overall positive geopotential height deviation
at all three sites, with a particularly pronounced deviation at
the DC site. At MM, the geopotential height biases are con-
sistently negative across all months except near the model
top, while those at DC are predominantly positive. Table S9
presents a statistical evaluation of the 500 hPa geopotential
height, indicating that iAMAS performs better in simulat-
ing geopotential height during warmer months (e.g., Jan-
uary) than in colder months (e.g., July), which is consistent
with the results of Polar WRF simulations over Antarctica
reported by Xue et al. (2022).

3.2.3 Upper-air specific humidity

Figure 10 demonstrates that the specific humidity bias curve
for all iAMAS experiments at various resolutions closely re-
sembles that of ERA5. Therefore, the specific humidity bias
in the upper air for iAMAS may be partly attributed to its
initial conditions generated by ERA5. Comparisons of iA-
MAS simulations across different grid resolutions (see the
four rightmost columns in Fig. 10) indicate that the specific
humidity bias profile at MM is more significantly influenced
by grid resolution, while the shape of the bias profile at SP
and DC shows minimal sensitivity to horizontal resolution. It
seems that grid resolution has a negligible impact on specific
humidity over the flat regions represented by SP and DC,
which is similar to surface-layer specific humidity analyses
(Sect. 3.1.3). In October, Fig. 10 shows the underestimation
of specific humidity in the stratosphere, which may be due to
the cold bias (see Fig. 8) in the stratosphere and corresponds
to the underestimation of atmospheric water vapor capacity.

Table 9 summarizes the statistics on RMSE and BIAS de-
rived from specific humidity measurements within the 0–
5 km altitude range. ERA5 generally overestimates the spe-
cific humidity, with BIAS values at the three sites vary-
ing from 0.0212 to 0.0839 gkg−1. All four iAMAS experi-
ments at various resolutions overestimate the specific humid-

ity. The comparison of iAMAS simulations at different res-
olutions presented in Table 9 reveals that specific humidity
simulations at MM, which features complex terrain, improve
with finer iAMAS grid resolution, as RMSE decreases from
U120km (RMSE: 0.1784–0.4625 gkg−1) to V4km (RMSE:
0.1215–0.3558 gkg−1). However, in flat regions (i.e., SP and
DC), specific humidity RMSE shows a negligible reduction
with finer iAMAS grid resolution.

Snow formation is closely related to humidity. Compar-
ing ERA5 snowfall with iAMAS simulations shows that in-
creasing the iAMAS grid resolution reduces snowfall over-
estimations over the complex terrain of West Antarctica (see
Fig. S2).

In summary, high-resolution grids enhance simulation ac-
curacy for specific humidity profiles in complex terrain but
are not significant in flat terrain.

3.2.4 Upper-air wind speed

ERA5 data for wind speed exhibit polar singularity
issues. According to the ERA5 Climate Data Store
(CDS: https://confluence.ecmwf.int/pages/viewpage.action?
pageId=129134800, last access: 30 April 2025), at the poles
(i.e., at 90° N and 90° S), the U and V components of the
wind are significantly underestimated. This problem arose
from the way winds were derived from vorticity and di-
vergence in the spherical harmonics representation (the na-
tive model format) when interpolated onto a regular latitude-
longitude grid in the CDS. Currently, it is not anticipated that
this issue will be resolved. As recommended by the ERA5
CDS, data from grid points at a latitude of 89.75° S are used
to represent the wind speed at the SP to avoid the polar sin-
gularity issues.

Concerning the 3 m wind speed (Sect. 3.1.4), the ERA5
data at the SP do not exhibit significant underestimation
when compared to the AWS measurements. This is because
the two AWS sites (HEN: 89.02° S, 1.03° W; NIC: 89.00° S,
89.67° W) at the South Pole are not located exactly at the po-
lar grid center (90° S), thereby avoiding the polar singularity
problem.

The biases for the wind speed profile are displayed in
Fig. 11. The wind speed bias for ERA5 is generally below
1 ms−1 across a large portion of the atmosphere (see the sec-
ond column in Fig. 11). The wind speed simulated by all four
iAMAS experiments with various resolutions at the SP seems
unaffected by the ERA5 initialized field at 90° S and yields
overall reasonable results. This may be attributed to the lim-
ited influence of a single grid point (i.e., the point at 90° S,
0° E) on the iAMAS simulations.

In October, Fig. 11 shows an underestimation of wind
speed in the stratosphere, which corresponds to the underes-
timation of temperature in the same region (see Fig. 8). This
suggests that iAMAS may overestimate the extent of the low-
temperature region surrounding the Antarctic vortex, leading
to a simulated northerly shift of the strong wind belt asso-
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Table 8. Monthly RMSE (BIAS in parentheses) of the 0–5 km pressure (hPa) for ERA5 and iAMAS compared with radiosondes.

Site (month) ERA5 U120km U60km V16km V4km

MM (January) 0.81 (0.63) 2.30 (−0.97) 2.16 (−0.98) 1.42 (−0.06) 1.45 (0.38)
MM (April) 0.95 (0.71) 5.81 (−3.94) 5.04 (−3.46) 2.44 (−1.12) 1.86 (−0.26)
MM (July) 1.08 (0.75) 7.78 (−5.90) 7.15 (−5.29) 4.79 (−2.78) 4.15 (−2.11)
MM (October) 1.34 (0.98) 5.47 (−3.73) 5.27 (−3.36) 3.06 (−1.25) 2.11 (−0.16)
SP (January) 0.63 (0.20) 2.02 (0.80) 1.59 (0.54) 1.45 (0.43) 1.48 (0.40)
SP (April) 1.36 (1.13) 2.45 (1.06) 2.64 (0.96) 2.48 (0.33) 2.12 (0.42)
SP (July) 1.43 (1.23) 3.52 (−0.25) 2.90 (−0.13) 2.40 (−0.50) 2.29 (−0.52)
SP (October) 1.23 (0.66) 3.08 (0.90) 3.36 (0.71) 2.49 (0.56) 2.07 (0.32)
DC (January) 3.18 (3.10) 4.08 (3.19) 3.61 (3.14) 3.69 (3.21) 3.61 (3.14)
DC (April) 4.13 (3.97) 5.12 (3.29) 4.28 (3.09) 3.66 (2.92) 3.80 (2.96)
DC (July) 7.61 (3.91) 8.33 (0.63) 7.95 (2.12) 8.11 (1.84) 8.00 (1.81)
DC (October) 3.95 (3.81) 5.84 (4.71) 5.00 (4.52) 4.25 (3.88) 3.97 (3.72)

Figure 10. Same as Fig. 8 but for the specific humidity (Q [gkg−1]) profile.

ciated with the vortex. As a result, lower wind speeds are
simulated at MM.

Near the surface, iAMAS (specifically with coarse grid
resolution, e.g., U120km) tends to simulate stronger wind
speeds at MM. MM is located within the RTM region; this
positive bias in wind speed over such complex terrain is
consistent with the surface-layer analyses (Sect. 3.1.4). In
the stratosphere, larger wind speed deviations have been ob-

served in the iAMAS simulations across different grid res-
olutions, particularly in April, July, and October. The high-
altitude wind speed biases may also be partly attributed to the
limitations of the low-top version of the iAMAS model used
in this study. This study primarily focuses on tropospheric
simulations, which appear to be more sensitive to model grid
resolution, while research on high-altitude stratospheric sim-
ulations is currently ongoing.
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Table 9. Monthly RMSE (BIAS in parentheses) of the 0–5 km specific humidity (gkg−1) for ERA5 and iAMAS compared with radiosondes.

Site (month) ERA5 U120km U60km V16km V4km

MM (January) 0.2899 (0.0838) 0.4625 (0.0209) 0.4532 (0.0370) 0.3373 (0.1080) 0.3558 (0.1268)
MM (April) 0.1220 (0.0645) 0.2214 (0.0244) 0.1864 (0.0169) 0.1632 (0.0457) 0.1554 (0.0354)
MM (July) 0.0931 (0.0387) 0.1784 (0.0163) 0.1485 (0.0055) 0.1083 (0.0144) 0.1215 (0.0301)
MM (October) 0.1390 (0.0556) 0.3714 (0.0114) 0.3163 (0.0179) 0.2391 (0.0461) 0.2338 (0.0601)
SP (January) 0.1213 (0.0838) 0.1618 (0.0746) 0.1781 (0.0780) 0.1781 (0.0825) 0.1797 (0.0867)
SP (April) 0.0608 (0.0404) 0.0671 (0.0431) 0.0720 (0.0454) 0.0707 (0.0437) 0.0733 (0.0464)
SP (July) 0.0430 (0.0212) 0.0574 (0.0230) 0.0565 (0.0276) 0.0568 (0.0282) 0.0565 (0.0297)
SP (October) 0.0739 (0.0483) 0.0827 (0.0386) 0.0910 (0.0520) 0.0914 (0.0565) 0.0907 (0.0559)
DC (January) 0.1113 (0.0825) 0.1387 (0.0867) 0.1421 (0.0821) 0.1399 (0.0794) 0.1361 (0.0775)
DC (April) 0.0575 (0.0372) 0.0799 (0.0496) 0.0854 (0.0544) 0.0859 (0.0550) 0.0859 (0.0477)
DC (July) 0.0482 (0.0280) 0.0635 (0.0295) 0.0692 (0.0377) 0.0624 (0.0313) 0.0620 (0.0347)
DC (October) 0.0614 (0.0401) 0.0902 (0.0573) 0.0841 (0.0566) 0.0759 (0.0474) 0.0731 (0.0477)

Figure 11. Same as Fig. 8 but for the wind speed (U [ms−1]) profile.

Table 10 demonstrates that the RMSE of wind speed in the
0–5 km range at MM is decreased from U120km (RMSE:
4.30–8.12 ms−1) to V4km (RMSE: 4.00–5.39 ms−1). This
improvement can be attributed primarily to the more rep-
resentative topography of the 4 km domain, as further ev-
idenced by the comparison of 3 m wind speed simulations
with AWS measurements over RTM (Sect. 3.1.4). For DC
and SP in the flat HPP region, Table 10 indicates that

the RMSE of the wind speed simulations shows only mi-
nor variations across different iAMAS grid resolutions. For
instance, at the SP, U60km (RMSE: 3.05–5.10 ms−1) ex-
hibits slight improvements over U120km (RMSE: 3.25–
5.43 ms−1), whereas employing the computationally inten-
sive V4km (RMSE: 2.72–4.32 ms−1) does not significantly
decrease the wind speed RMSE.
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Table 10. Monthly RMSE (BIAS in parentheses) of the 0–5 km wind speed (ms−1) for ERA5 and iAMAS compared with radiosondes.

Site (month) ERA5 U120km U60km V16km V4km

MM (January) 2.90 (−0.73) 4.30 (1.02) 4.53 (1.25) 4.39 (0.49) 4.00 (0.33)
MM (April) 4.09 (−1.38) 7.78 (2.61) 8.97 (4.12) 6.11 (1.73) 4.94 (1.03)
MM (July) 3.94 (−0.95) 8.12 (4.33) 9.89 (5.38) 7.09 (2.63) 5.50 (0.88)
MM (October) 4.63 (−1.17) 8.02 (2.73) 8.16 (2.91) 6.47 (1.72) 5.39 (0.52)
SP (January) 1.78 (−0.21) 3.25 (−0.28) 3.05 (−0.21) 2.71 (−0.27) 2.72 (−0.17)
SP (April) 2.15 (−0.21) 4.22 (−0.17) 4.42 (−0.37) 4.10 (−0.54) 3.97 (−0.55)
SP (July) 2.15 (−0.69) 5.43 (−1.04) 5.10 (−0.98) 4.63 (−0.81) 4.32 (−0.45)
SP (October) 2.09 (−0.38) 4.63 (−0.07) 4.25 (−0.41) 4.37 (−0.48) 4.32 (−0.50)
DC (January) 1.59 (−0.36) 3.22 (−0.43) 2.53 (−0.25) 2.70 (−0.22) 2.69 (−0.26)
DC (April) 1.74 (−0.53) 4.68 (−0.06) 4.05 (−0.30) 4.00 (−0.40) 4.28 (−0.38)
DC (July) 2.29 (−0.34) 4.87 (−0.29) 5.19 (−0.31) 4.20 (0.10) 4.39 (−0.04)
DC (October) 2.05 (−0.46) 4.52 (0.36) 4.84 (0.66) 3.79 (0.66) 3.67 (−0.10)

4 Conclusions and discussions

Measurements from AWS and radiosondes collected on the
Antarctic continent have been employed to assess the per-
formance of an atmospheric model utilizing an unstructured
SCVT mesh. The atmospheric model used in this study is the
iAMAS model, which is equipped with various global mesh
configurations (U120km, U60km, V16km, and V4km). Ad-
ditionally, ERA5 data, serving as initial conditions for the
iAMAS model, are included for comparative purposes. This
study evaluates the performance of the iAMAS model con-
cerning four routine meteorological fields, i.e., temperature,
pressure, specific humidity, and wind speed, from both the
surface layer and the upper air. This study serves as a valu-
able reference for implementing Antarctic simulations using
a global model with an unstructured SCVT mesh.

A series of iAMAS simulations with lead times ranging
from 2 to 5 d were combined to create a continuous time se-
ries for January, April, July, and October of 2015, allowing
for an investigation of the seasonal characteristics of sim-
ulation bias. Two distinct regions, i.e., HPP with flat ter-
rain and RTM with complex terrain, were emphatically an-
alyzed. Performance statistics, including RMSE and BIAS,
were demonstrated, and the underlying causes of model er-
rors were investigated. Possible ways to remedy the simula-
tion errors were discussed.

Regarding the surface layer within the RTM region charac-
terized by complex terrain, the simulation capabilities of the
iAMAS model for surface meteorological fields (2 m temper-
ature, surface pressure, 2 m specific humidity, and 3 m wind
speed) demonstrate improvements as the grid resolution in-
creases from coarse (120 km) to fine (4 km). This trend in-
dicates the necessity of higher grid resolution for accurately
representing the complex topography in Antarctica. Notably,
the simulated 2 m temperature from the U60km and V16km
configurations shows no significant improvement and, in
some instances, even worsens compared to U120km. V4km,
however, shows improvements. This suggests that a grid res-

olution of 4 km, or finer, is required over complex terrain.
All four experiments conducted at various resolutions indi-
cate cold biases at 2 m over RTM; such cold biases have
also been observed in other Antarctic simulations using re-
gional models (e.g., CCLM: Zentek and Heinemann, 2020;
AMPS: Silber et al., 2019). Additionally, surface pressures
are generally underestimated by the coarser resolution sim-
ulations (i.e., U120km and U60km) over RTM, partly due
to an overestimation of terrain height. All four iAMAS ex-
periments at various resolutions exhibit an overall dry bias
when compared to specific humidity measurements taken by
AWS in the RTM region. For 3 m wind speed, positive bi-
ases have decreased from U120km to V4km, likely because
the higher-resolution grid more effectively resolves the com-
plex terrain, making the terrain’s barrier effect on airflow
more pronounced and thus reducing wind speed. The overes-
timated near-surface wind speeds over this region were also
found in AMPS (Bromwich et al., 2005).

In the surface layer over the flat region (i.e., HPP), the
performance of the iAMAS simulations varies only slightly
across different grid resolutions. A grid resolution of 60 km
seems to be sufficient, as further increases in resolution yield
negligible improvements. Notably, all iAMAS experiments
at the four resolutions demonstrate comparable or even supe-
rior performance in simulating temperature and wind speed
relative to ERA5. The spatial distribution of iAMAS pres-
sure biases over HPP resembles that of ERA5, suggesting
that the surface pressure bias in iAMAS over flat terrain may
be attributed to its initial conditions (i.e., ERA5). Regarding
specific humidity at 2 m, iAMAS tends to underestimate hu-
midity in warmer conditions, particularly at low altitudes and
during warm months.

In the upper air at MM within the RTM, the results again
highlight the importance of increasing grid resolution over
this complex terrain. It was found that higher grid resolutions
can reduce iAMAS biases in temperature, pressure, specific
humidity, and wind speed at MM. The U120km and U60km
resolutions exhibit a notable cold bias in close proximity to
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the ground, consistent with the surface layer, which may lead
to more pronounced surface temperature inversions. Regard-
ing pressure bias, both U120km and U60km display a signif-
icant negative bias at MM, partly due to an overestimation of
terrain height. All four iAMAS experiments at various res-
olutions generally overestimate specific humidity within the
troposphere. Near the ground, U120km and U60km generate
stronger wind speeds, whereas V16km and V4km provide an
enhanced depiction of winds.

Given the upper air results for SP and DC over the HPP
region, it is not surprising that the discrepancies in iAMAS
between different grid resolutions are minimal, similar to
the surface-layer statistics observed in such a flat region.
Notably, all iAMAS simulations across various resolutions
demonstrate comparable performance relative to ERA5 in
temperature profile simulations. As for pressure, the iAMAS
model tends to overestimate pressure at the summit (i.e., DC)
of the Antarctic plateau. Analysis of specific humidity bias
statistics reveals that all four iAMAS simulations at various
resolutions are overall wetter than radiosonde measurements
within the troposphere. At the polar grid center (i.e., SP),
ERA5 data at 90° S exhibit a polar singularity issue, char-
acterized by abnormally low wind speed values. The iAMAS
wind speed simulations at SP appear unaffected by the ERA5
underestimation at 90° S and yield overall reasonable results,
likely because the influence of a single grid point is limited
in the iAMAS simulations.

Overall, this study offers insights into the capability of the
iAMAS model to capture meteorological characteristics in
Antarctica, identifying its limitations and proposing potential
improvements for atmospheric modeling with unstructured
meshes in polar regions. Notably, the iAMAS does not show
the polar singularity issue that ERA5 exhibits, which signifi-
cantly underestimates the wind speeds at the polar grid center
(i.e., the South Pole at the latitude of 90° S). Furthermore, all
four iAMAS experiments at various resolutions demonstrate
comparable, and in some cases even superior, performance
to ERA5 in terms of temperature and wind speed in the sur-
face layer across the relatively flat regions of East Antarc-
tica. The iAMAS experiments in complex terrains (near the
Transantarctic Mountains) indicate that refined meshes effec-
tively enhance the simulation of temperature, pressure, spe-
cific humidity, and wind speed for both the surface layer and
the upper atmosphere. In such complex terrain, grid resolu-
tions of 4 km or finer are recommended. Conversely, for flat
regions like the high East Antarctic Plateau, a grid resolution
of 60 km appears sufficient.
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