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Abstract. Mathematical models are an invaluable tool for
understanding marine ecosystems. The performance of these
models is often highly dependent on their parameters.
Traditionally, refining these models has involved a time-
consuming trial-and-error approach to identify model pa-
rameter values that are able to reproduce observations well.
However, as ecosystem models become more complex, this
approach becomes impractical. With advances in comput-
ing power, optimization techniques have emerged as a vi-
able alternative. Nevertheless, these techniques often exhibit
model-specific customization, which limits their broader ap-
plication. In this study, we present a parameterization tool-
box based on the particle swarm optimization (PSO) algo-
rithm, implemented within the Framework for Aquatic Bio-
geochemical Models (FABM). This implementation encap-
sulates the optimizer — that is, the toolbox itself — as a
reusable component, enabling its integration across multiple
models within the framework and thus making it more acces-
sible to the community. The effectiveness of the PSO tool-
box is showcased through its application in a 1D physical—
biogeochemical model (GOTM-ECOSMO E2E), which suc-
cessfully parameterized the Sylt-Rgmg Bight ecosystem.
The toolbox was able to define optimal values for most of
the tuned parameters and to suggest potential ranges for
poorly constrained parameters. In addition, the toolbox un-
covers a number of parameter sets with notable differences in
some parameter values but leading to only minor variations
in biomass and fluxes. Furthermore, by experimenting with

optimization models of varying complexity, the toolbox was
able to define an optimal model for the Sylt—-Rgmg Bight.

1 Introduction

Marine biogeochemical models are valuable tools for hy-
pothesis generation and the acquisition of a mechanistic un-
derstanding of ecosystem functioning. This understanding is
particularly important given the impacts of anthropogenic-
driven climate change and the increasing need to implement
policies and technologies for effective mitigation. To achieve
a comprehensive understanding of ecosystem functioning, it
is essential to use models that are capable of reproducing the
processes relevant to the system as closely as possible to ob-
served data and real-world phenomena. However, obtaining
such optimized models is challenging due to the complex-
ity of the marine ecosystem. Firstly, unlike atmospheric and
hydrodynamic models, which are based on well-established
physical laws such as the Navier—Stokes equations, the gov-
erning equations for marine biogeochemical models remain
incomplete (Fennel et al., 2001; Jones et al., 2010; Schar-
tau et al., 2017). Secondly, the sparse nature of the available
data often makes it difficult to constrain all model parame-
ters (Schartau et al., 2017). Thirdly, to cover the full extent
of the marine ecosystem, a number of simplifications (e.g.,
the use of plankton functional types) are required to reduce
complexity and computational effort. As a result, processes
in marine biogeochemical models are highly dependent on
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parameterization, which in the best case is often based on
empirical studies (Miller, 2009). However, laboratory experi-
ments to define parameters are typically conducted in a single
species under controlled conditions, raising questions about
their applicability to in situ conditions (Fennel et al., 2001).
Where direct empirical determination is not possible, param-
eter optimization has been proposed to overcome these chal-
lenges (Fennel et al., 2001; Dowd, 2011). Although this ap-
proach can help models reproduce observed state variables
and fluxes, its broader purpose is to systematically improve
model skill by finding parameter sets that improve the agree-
ment between model outputs and observations.

Parameter optimization has been used in marine ecosys-
tem modeling to optimize poorly known model parameters
(PrieB} et al., 2013; Falls et al., 2022; Kern et al., 2024). Es-
sentially, optimization is done by fitting the model output to
the observed data through objective tuning of the parameters.
The parameters are varied until the mismatch between the
model outputs and the observed data, often referred to as the
cost function, is minimized (Fennel et al., 2001). A variety
of optimization methods used in marine ecosystem modeling
(e.g., generalized likelihood uncertainty estimation — GLUE,
Beven and Binley, 1992; simulated annealing — SA, Kirk-
patrick et al., 1983; Markov chain Monte Carlo, Metropolis
et al., 1953) have been summarized in Houska (2017). Nu-
merous studies have succeeded in implementing parameter-
ization and its advanced method in marine ecosystem mod-
eling (e.g., Riickelt et al., 2009; PrieB et al., 2011; Reimer,
2019). However, these implementations are often tailored to
specific models or difficult to reuse, requiring much effort to
implement a new parameterization (Hemmings et al., 2015).

In biogeochemical modeling, the Framework for Aquatic
Biogeochemical Models (FABM) is widely used to cou-
ple several physical and ecological models. Many important
hydrodynamic and biogeochemical models are coupled to
FABM (e.g., hydrodynamic models include GOTM, ROMS,
NEMO, MOM, HYCOM, FVCOM, and SCHISM; ecosys-
tem models include ECOSMO, ERSEM, BFM, PISCES —
marine, and WET/PCLake — freshwater). An optimization
method that is compatible with FABM would enable its use
and promote its practice within the community. Therefore,
in this paper, we present a parameterization toolbox that is
compatible with FABM and also introduce an optimization
algorithm (particle swarm optimization, PSO) that is not of-
ten used in biogeochemical models.

We demonstrate the application of the PSO to 1D GOTM-
ECOSMO/ECOSMO E2E in FABM to optimize the model
for the Sylt-Rgmg Bight ecosystem (hereafter the Sylt
ecosystem) using observational data at the Sylt Road. We
chose the Sylt ecosystem as an application because there are
several hypotheses about the dynamics of the Sylt ecosystem,
such as (i) warmer winters leading to shifts from a pelagic to
a more benthic-dominated food web, (ii) enhanced top-down
control during warm winters by predators (e.g., blue mussels,
oysters, razor clams) (Johannes Rick and Sabine Horn, per-
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Figure 1. Particle swarm optimization algorithm. A particle i of
the swarm at time ¢ is characterized by its vector position Z-(t),
its vector velocity U,?(t), and its personal cost P; (t). The swarm at
time ¢ records its best (global) cost 8 (t). The particle i approaches
the global best by first moving parallel to its current velocity vector
(F,? (1)), then parallel to the vector connecting its current position
()_(; (1)) to its personal best (E (1)), and finally parallel to the vector
connecting the current position (Z(t)) to the global best (8 (1)).
The addition of these three vectors from the beginning of the first
vector to the end of the third vector is its new velocity (V; (t+1)).

sonal communication, 2021), and (iii) bare mussel beds and
mussel cultures reducing the standing stock of phytoplankton
but also promoting phytoplankton primary production (As-
mus and Asmus, 1991), which requires a modeling approach
to address.

The structure of the paper is as follows: in the next sec-
tion we describe the PSO algorithm, the cost function used in
the optimization, and the coupled 1D GOTM-ECOSMO and
ECOSMO E2E model configuration and setup. In the third
section, we present the results and discussion of the PSO for
the Sylt ecosystem. Finally we end the paper with some con-
cluding remarks.

2 Data and methods
2.1 Parameterization toolbox

The core of the paper is the implementation of the particle
swarm optimization (PSO) with FABM as the PSO toolbox.
The PSO algorithm has been described well by Poli et al.
(2007) and consequently well reviewed by (Garcia-Gonzalo
and Fernandez-Martinez, 2012) and (Sengupta et al., 2019).
The PSO from Poli et al. (2007) with a boundary condition
adjustment was used to identify parameters of an ecosystem
model in Puget Sound (Nguyen, 2021). The PSO toolbox
presented in this paper is based on the algorithm described
in Nguyen (2021). A brief description of the PSO in plain
language is given below; a full description can be found in
Nguyen (2021).
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Algorithm

Mathematically, the algorithm is presented as in Fig. 1. A
particle i of the swarm at time 7 is characterized by its vec-
tor position Z(t), its vector velocity F,) (), and its personal
cost, P; (t). The swarm at time ¢ records its best (global) cost
8 (t). The movement of particle i from time ¢ to time (¢ + 1)
with velocity V; (4 1) must take into account its current vec-
tor velocity, its personal cost and the global (swarm) cost to
reach position Z-(t + 1) that is closer to the swarm’s best
position. Thus, the particle i moves first parallel to its cur-
rent velocity vector (F,')(t)), then parallel to the vector con-
necting its current position (X;(¢)) to its personal best posi-
tion (ﬁ (1)), and finally parallel to the vector connecting the
current position (Z (#)) to the global best position (80)).
The addition of these three vectors from the beginning of the
first vector to the end of the third vector is its new velocity
(V; (t+1)). Since the new position of particle i is determined
using the previous experience of the particle itself and of the
whole swarm, the new position is considered to be the better
position for particle i to be in. If each particle in the swarm
follows these rules, they will cooperate to find the best posi-
tion in the search space and thus the best possible solution.
The algorithm is implemented as follows.

1. Initialize a population array of particles with random
positions and velocities on D dimensions in the search
space rescaled to the interval (0, 1). The personal costs
of the particles, calculated from the initialized positions
and velocities, are assigned to their pbest.

2. Loop

3. For each particle, evaluate the desired optimization fit-
ness function in D variables.

4. Compare the fitness evaluation of the particle with its
pbest;. If the current value is better than pbest;, then
set pbest; equal to the current value and p; equal to the
current position x; in D-dimensional space.

5. Identify the particle in the population with the best suc-
cess so far, and assign its index to the global variable

Pg-

6. Change the velocity and position of the particle accord-
ing to the following equation (see notes below):

vi < x @i +U0,61) ® (p; — x1) + U (0, $2)
®(pg— X1)) | (1)

X; <X+,

where the following applies.
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— x represents “constriction coefficients” to control
the convergence of the particle,

2
= , 2
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where ¢ = ¢ + ¢ > 4. ¢ is commonly set to 4.1,
and ¢ = ¢o. ¢ and ¢, are often referred to as the
acceleration coefficients, which determine the mag-
nitude of the random forces in the direction of the
personal best (pbest) and the global best (g).

- U(0, ¢;) is a vector of random numbers uniformly
distributed in [0, ¢;] generated randomly at each it-
eration and for each particle.

— ® is a component-wise multiplication.

— Each component of v; is kept within the range
[— Vimax, + Vmax] so that particles do not go out of
their search spaces. The optimal value of Viux is
problem-specific, but no reasonable rule of thumb
is known. For this study, Vipax is half of the maxi-
mum of the search space, or 0.5.

7. If the v(x 4 1) potentially places x (¢t 4 1) outside its de-

fined search space, the out-of-bounds particle must be
carefully repositioned. Imagine a ball (a particle) mov-
ing with velocity v between two walls (search space).
If the ball hits one of the walls, it will bounce back to
a position between the two walls. To represent this, set
the “damping” value, which controls the energy loss of
the bouncing ball, to be something like 0 < 8 =0.8 < 1
(quite close to 1). If the particle crosses the lower bound,
then the particle is repositioned as x(t + 1) =r- - x(¢),
where r is a random number uniformly distributed be-
tween 0 and 1. So the particle has been randomly repo-
sitioned somewhere between its original position and
the lower bound (but the damping ensures that it does
not get too close to its original position). If the parti-
cle crosses the upper bound, then the same bouncing
ball analogy applies, but the repositioning is x (¢ + 1) =
1+7r-B-(x()—1). (Note that this assumes that the
parameter search space has been rescaled to the inter-
val (0, 1)). The velocity of an out-of-bounds particle
should also be reset. The reset velocity vector should
point away from the boundary, towards the original po-
sition x (¢). Sticking with the bouncing ball analogy, the
velocity decreases with the distance bounced from the
ground. So if the new position x (¢ + 1) is far from the
boundary, the velocity will be small. So the velocities
can be rewritten as v(t+1)=(r- B —1) - v(¢), which
works for particles that cross either the upper or lower
boundary.

. When a criterion is met (usually a sufficiently good fit-

ness or a maximum number of iterations), exit the loop.

9. End

Geosci. Model Dev., 18, 2961-2982, 2025
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A common drawback of parameter optimization tech-
niques is that they get trapped in a local minimum. To avoid
this, the particles in the population are periodically per-
turbed after a predefined number of iterations, allowing them
to escape the current local minimum. This perturbation is
achieved by resetting the particles to high velocities, allow-
ing them to jump far from their current positions.

The optimization fitness function. In this study, we use
the Willmott skill score (WSS) (Willmott, 1981) mean abso-
lute error (WSS_MAE, Eq. 3) (Willmott et al., 2012) to eval-
uate the goodness of fit of the model to the data in the PSO.
WSS_MAE ranges from 0-1, with values close to 1 indicat-
ing close agreement between model predictions and observa-
tions.

%Ziivlmi —oil
L3 1=N (jm; — 3] +lo; — )
MAE

1 ~~i=N — —
v 2iz) (Imi —o| + |o; —0l)

WSS_MAE =1 —

3
=1 —_

Here, m is the model output, o is the observation, N is the
number of model-observation pairs, and o is the averaged
observations.

PSO with FABM. The implementation of PSO with
FABM is shown in Fig. 2.

The use of the toolbox requires the input of several pa-
rameters. For example, it is necessary to specify the param-
eters to be calibrated with their respective ranges, the direc-
tory path to the executable file of a biogeochemical (BGC)
model compiled in the Framework for Aquatic Biogeochem-
ical Models (FABM), and the evaluated state variables and
corresponding observations for the calculation of model skill
scores. In addition, the users must specify the number of it-
erations to run the PSO, the population size (i.e., the num-
ber of model evaluations per iteration), and the perturbed
iterations where model parameters were reset to avoid be-
ing trapped in a local minimum. It is essential that the cost
function is adapted to specific requirements. Full details,
including access to the toolbox code, manual, and exam-
ples, can be found in the PSO toolbox repository (https://
codebase.helmholtz.cloud/hoa.nguyen/parameterisation, last
access: 16 May 2025).

2.2 The coupled 1D GOTM-ECOSMO E2E model

GOTM (General Ocean Turbulence Model, https://www.
gotm.net, last access: 15 May 2025) is an open-source com-
munity model of the hydrodynamics and turbulent mixing
processes for coasts, oceans, and lakes (Umlauf et al., 2016).
It is a one-dimensional water column model that can be run in
stand-alone mode or coupled to a 3D circulation model. The
core of the model computes solutions to the one-dimensional
versions of the momentum, salt, and heat transport equations.

ECOSMO (Daewel and Schrum, 2013; Schrum et al.,
2006) is a biogeochemical model. The model is first inte-
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grated into the HAMSOM (HAMburg Shelf Ocean Model)
physical model of the North Sea and Baltic Sea (Schrum,
1997; Schrum and Backhaus, 1999). The biogeochemical
processes in ECOSMO are simulated using 16 state variables
to resolve ecosystem dynamics through a functional group
approach. The model estimates two zooplankton functional
groups; three phytoplankton groups; the nitrogen, phospho-
rus and silicon cycle; oxygen; detritus; biogenic opal; dis-
solved organic matter; and three sediment groups. The model
was used for a multi-decadal long-term simulation and vali-
dated in detail (Daewel and Schrum, 2013, 2017).

ECOSMO E2E (Daewel et al.,, 2019) is an extended
ecosystem model of ECOSMO that includes functional
group formulations for fish and macrobenthos in addition to
the state variables related to nutrients, phytoplankton, zoo-
plankton, and fish. In the original ECOSMO E2E (Daewel
et al., 2019) model, the higher trophic levels included a sin-
gle functional group for fish. However, the current model
code includes two functional groups of fish: pelagic and de-
mersal. In addition, the model now includes macrobenthos,
which are divided into two functional groups: benthic filter
feeders and benthic deposit feeders. The macrobenthos com-
ponent of the model is extended to include filter feeders to
account for the abundant filter-feeding macrobenthos (e.g.,
blue mussels, oyster beds) in the Sylt region (Asmus and As-
mus, 1991; Asmus, 2011). The model parameters subjected
to optimization are given in the Appendix (Table Al).

GOTM and ECOSMO EZ2E are configured and coupled
via FABM using yaml files (gotm.yaml for GOTM and
fabm.yaml for ECOSMO/ECOSMO E2E). The goodness of
fit of the model is then assessed by the Willmott skill score
(WSS) mean absolute error (WSS_MAE, Eq. 3) (Willmott
et al., 2012).

2.3 Model configuration and setup

Study site. The Sylt Road (55.03 N, 8.46E), located in the
Sylt-Rgmg Bight (SRB) to the east of the islands of Sylt
and Rgmg, is one of the large tidal basins of the Wadden
Sea, which lies along the coastal margin of the North Sea.
The SRB is drained by three tidal inlets, the Rgmg Dyb, the
Hgyer Dyb, and the Lister Tief, all three of which meet in
the Lister Ley basin, which is connected to the North Sea
by a narrow opening of 2.6 km between the islands (As-
mus, 2011). Two rivers, Vida and Bredea, flow into the bay
and drain a catchment area of about 1554 km? (1081 and
473 km?, respectively) (Asmus, 2011). Ecological research
on fish and shellfish has been carried out in the SRB since the
early 1930s, and in the 1990s extended ecosystem analyses
were carried out to investigate material and energy flows in
the SRB intertidal zone. While this research has contributed
to our knowledge of Wadden Sea ecosystems, an overall and
common view of the interlinked dynamics of material flows
and the organisms has not yet been achieved (Asmus, 2011).
Two-dimensional hydrodynamic and numerical models de-
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Figure 2. Implementation of the particle swarm optimization (PSO) with FABM. First, the PSO toolbox initializes a set of model evaluations
(M i ..... ) by randomly assigning parameters (Pf _____ ) for each model evaluation in the set (iteration i = 0). The parameter values are
restricted to the range [0, 1]. These parameters are then rescaled to their true ranges before being written to the model’s fabm.yaml file.
The toolbox then calls the executable file of the corresponding model or coupled model from FABM (for this study, GOTM-ECOSMO
was used for demonstration) to run the model setup M. Upon completion of the model runs, the toolbox extracts the model outputs of the

state variables corresponding to the observations (Oi m(v’1 e v]’()). It then calls the cost function to compute the skill score for each
state variable (Ci ,,,,, m(v’i, e v;'{)), identifying the maximum skill score (Cmax) among all model evaluations in the set. The Cax and its
corresponding parameters represent the model that best fits the observations for that iteration. The Cmax and its corresponding parameters
are then used as a reference point to calculate parameters for the set of model scores (M] ) 10 the next iteration. This process is repeated

until the expected skill score (Cg) or the maximum number of iterations is reached.

scribed in the 1990s remained largely limited to abiotic pro-
cesses such as currents and material transport (Stanev et al.,
2003; Kohlmeier and Ebenhoh, 2009). In this study, we pro-
pose a model that describes the coupled dynamics of organ-
isms (or describes the dynamics of ecosystem processes),
which will provide the necessary information and under-
standing to explore the hypotheses previously mentioned in
the Introduction and to provide input to other models such as
Ecopath-Ecosim or the ENA model (Horn et al., 2021a, b) to
investigate ecosystem functioning.

GOTM. We use MERRA-2 (Modern-Era Retrospective
analysis for Research and Applications, Version 2) meteoro-
logical data around the Sylt Road site. The data were down-
loaded from the NASA Goddard Earth Sciences (GES) Data
and Information Services Center (DISC). The meteorological
data include wind speed at 10 m, air pressure, air temperature
at 10 m, humidity at 2 m, and shortwave radiation. The data
were then processed in the GOTM format.

In this study, we did not explicitly validate the GOTM.
Instead, we applied a relaxation scheme to nudge the
modeled temperature and salinity towards the observations
(Fig. 3), ensuring that the simulated hydrographic condi-
tions remained consistent with the measurements. This data-
assimilation-like approach was implemented to provide a dy-
namically constrained and physically realistic environment

https://doi.org/10.5194/gmd-18-2961-2025

for the coupled ecosystem model. The observational dataset,
derived from the long-term Sylt Road monitoring program,
was obtained from PANGAEA (https://www.pangaea.de, last
access: 15 May 2025) and served as a reference to maintain
hydrographic fidelity in the simulations.

ECOSMO and ECOSMO E2E forcings and evaluation.
We use data monitored at Sylt Road (55.03N, 8.46E) for
forcing, boundary conditions, and model evaluation. Specif-
ically, we downloaded available data from https://www.
pangaea.de (last access: 15 May 2025) from 2000-2008
(8 years of data). The weekly sampling dataset includes
surface temperature (°C), salinity (psu), nutrients (nitrate
(NO3, umol L™1), phosphate (PO4, umol L™1), silicate (SiOy,
umol L™1)), turbidity (SPM), chlorophyll a (ugChl aL™1),
and zooplankton (cells per liter). Details of data sampling
methods and quality control are given in Rick et al. (2023).
Data were processed to the model unit (mgCm™> and
mg Chl am™3) and written in the format required by GOTM
and FABM. For zooplankton, the biomass per cell given in
Martens (1975) was used to convert the number of zooplank-
ton per liter to biomass in carbon. Processed data for study
are made available in the “Data availability” section.

Geosci. Model Dev., 18, 2961-2982, 2025
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Figure 3. GOTM outputs for temperature and salinity were nudged toward observational data to ensure realistic physical conditions.

2.4 Model configuration and experimental

parameterization setups

The ECOSMO/ECOSMO E2E model setups were config-
ured by modifying the corresponding fabm.yaml file. We per-
formed six experiments (detailed in Table 1) to demonstrate
the PSO toolbox and to define a model that best describes the
Sylt Road ecosystem. These experiments were conducted for
the period 2000-2004. Probably due to the relatively short
characteristic timescale of the tidally dynamic Sylt-Rgmg
Bight and the initial conditions derived from a stable simula-
tion, the model reached a stable annual cycle within 1 year of
simulation. Therefore, the first year was discarded as a spin-
up period. The remaining 4 years (2001-2004) were used for
evaluation and computation within the PSO algorithm.

In these six experiments, we always parameterized
phytoplankton-related parameters, including growth rates
(muPl, muPs), mortality rates (mPI, mPs), photosynthetic ef-
ficiency (aa), and light extinction (EXw), and gradually in-
creased the number of parameters to be parameterized and
thus the model complexity. Three experiments were carried
out using ECOSMO or excluding the fish and macroben-
thos formulations. In the first experiment, we parameterized
bottom-up processes using six parameters related to nutrients
and light (half-saturation rates and water clarity). In the sec-
ond experiment, we focused exclusively on top-down con-
trol processes and calibrated 13 parameters related to zoo-
plankton (grazing rates, half-saturation rates, mortality rates,
and food reference). The third experiment combined both
bottom-up and top-down processes, with a total of 19 param-
eters. The remaining three experiments included macroben-
thos and fish and transitioned to the ECOSMO E2E model.
In the fourth experiment, we calibrated bottom-up and top-
down processes as in the third experiment (calibration of 19
parameters) but included the macrobenthos component with-
out calibrating it. The fifth experiment followed the fourth
but included a macrobenthos calibration with 35 parameters.
In the sixth experiment, we added a fish component and cal-
ibrated fish parameters, for a total of 65 parameters.

Details of the parameters tuned in each experiment, to-
gether with their corresponding ranges and reference values,

Geosci. Model Dev., 18, 2961-2982, 2025

are given in Tables Al. The reference values were sourced
from Daewel et al. (2019), who applied a three-dimensional
ecosystem to simulate the North Sea and Baltic Sea ecosys-
tems. Since this study uses a one-dimensional model for the
Sylt-Rgmg Bight, where the tidal dynamics are significantly
different from those in the North Sea and Baltic Sea, the ref-
erence values from Daewel et al. (2019) were not expected
to produce simulation results close to optimal. To define the
calibration bounds, the parameter ranges were set to half and
double the reference values. The choice of parameter ranges
in parameterization or optimization studies is often debated
in terms of appropriateness. For studies with a limited num-
ber of parameters, literature reviews provide the most effec-
tive approach to define reasonable parameter ranges (Falls
et al., 2022). However, for studies involving a larger num-
ber of parameters, ranges are typically derived from refer-
ence values (Kern et al., 2024). Given the substantial num-
ber of parameters requiring calibration in this study, we have
adopted the latter approach.

For each PSO configuration, the population size per PSO
iteration increased with the number of calibrated parameters.
In general, the population size was at least twice the number
of calibrated parameters to ensure the efficiency of the algo-
rithm (Poli et al., 2007). Thus, the population size for each
experiment was as follows: experiment 1: 30, experiment 2:
45, experiments 3 and 4: 65, experiment 5: 90, and experi-
ment 6: 150. It should be noted that increasing the number
of calibrated parameters (or the population size required per
iteration) correspondingly increases the computational time
of the PSO run. To avoid being trapped at a local minimum,
the model parameters were perturbed four times, at the 50th,
100th, 150th, and 200th iteration.

https://doi.org/10.5194/gmd-18-2961-2025
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Table 1. Description of the parameterization experiments. Six optimization experiments were conducted in this study to identify the model
that best represents the ecosystem around Sylt Road. Parameters related to phytoplankton growth (parameters 1-4 and 67 as listed in Ta-
ble A1) were calibrated in all six experiments. Experiments 1-3 were run with the ECOSMO model (an NPZD-type model; NPZD: nutrient—
phytoplankton-zooplankton—detritus), while experiments 4-6 were run with the ECOSMO E2E model, which includes macrobenthos and
fish. Experiment 1, named bt, investigated bottom-up control by calibrating parameters related to nutrients and light. Experiment 2, named
tdz, investigated top-down control by calibrating parameters related to zooplankton. Experiment 3, named bttdz, investigated both bottom-up
and top-down controls. Experiment 4, named brtdz_e2e_nfi, extended experiment 3 by including macrobenthos in the model. Experiment 5,
named bttdzff e2e_nfi, was similar to experiment 4, but with calibration of macrobenthos-related parameters. Finally, experiment 6, named

e2e_tuned_all, included the calibration of all model parameters.

Model type Exp.no. Experiment name Parameters to tune
ECOSMO 1 bottom-up (bt) 1-12 (12 parameters) as in Table A1l
2 top-down (tdz) 1-4, 6-7, 13-25 (19 parameters) as in
Table Al
3 bottom-up and top-down (bttdz) 1-25 (25 parameters) as in Table A1l
ECOSMO E2E 4 bottom-up and top-down (bttdz_e2e_nfi) 1-25 (25 parameters) as in Table Al
5 bottom-up, top-down, and filter feeder 1-41 (41 parameters) as in Table Al
(bttdzff_e2e_nfi)
6 tuning all (e2e_tuned_all) 1-65 (65 parameters) as in Table Al

3 Results and discussion
3.1 Demonstration of the PSO toolbox

3.1.1 Parameter identification and model skill score
improvement

In optimization methods, it is generally expected that the op-
timizer will run until all parameters have converged. How-
ever, such runs are computationally demanding, especially
when optimizing a large number of parameters (more than
10). Numerous test simulations carried out during this study
have shown that reliable results can be obtained from PSO
well before full parameter convergence. In Appendices Al
and A2, we show that the skill scores of the model and the
evaluated state variables, as well as the converged parame-
ter values, stabilize around the 300th iteration. Therefore, we
chose the 300th iteration as the stopping condition for the
PSO in the six experiments shown in Table 1.

The results of the sixth experiment (e2e_tuned_all), shown
in Fig. 4a, illustrate the effectiveness of the PSO toolbox. The
skill scores of the evaluated variables — chlorophyll a (Chl a),
small zooplankton (Zos), large zooplankton (Zol), nitrate
(NO3), phosphate (PO4), and silicate (SiO4) — as well as with
the overall model skill score, calculated as the sum of the
evaluated variables, show significant improvement through-
out the PSO iterations. In particular, the overall model im-
provement (shown by the black line) occurred mainly within
the first 50 iterations. From the 50th to the 100th iteration, the
model skill score shows a marginal increase, with the scores
stabilizing after the 100th iteration. The convergence rate of
the model skill score is shown in the Appendix in Fig. A6.

Parallel to the overall model improvement, the skill score
improvement for the evaluated variables is mainly observed

https://doi.org/10.5194/gmd-18-2961-2025

within the first 50 iterations. However, between the 80th and
100th iteration, while the overall model skill score shows a
slight increase, the skill score of chlorophyll a shows a signif-
icant increase. This increase is partially offset by a decrease
for other variables. In particular, among the variables eval-
uated, the most significant improvements are seen in POy,
SiO, and large zooplankton, followed by Chl a and small
zooplankton. Conversely, NO3 shows minimal improvement.

In the present experiment (the sixth experiment), 65 pa-
rameters were tuned to refine the model. Examples of pa-
rameter exploration are shown for the grazing rate of large
zooplankton on phytoplankton (GrZIP) and the assimilation
rate of pelagic fish (asefFI) (Fig. 4b). Details of the param-
eter exploration for all parameters can be found in the Ap-
pendix (Fig. A3). The parameters will eventually converge
if the optimization is run long enough, but reliable opti-
mized parameters can often be obtained much earlier, be-
fore full convergence. Figure 4b illustrates that the param-
eters can converge quickly (e.g., in the case of GrZIP) or
take much longer to converge (e.g., in the case of asefF1).
The speed of convergence is likely to depend on the avail-
ability of relevant data used in the cost function. However,
we cannot draw definitive conclusions about the speed of
convergence. Our parameter exploration (Fig. A3) showed
that some parameters relevant to the available data converged
rapidly (e.g., muPl (maximum growth rate of large phyto-
plankton), GrZIP (grazing rate of mesozooplankton on phy-
toplankton), and GrZsP (grazing rate of microzooplankton
on phytoplankton)), while others relevant to the same data
converged slowly (e.g., mPl (mortality rate of large phyto-
plankton), rPO4 (half-saturation rate of phosphate), and rSi
(half-saturation rate of silicate)). In addition, parameters for
which there were no relevant data for evaluation also showed
a rapid convergence (e.g., GrFIMB?2 (grazing rate of pelagic
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Figure 4. (a) Improvement of the skill score (WSS_MAE) of the coupled 1D GOTM-ECOSMO E2E model and its evaluated state variables
over PSO iterations: the x axis represents iterations, the left y axis shows the skill scores of the evaluated state variables (Chl a, small
zooplankton — Zs, large zooplankton — ZI, nitrate — NO3, phosphate — PO4 and silicate — SiOy4), and the right y axis shows the overall model
skill score (black line), which is the sum of all evaluated state variables. (b) Exploration of model parameters through PSO iterations: the
X axis represents iterations and the y axis represents parameter values. Gray dots indicate the parameter values explored, while black dots
represent the best parameter values at each iteration. The figure illustrates parameter exploration for two parameters, GrZIP (grazing of large
zooplankton on phytoplankton) and asefF1 (assimilation efficiency of pelagic fish), as examples. The parameter exploration may converge

quickly (e.g., GrZIP) or take longer to converge (e.g., asefF1I).

fish on deposit feeder), rMBI (half-saturation rate of filter
feeder), and rMB2 (half-saturation rate of deposit feeder)).
Apart from the data available to constrain the parameters, the
convergence speed of the optimization algorithms can be in-
fluenced by the sensitivity of the model parameters. Param-
eters that have a significant effect on the model output will
typically require more iterations to converge, as the optimiza-
tion process has to account for their large effect. Conversely,
parameters with minimal influence may lead to faster con-
vergence due to their limited effect on the model behavior.
A study by Fennel et al. (2001) found that models with pa-
rameters of high sensitivity require more calibration effort to
achieve accurate predictions. Razavi and Gupta (2016) dis-
cussed the importance of sensitivity analysis in environmen-
tal modeling, highlighting that parameters with high sensitiv-
ity can dominate model behavior and therefore require care-
ful consideration during model calibration. Therefore, fur-
ther research is likely to be required to clarify the relation-
ship between velocity parameter convergence, data availabil-
ity, and model parameter sensitivity.

Compared to other optimization algorithms, such as the
biased random key genetic algorithm (BRKGA) studied by
Falls et al. (2022), which reached convergence within the
first 10-20 iterations, the PSO algorithm showed a slower
rate of convergence. This difference can be attributed to sev-
eral factors. First, the basic nature of the algorithms is dif-
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ferent. PSO is a population-based optimization technique in
which particles explore the search space and iteratively ad-
just their positions based on both their own experience and
that of their neighbors. As a result, PSO often requires a
greater number of iterations as the particles incrementally re-
fine their positions towards the optimal solution while bal-
ancing exploration and exploitation. In contrast, BRKGA
showed faster convergence due to its ability to efficiently
guide the search towards promising regions early in the opti-
mization process. However, this advantage comes at the cost
of a higher probability of getting trapped in local minima. In
addition, the biased selection mechanism in BRKGA facil-
itates rapid population improvement, which further acceler-
ates convergence. Second, the initialization strategies of the
two algorithms were different. The BRKGA may start with
near-optimal solutions, thus requiring fewer generations to
reach convergence. In contrast, PSO initialized with a wider
range of parameter estimates, requiring additional iterations
for refinement. Third, PSO was calibrated with a larger num-
ber of parameters compared to BRKGA — 65 and 9, respec-
tively. The higher dimensionality of the PSO increases the
complexity of parameter calibration, potentially prolonging
convergence. In contrast, the lower number of parameters in
BRKGA results in a more constrained search space, further
contributing to its faster convergence.
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In order to fully assess the performance of particle swarm
optimization (PSO) in comparison to other optimization
techniques, an ideal approach would be a quantitative com-
parison with the other techniques, such as genetic algorithms
(GA), simulated annealing (SA), and Bayesian optimization
(BO), within the same case study of the Sylt-Rgmg Bight.
However, such a comprehensive comparison is beyond the
scope of this study. Instead, based on a qualitative assessment
of the strengths and limitations of each method, the PSO was
selected primarily because of our previous experience with
the algorithm and its demonstrated ability to efficiently han-
dle high-dimensional parameter spaces (up to 65 parameters
in this study) while ensuring rapid convergence. The PSO is
particularly well suited to this optimization problem because
it effectively balances exploration and exploitation through
velocity updates, offering greater computational efficiency
than GA, which requires a large number of function evalua-
tions due to crossover and mutation operations. While SA is
advantageous for escaping local minima, its inherently slow
convergence makes it impractical for high-dimensional prob-
lems. To further enhance the robustness of the PSO, we in-
corporate a periodic perturbation mechanism that resets the
particle velocities after a predefined number of iterations.
This adjustment exploits the strength of SA in escaping lo-
cal minima, while preserving the fast convergence advantage
of PSO. Although BO is highly efficient in low-dimensional
spaces, its computational cost increases significantly with in-
creasing dimensionality due to the complexity of updating
surrogate models. Given these considerations, PSO emerges
as a particularly effective choice for optimizing complex bio-
geochemical model parameters in this study.

3.1.2 Potential model parameter ranges

As shown in Fig. 4a, the model skill score stabilizes after the
100th iteration, although small fluctuations in the skill score
of the evaluated variables persist over the next 50 iterations.
This suggests that the parameter set from the 100th iteration
provides a similar goodness of fit for the model. We have ex-
tracted the best parameter values from this iteration (black
dots), as shown for GrZIP and asefF 1 in Fig. 4b, and plotted
these values in Fig. 5. It can be seen that about two-thirds
of the tuned parameters each converge to their respective
values. The parameters with the largest ranges are predomi-
nantly associated with fish or macrobenthic elements, which
represent the highest trophic levels and ultimately the closure
terms within the model. The use of closure terms to address
model-data mismatch is a common practice in modeling. In
addition, the lack of data to constrain the macrobenthic and
fish parameters allows these parameters to vary freely dur-
ing parameterization, resulting in greater uncertainty. Over-
all, Fig. 5 shows that the PSO toolbox can define specific
values for some parameters and suggest possible ranges for
others.
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Several model parameters were calibrated to their upper
bounds to optimize the model performance, including the
growth rates of large (muPl) and small (muPs) phytoplank-
ton, the half-saturation constants for pelagic (rFI) and de-
mersal fish (rF2), the half-saturation constant for filter feed-
ers (rMBI), and the grazing preferences of microzooplankton
for small phytoplankton (prefZsPs) and mesozooplankton for
large phytoplankton (prefZIPI). The elevated values of muPl
and muPs can be attributed to limitations inherent in both the
1D model and the input data. Phytoplankton growth in the
model follows Liebig’s law of the minimum (Schrum et al.,
2006), where the most limiting factor restricts growth. As the
MERRA-2 reanalysis data underestimates shortwave radia-
tion (Yingshan et al., 2022), which is used to force the model,
it is likely to result in lower simulated light levels com-
pared to reality, thereby suppressing phytoplankton growth.
To compensate for this reduced growth potential and repro-
duce the observed phytoplankton biomass, muPl and muPs
were parameterized to higher values. The high values of rF 1,
rF2, rMB1, prefZsPs, and prefZIPI are likely a consequence
of their representation at higher trophic levels, with closure
terms applied to these parameters to account for model-data
discrepancies. Given the inherent limitations of any model,
including the inability to represent all real-world processes
and the lack of sufficient data to fully constrain parameter
values, it is crucial to interpret these parameters in light of
model simplifications and data availability.

3.1.3 PSO optimized parameter set for the ecosystem
around Sylt Road

As the model skill score stabilized from the 100th iteration,
we selected the parameter values from the 100th iteration
as the optimal parameter set for the coupled 1D GOTM-
ECOSMO E2E model to simulate the ecosystem around Sylt
Road. We ran two models: one with the parameter set from
the 100th iteration (named model_pso) and one with the de-
fault parameters (shown as blue triangle points in Fig. 5) be-
fore applying PSO (named model_ref) for the period from
2000-2008. The year 2000 was excluded as a spin-up pe-
riod. The period from 2001-2004 (shown in the shaded part
of Fig. 6) was used in the PSO experiments (1). Consistent
with the improvement in skill scores, the model_pso output
for PO4 and large zooplankton (mesozoo) (represented by
the black line) over the period 2001-2004 closely matches
the observational data (represented as gray dots). In addi-
tion, the model with the optimal parameter set from PSO cap-
tures the seasonal cycle of SiO better, although to a slightly
lesser extent. The model effectively simulates the spring phy-
toplankton bloom, which is a distinct and significant event
characterized by a substantial increase in biomass. However,
it struggles to reproduce the lower-magnitude blooms that
occur at other times of the year, such as in summer or au-
tumn. In parameterization, the primary objective is often to
capture the key feature of the system dynamics. Accordingly,
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Figure 5. Potential parameter values and their corresponding ranges, as suggested by the PSO toolbox, are shown. The black dots represent
the optimal parameter values obtained from the 100th iteration onwards, up to the final iteration, as shown in Fig. 4b for GrZIP and asefF 1.

The blue triangle points are the reference parameter values of the model.

model parameters were initially calibrated with a focus on
these high-biomass events. As a result, the calibration may
have reduced the ability of the model to represent or cap-
ture blooms at other times of the year. In contrast to phy-
toplankton, the model performs well in simulating the dy-
namics of small zooplankton (microzooplankton) and shows
good agreement with observed data. Comparing the perfor-
mance of the default model (represented by the blue line)
with that of the model after parameter optimization via PSO,
there is a clear improvement in the latter, which shows sig-
nificantly better agreement with observed data.

As indicated by the NOs3 skill score, the model faces
challenges in resolving NO3 to match observations. While
the model reproduces the seasonal cycle of NOs, it fails
to capture both the magnitude and the period of NO3 re-
moval. There are several reasons for this discrepancy. Firstly,
the model setup does not account for nutrient loads from
rivers entering the Sylt-Rgmg Bight. Secondly, the one-
dimensional (1D) model does not take into account horizon-
tal advection, which prevents the transport of nutrients and
other materials to and from the site. Thirdly, the ECOSMO
model, and thus the ECOSMO E2E model, simplifies the rep-
resentation of the sediment processes. As already discussed
in Daewel and Schrum (2013), this could lead to reduced
phosphorus release from sediments under oxic conditions.
As a consequence, the system becomes phosphorus-limited,
inhibiting further nitrogen removal during blooms. There-
fore, the discrepancy in nitrate is likely due to the limitations
of the 1D model setup and cannot be resolved by parameter-
ization alone.

Analysis of the model output for the period 2005-2008
(the unshaded part of Fig. 6) shows that the optimal parame-
ters identified for the period 2001-2004 continue to perform
well over a longer period. This suggests that the parameter
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set is robust or that the simulated period (2005-2008) has a
similar cycle to the previously parameterized period (2001—
2004).

The optimized model seems to capture the mean sea-
sonal cycle better but still fails to reproduce the interannual
variability. This limitation may be due to the lack of high-
resolution data for model evaluation. Figure 6 may give the
impression that high-resolution observations are available for
validation, but closer inspection reveals significant gaps in
the data, with many days within a year missing observations.
Even after merging 4 years of data into a single composite
year, daily coverage was not achieved. It is likely that this
data limitation has influenced the model optimization pro-
cess, making it more biased towards the mean state while
failing to represent interannual variability. Addressing this
issue may require alternative approaches, such as data assim-
ilation techniques or the inclusion of additional observational
datasets to better constrain interannual variability.

3.2 Multiple parameter sets can reproduce
observations equally well despite differences in
values

As shown in the previous section, a large number of parame-
ter sets reproduce the observational data equally well. To ex-
plore these parameter sets in more detail, we focus on model
runs using parameters extracted from iterations 100-300 at
intervals of 5 (see Fig. 6). Despite notable differences in pa-
rameter values, such as asefFI, GrF1Zl, GrF2F1, and rSi,
the skill score and evaluated state variables of the model re-
main relatively unchanged (see Fig. 4). The outputs gener-
ated by these parameter sets show almost identical charac-
teristics, with minor variations observed for ammonia (NHy)
and flagellate biomass (in chlorophyll a). Notably, signifi-
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Figure 6. Model outputs (black line) using the parameter set found by PSO at iteration 100 and observations (solid gray dots) from 2001—
2008, where 2001-2004 was the tuning period and 2005-2008 showed how well the parameter set worked in other periods.

cant parameter differences occur mainly in fish-related pa-
rameters (specifically asefFI, GrF1ZI, and GrF2FI). The
slight increase in rSi, the half-saturation rate of silicate, is
not sufficient to significantly affect phytoplankton biomass.
Fish biomass is close to zero in all model outputs (not shown)
due to the PSO setting its half-saturation rate high, resulting
in minimal growth. While acknowledging the inaccuracies of
this approach, the lack of data to inform fish-related parame-
ters, compounded by the complexity of the closure terms as
discussed above, contributes to the unresolved discrepancies
between the model and observational data.

In this study, no differences were observed between the
model runs despite variations in their parameter sets (Fig. 7).
In a similar study using particle swarm optimization (PSO)
to parameterize a 1D biogeochemical model of Puget Sound
(Nguyen, 2021), marked differences were reported in model
output between parameter sets that achieved equally good fits
to observations. The results of the Puget Sound study were
reprinted here in an Appendix to highlight examples where
PSO can elucidate different systems capable of reproduc-
ing identical observations. The Puget Sound study examined
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two parameter sets that differed in phytoplankton growth
(growth rate, Ip, mortality), zooplankton (mortality), and de-
tritus (sinking) (see Fig. A4), resulting in notable disparities
in carbon transfer between trophic levels (via grazing) and
carbon export (via sinking) (see Fig. AS). These disparities
imply that systems with completely different dynamics can
yield equivalent goodness of fit to observations.

This issue of multiple parameter sets reproducing observa-
tions equally well, despite differences in values, is a funda-
mental challenge in parameterization and is often referred to
as equifinality (Beven and Freer, 2001). The critical ques-
tion is whether similar model outputs arise due to mutu-
ally compensating processes or low parameter sensitivity. On
the one hand, many studies have identified low sensitivity,
where model outputs show minimal variation in response to
changes in certain parameters, as a key factor contributing
to this phenomenon (Gébor et al., 2017; Pant, 2018; Mai
et al., 2020). The work on sloppiness in model simulations
suggests that some parameters have little influence on model
behavior, allowing a wide range of values to produce com-
parable results (Monsalve-Bravo et al., 2022). On the other
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hand, some studies (particularly in fields such as manufac-
turing and robotics; Marini and Corney, 2021; Chen et al.,
2017) have found mutually compensating processes, where
variations in some parameters are offset by adjustments in
others, leading to similar model outputs despite different pa-
rameter combinations. Understanding the underlying cause
of equifinality, whether low sensitivity or process compen-
sation, is critical to developing robust optimization strate-
gies and ensuring accurate model predictions. To address this
challenge, sensitivity analyses (e.g., Saltelli et al., 2008; Ga-
bor et al., 2017) are essential to distinguish between pro-
cess compensation and insensitivity-driven equifinality and
to ensure that parameter estimation efforts are focused on the
most influential variables. We therefore plan to conduct lo-
cal and/or global sensitivity analyses as suggested by Saltelli
et al. (2008) and Gabor et al. (2017) to identify highly con-
strained parameters. This approach will refine parameter se-
lection and enhance the robustness of our optimization strat-
egy, ultimately improving model reliability and predictive
performance.

The identification of different parameter sets may result
from limitations in the model or optimization method, but
it also provides an opportunity to explore alternative system
states that are not yet fully understood. Our ability to observe
these states is limited by current knowledge and measure-
ment techniques, but this does not mean that our understand-
ing is absolute or unchanging. The presence of multiple pa-
rameter sets may indicate alternative system configurations
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that have not yet been considered or observed. It also sug-
gests that significant perturbations to the system could cause
it to shift to an entirely different state. While it is crucial to
ensure that the model does not produce correct results for the
wrong reasons, the ability to identify multiple parameter sets
remains valuable. It provides important insights into system
dynamics, provided the results are interpreted carefully in the
context of model limitations and uncertainties.

3.3 Optimizing model complexity with PSO: top-down
control by macrobenthos in the marine ecosystem
around Sylt Road

Figure 8 shows the model outputs obtained from runs using
the best parameter sets identified by the PSO across six ex-
periments detailed in Table 1. The black line represents the
sixth experiment, previously shown in Fig. 6, which shows
a good fit to the observations. The first experiment (bottom-
up control, br) highlights the limitations of relying solely on
bottom-up processes. Despite PSO parameter optimization,
the model fails to match the observations, suggesting that
adjustments to bottom-up processes alone are insufficient to
achieve model accuracy. The second experiment (¢dz), which
tunes top-down (zooplankton) control parameters, leads to
partial improvements, but the model still does not fully match
the observed dynamics. The third experiment (bttdz), which
incorporates both bottom-up and top-down parameters, leads
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to marginal improvements, highlighting the dominance of
top-down processes in improving model fitness.

A crucial turning point appears in the fourth experiment
(bttdz_e2e_nfi), which includes macrobenthos (filter feed-
ers and sediment feeders) without tuning. This experiment
produces results that closely resemble those of the sixth ex-
periment, indicating the crucial role of macrobenthos in ac-
curately reproducing observations. This finding is consis-
tent with observations from the Sylt-Rgmg Bight ecosys-
tem, where mussel beds exert a substantial influence on
phytoplankton and trophic interactions (Asmus and Asmus,
1991; Baird et al., 2007). The fifth and sixth experiments,
which include additional macrobenthos tuning and fish, show
marginal gains over the fourth experiment, reinforcing the
notion that increased model complexity does not necessarily
result in better model performance.

This study highlights the use of PSO to optimize model
complexity. By using PSO, we are able to systematically test
and identify the optimal level of model complexity — avoid-
ing overfitting while maintaining ecological relevance. This
unified framework for model optimization allows us to bal-
ance the exploration of different model complexities with the
exploitation of the most influential parameters, ultimately re-
sulting in the most accurate model representation. The PSO
methodology provides a computationally efficient way to test
and refine model complexity, ensuring that we do not intro-
duce unnecessary parameters that do not improve predictive
accuracy.

By evaluating the model fit at different levels of complex-
ity, we show that the inclusion of macrobenthos is a key
factor in improving model performance, while the inclusion
of fish dynamics provides limited additional benefit. This
optimization-driven approach provides insight into the eco-
logical structure of the Sylt-Rgmg Bight ecosystem given
the available observations, highlighting the importance of
targeted complexity in ecosystem models. Previous studies
(Huse and Fiksen, 2010; Fulton et al., 2003; Friedrichs et al.,
2007; Fulton, 2010) have also suggested that adding com-
plexity to a model is not always beneficial or necessary. Our
findings support the notion, articulated by Kuhn and Fennel
(2019), that identifying the appropriate level of complexity is
essential for developing models that faithfully represent bio-
geochemical cycles across both spatial and temporal scales.
Importantly, this study illustrates how PSO allows us to fine-
tune the complexity of the model, ensuring that we include
only the most ecologically relevant processes for accurate
predictions.

4 Conclusions

The particle swarm optimization (PSO) toolbox has demon-
strated its effectiveness in identifying parameter values that
generally reproduce the Sylt observations, with the exception
of the nitrate magnitude. This discrepancy is probably due to
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the limitations of the 1D model in resolving the hydrody-
namic complexity in the Sylt-Rgmg Bight (e.g., tidal flats)
and the lack of river inputs in the model setup. The toolbox,
written in Fortran90, has proven to communicate effectively
with models or coupled models within FABM by simply in-
voking the model executable (created after compilation) in
FABM.

While some adjustments to the toolbox code, such as the
cost functions (or model skill score) and other factors, may
be required due to variations in model outputs and simu-
lation periods, the underlying algorithm remains adaptable.
Detailed instructions on what changes to make and where to
make changes to the toolbox to adapt it to new model simu-
lations are can be found in the toolbox repository at https://
codebase.helmholtz.cloud/hoa.nguyen/parameterisation (last
access: 16 May 2025).

In addition to parameter identification, we have shown that
the parameterization is able to find alternative Sylt ecosys-
tems that fit the observational data equally well, providing
different perspectives on the ecosystem under study. Further-
more, the toolbox is able to define an optimal model for the
ecosystem around the Sylt Road.

Despite its robustness, the effectiveness of the toolbox de-
pends on the availability of data to identify model parame-
ters and the computational resources required to run the al-
gorithm. The toolbox is currently suitable for fast-running
models, with execution times ranging from seconds to sev-
eral minutes. However, it is not well suited to large models
with higher computational requirements, such as those that
take hours to run. For these models, advanced methods may
be required, highlighting the continuing need for advances in
optimization techniques.

In summary, the toolbox has the following advantages.

1. Improved goodness of fit of marine ecosystem models:
the application of the particle swarm optimizer (PSO) to
biogeochemical modeling leads to significant improve-
ments in model accuracy and overcomes the challenges
associated with traditional parameterization techniques
(trial and error).

2. Reusability and accessibility: the implementation of a
PSO compatible with the Framework for Aquatic Bio-
geochemical Models (FABM) opens up opportunities
for further optimization applications to models in the
FABM. This will encourage the practice of model pa-
rameterization to improve model accuracy.

3. Insights into model complexity and versatility: the study
of model complexity suggests the optimal representa-
tion of an ecosystem. The identification of different
parameter sets with equally good fits to observations
demonstrates the robustness and versatility of the tool-
box.

It also has the following limitations.

Geosci. Model Dev., 18, 2961-2982, 2025
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Figure 8. Model results of six PSO experiments described in Table 1. The black line represents the sixth experiment, which tuned all
parameters (e2e_tuned_all), as previously shown in Fig. 6. The model outputs of the parameters from the sixth experiment showed a good fit
to the observations.

1. The parameter set is only valid for the system under parameters to be tuned, as more model evaluations are

consideration. It may be applicable to nearby systems
with similar environmental and hydrodynamic condi-
tions. However, for systems with different conditions,
re-parameterization is necessary. A colleague of ours
attempted to apply the Sylt parameter set to an ecosys-
tem in the central North Sea but failed to reproduce the
ecosystem accurately. This failure is attributed to the
differences in the light climate and nutrients between
the central and shallow coastal North Sea.

. Data constraints and model limitations: a major chal-
lenge in ecosystem modeling is the availability and
quality of data required to inform and constrain the
model. This limitation is not unique to the method pre-
sented but is a common obstacle in all modeling ef-
forts. The accuracy of the parameterization toolbox is
inevitably linked to the completeness and reliability of
the data available.

. The challenge of computational efficiency arises with
the number of tuned parameters. While the particle
swarm optimization (PSO) toolbox demonstrates effi-
ciency in parameterizing models, it is important to rec-
ognize its limitations in terms of computational time.
The runtime of the toolbox depends on the number of

Geosci. Model Dev., 18, 2961-2982, 2025

required. For example, the first experiment (12 param-
eters) took 17h to run, while the sixth experiment (65
parameters) took 5 d. Although it is suitable for models
with a moderate number of parameters, its applicabil-
ity decreases when dealing with an extensive parameter
set. This limitation requires a pragmatic consideration
of model complexity and a judicious selection of pa-
rameters for optimization to ensure computational fea-
sibility.

4. Speed dependence on model runtime: a notable limi-

tation of the PSO toolbox is its sensitivity to model
runtime. While the method performs exceptionally well
with fast-running models (i.e., seconds to a few min-
utes), it faces significant challenges with slower-running
models (i.e., hours or days). Although the theoreti-
cal feasibility of the method remains intact, its practi-
cality is significantly reduced due to longer execution
times. This issue highlights the need for methodologi-
cal adaptations or alternative approaches when dealing
with models characterized by extended runtime.

5. This study examines the relationship between obser-

vations, constrained and unconstrained parameters, the
number of parameters selected for optimization, and
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model complexity. In Sect. 3.1, we were unable to ex-
plain why some parameters converged earlier than oth-
ers based on the availability of observations. We suggest
further investigation of the relationship between obser-
vation availability and parameter sensitivity, as well as
the effects of parameter selection and model complexity
on optimization. This would provide a comprehensive
guide to model optimization.

For future work, we plan to undertake the following tasks

to apply the toolbox and address the current limitations of the
toolbox.

1. Apply the PSO parameterized 1D GOTM-ECOSMO

E2E for the Sylt-Rgmg Bight in the case shown above
to test the hypotheses that (i) warmer winters lead to
shifts from a pelagic to a more benthic-dominated food
web, (ii) there is enhanced top-down control during
warm winters by predators (e.g., blue mussels, oysters,
razor clams), and (iii) bare mussel beds and mussel cul-
tures reduce the standing stock of phytoplankton but
also promote phytoplankton primary production.

. Although we have successfully demonstrated the ca-
pability of the PSO in parameterizing the Sylt-Rgmg
Bight ecosystem model, the model was tuned towards a
mean state, resulting in an underrepresentation of inter-
annual variability. This is mainly due to the low resolu-
tion of the data. In addition, the limited period of data
availability (8 years) in this case study prevents the PSO
from demonstrating robustness over longer decadal or
multi-decadal timescales. We intend to apply the PSO
in other studies with rich and high-resolution data, such
as the study conducted by Yumruktepe et al. (2023), to
improve the robustness of the PSO over longer simula-
tion periods.

. Further investigation of the relationship between obser-
vational constraints and parameter values, as well as
the number of parameters selected for optimization and
model complexity, is needed to provide comprehensive
guidance on model optimization.
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Application of optimization to 3D biogeochemical
models: as mentioned above, the current toolbox is suit-
able for 1D (or fast-running) models but is not yet prac-
tical for 3D models. Although the toolbox theoretically
works for 3D models, the runtime is currently impracti-
cal. We plan to improve our existing toolbox to increase
its speed and are also open to incorporating new meth-
ods suitable for 3D optimization into the toolbox.

Appendix A

Skill score improvement of model and its validated variables when using PSO
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Figure A1l. Model and its variable skill scores of the first exper-
iment with PSO. The experiment illustrated that the skill scores
highly improve in the first 50 iterations; after that they are only
slightly improved, and around the 200th iteration, the skill scores
are stabilized even though parameters still fluctuated much longer.
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Figure A4. PSO for the Puget Sound ecosystem model (Nguyen,
2021). Parameter exploration: in a given iteration, gray dots are pa-
rameter values tried and the black dot represents the parameter val-
ues that give a model best fit to the observation at the iteration. Blue
lines mark the iteration number: 70, 220, and 300. (The figure is
used with permission.)
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1d—1 given in Fig. 4a. After the 100th iteration, the convergence
rate approached zero.

https://doi.org/10.5194/gmd-18-2961-2025



H. Nguyen et al.: Parameterization toolbox for a physical-biogeochemical model compatible with FABM

Table A1. ECOSMO and ECOSMO E2E model parameters.

Short name Long name Unit Reference Range
value

1 muPl Max growth rate for large phytoplankton 14~! 1.3 [0.6, 2.6]
2 muPs Max growth rate for small phytoplankton 1d-1 1.1 [0.5,2.2]
3 aa Photosynthesis efficiency m?2w-! 0.03 [0.01, 0.06]
4 EXw Light extinction Im™! 0.05 [0.02, 1.0]
5 rNO3 NOj half-saturation mmolNm™3 0.5 [0.25, 1.0]
6 mPl PI mortality rate 1d-1 0.04 [0.02, 0.1]
7 mPs Ps mortality rate 147! 0.08 [0.04, 0.16]
8 reminD Detritus remin. rate 147! 0.003 [0.001, 0.006]
9 rPO4 PO, half-saturation mmol Pm—3 0.05 [0.025, 0.1]
10 rSi SiO; half-saturation mmolSim™3 0.5 [0.25, 1.0]
11 regenSi Si regeneration rate 1d-1 0.015 [0.007, 0.03]
12 reminSED Sediment remineralization rate 147! 0.001 [0.0005, 0.01]
13 GrzIP Grazing rate Z1 on phyto 147! 0.8 [0.4, 1.6]
14 GrZsP Grazing rate Zs on phyto 1a-! 1.0 [0.5,2.0]
15 GrZIZ Grazing rate Z1 on Zs 1d-1 0.5 [0.25, 1.0]
16 Rg Zs, 71 half-saturation mmolNm™3 05 [0.25, 1.0]
17 mZl Z1 mortality rate 147! 0.1 [0.05, 0.2]
18 mZs Zs mortality rate 147! 0.2 [0.1, 0.4]
19 prefZsPs Grazing preference Zs on Ps - 0.7 [0.3, 1.4]
20 prefZsPl Grazing preference Zs on PI - 0.25 [0.12, 0.5]
21 prefZsD Grazing preference Zs on det - 0.0 [0.001, 0.4]
22 prefZIPs Grazing preference ZI on Ps - 0.1 [0.05, 0.3]
23 prefZIPl Grazing preference ZI on PI - 0.85 [0.4,1.7]
24 prefZIZs Grazing preference ZI1 on Zs - 0.15 [0.07, 0.4]
25 prefZID Grazing preference ZI1 on det - 0.0 [0.002, 0.4]
26 rMBI1 MB filter feeder growth rate 1d-! 0.5 [0.25, 1.5]
27 asefMB1 MB filter feeder assimilation efficiency - 0.5 [0.3,0.8]
28 GrMBI1Z Grazing rate MB1 on zooplankton 1d-1 0.1 [0.01, 0.5]
29 GrMBIP Grazing rate MB1 on phytoplankton 14-! 0.1 [0.01, 0.5]
30 GrMBI1Det Grazing rate MB1 on detritus 1d-! 0.1 [0.01, 0.5]
31 prefMBIP Grazing preference MB1 on P - 0.2 [0.01, 0.5]
32 prefMBI1Zs Grazing preference MB1 on Zs y- 0.2 [0.01, 0.5]
33 prefMBI1Z] Grazing preference MB1 on ZI - 0.3 [0.01, 0.5]
34 prefMBI1Det Grazing preference MB1 on det - 0.1 [0.01, 0.5]
35 prefMB1Dom Grazing preference MB1 on dom - 0.1 [0.01, 0.5]
36 rMB2 MB deposit feeder grazing half-saturation mmolNm™3 0.5 [0.25, 2.0]
37 asefMB2 MB deposit feeder assimilation efficiency - 0.35 [0.2,0.7]
38 GrMB2Sed Grazing rate MB2 on sediment 14! 0.1 [0.05, 1.5]
39 GrMB2MBI1 Grazing rate MB2 on MBI 1d-! 0.1 [0.01, 0.5]
40 prefMB2Sed Grazing preference MB2 on sed - 0.1 [0.05, 0.8]
41 prefMB2MB1 Grazing preference MB2 on MB1 - 0.2 [0.001, 0.5]
42 rFl fish1l grazing half-saturation mmolNm~—3 0.7 [0.35,2.0]
43 asefF'1 fish1 assimilation efficiency - 0.7 [0.2, 1.0]
44 GrF1Z1 Grazing rate fishl on mesozoo 1d-1 0.01 [0.005, 1.5]
45 GrF1Zs Grazing rate fish1 on microzoo 14! 0.01 [0.005, 0.7]
46 GrFI1Det Grazing rate fish1 on Det 147! 0.05 [0.001, 0.5]
47  GrFIMBI Grazing rate fish1 on MB1 14-1 0.01 [0.001, 0.5]
48 GrFIMB2 Grazing rate fishl on MB2 1d-1 0.01 [0.001, 0.5]
49 prefF1Z] Grazing preference fishl on ZI1 - 0.45 [0.3,0.7]
50 prefF1Zs Grazing preference fish1 on Zs - 0.25 [0.001, 0.3]
51 prefF1Det Grazing preference fish1 on det - 0.05 [0.001, 0.1]
52 prefFIMBI Grazing preference fishl on MB1 - 0.25 [0.001, 0.5]
53 prefFIMB2 Grazing preference fishl on MB2 - 0.25 [0.001, 0.5]
54 rF2 fish2 grazing half-saturation mmolNm~3 0.7 [0.35, 2.3]
55 asefF2 fish2 assimilation efficiency - 0.7 [0.1, 1.0]
56 GrF2Z1 Grazing rate fish2 on mesozoo 1d-! 0.01 [0.005, 1.5]
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Short name Long name Unit Reference Range
value

57 GrF2F1 Grazing rate fish2 on microzoo 147! 0.01 [0.005, 1.5]
58 GrF2Det Grazing rate fish2 on det 1d-! 0.05 [0.001, 0.05]
59 GrF2MBI Grazing rate fish2 on MB1 1d-! 0.01 [0.001, 0.1]
60 GrF2MB2 Grazing rate fish2 on MB2 1d-1 0.01 [0.001, 0.1]
61 prefF271 Grazing preference fish2 on ZI1 - 0.45 [0.1, 0.7]
62 prefF2F1 Grazing preference fish2 on F1 - 0.25 [0.1, 0.7]
63 prefF2Det Grazing preference fish2 on det - 0.05 [0.001, 0.1]
64 prefF2MB1 Grazing preference fish2 on MB1 - 0.25 [0.001, 0.5]
65 prefF2MB2 Grazing preference fish2 on MB2 - 0.25 [0.001, 0.5]

Code availability. The toolbox and example are available at
https://doi.org/10.5281/zenodo.13904053 (Nguyen, 2024). Learn
more about PSO toolbox and view the latest version at https:
/Icodebase.helmholtz.cloud/hoa.nguyen/parameterisation (Nguyen,
2023).

Data availability. The dataset is available in the repositories
https://doi.org/10.5281/zenodo.13904053 (Nguyen, 2024) and
https://codebase.helmholtz.cloud/hoa.nguyen/parameterisation
(Nguyen, 2023) under the folders “forcing” and “validation”.
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