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Abstract. The ensemble consistency test (ECT) and its ul-
trafast variant (UF-ECT) have become powerful tools in the
development community for the identification of unwanted
changes in the Community Earth System Model (CESM).
By characterizing the distribution of an accepted ensem-
ble of perturbed ultrafast model runs, the UF-ECT is able
to identify changes exceeding internal variability in expen-
sive chaotic numerical models with reasonable computa-
tional costs. However, up until now this approach has not
seen adoption by other communities, in part because the pro-
cess of adapting the UF-ECT procedure to other models was
not clear. In this work we develop a generalized setup frame-
work for applying the UF-ECT to different models and show
how our specification of UF-ECT parameters allows us to
balance important goals like test sensitivity and computa-
tional cost. Finally, we walk through the setup framework in
detail and demonstrate the performance of the UF-ECT with
our new determined parameters for the Model Across Pre-
diction Scales-Atmosphere (MPAS-A), the substantially up-
dated CESM atmospheric model, and realistic development
scenarios.

1 Introduction

Scientific numerical computer models have existed for as
long as modern computers. From test weather problems run
on ENIAC (Easterbrook et al., 2011; Charney et al., 1950)
to large-scale climate models run on some of the largest su-
percomputers in the world, these models have pushed the
boundaries of computational resources and techniques. En-
suring correctness in these models as they evolve is key to
having confidence in their predictions but is particularly dif-

ficult when considering the complexity of their code bases,
the computational cost to run the models, and the chaotic
dynamics often present. For instance, the Community Earth
System Model (CESM) code base has been in development
for over 25 years, contains over 2.5 million lines of code,
exhibits strong chaotic behavior, and can easily require hun-
dreds of thousands of core hours for a climate-scale model
run (Danabasoglu et al., 2020).

Changes are constantly occurring between versions and
implementations of a given numerical model. These changes
might represent porting to a new computing cluster, a new
compiler version or optimization, or changes to the code base
itself. In short, these kinds of changes occur continuously in
the normal course of model development and use. Identifying
when these changes result in different scientific conclusions
is a key part of software quality assurance. Exact definitions
vary, but some would consider it to be part of “correctness”
and “verification” tasks (Oberkampf and Trucano, 2008).

In strictly deterministic numerical models this task may
appear to be relatively easy; one can compare the outputs of
two model implementations directly and test for equivalence.
This approach is referred to as bit-for-bit (BFB) equivalence,
and historically this is indeed how correctness was ensured
in weather and climate modeling (Easterbrook and Johns,
2009). However, requiring BFB equivalence can be quite
onerous because of how many common changes may violate
it. Bugs or programming mistakes will result in a BFB differ-
ence, but so too will porting to a new architecture (Rosinski
and Williamson, 1997), changing software libraries or com-
piler versions, or making mathematically equivalent changes
to the source code. And, if chaotic dynamics exist, what are
initially small differences can quickly grow. As heteroge-
neous computing approaches become more common, like the
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use of GPUs, it is likely that BFB equivalence will become
even more difficult, if not impossible, to achieve (see, e.g.,
Ahn et al., 2021).

Without BFB equivalence, distinguishing innocuous from
scientifically meaningful changes has traditionally been a la-
borious task. For the CESM, testing involved the creation
of numerous long climate runs (typically 400 years) using
both the new and accepted model configurations. Those sim-
ulations would then be analyzed and compared by climate
scientists. This approach required substantial computational
and human resources. Because so many common changes
can result in non-BFB changes, these costs were incurred fre-
quently. The need for better verification and reproducibility
tools has been noted repeatedly in scientific computing (see
Gokhale et al., 2023; Clune and Rood, 2011).

Absent the ability to ensure BFB equivalence, and attempt-
ing to avoid analyzing multi-century model simulations by
hand, the ensemble-based consistency test (ECT) was intro-
duced in Baker et al. (2015) for use with the atmospheric
portion of CESM. The ECT approach relies on the charac-
terization of a reference numerical model configuration cre-
ated with a large ensemble of perturbed initial conditions.
After characterizing the reference configuration, a hypoth-
esis test can be run to determine whether a small number
of test model runs from a new configuration is “consistent”
with the distributional characteristics of the reference con-
figuration. The term “consistency” emphasizes the fact that
some statistical form of correctness is still possible without
BFB equivalence. A major practical improvement occurred
by moving to ultrafast (hence UF-ECT) model runs, as de-
scribed in Milroy et al. (2018). For UF-ECT, models were
run for just 4.5 simulation hours (or nine time steps) com-
pared to the 1-year-long runs in the original ECT work (in
this work we will focus exclusively on the UF-ECT method).
This approach provided both a quantitative and replicable ap-
proach for consistency testing while substantially reducing
the computational cost. The ECT and UF-ECT approaches
were made available as part of the PyCECT software library
(Baker et al., 2015), a Python-based implementation avail-
able from GitHub (https://github.com/NCAR/PyCECT, last
access: 3 April 2025) and have been incorporated into the
CESM code base since 2016.

However, up to the present time, UF-ECT development
has been closely intertwined with CESM. Configurable test
parameters were specified based on the version of CESM at
the time the method was created, sometimes in a fairly ad hoc
way. In this paper we develop a generalized setup framework
for applying the UF-ECT to different models. This setup
framework is designed to specify test parameters such that
they fulfill two main goals. The first is to ensure that the test
is sensitive to changes throughout the model. This requires
that the model is run long enough and characterized accu-
rately enough that changes are detectable in the outputs. The
second is to ensure the usability of the test by avoiding erro-
neous failures, whether they are caused by numerical issues
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or errors and biases resulting from inadequate samples. In
this paper, we will examine the theoretical and statistical im-
pacts of the test parameters as they relate to these goals, al-
lowing model developers to utilize the UF-ECT with greater
confidence.

The setup framework developed here should only have to
be followed once as long as the overall structure and model
size remain roughly the same. For example, developers could
switch to using a new cluster as the accepted configuration
without needing to again use the setup framework to de-
termine UF-ECT parameters. However, if substantial new
physics are added to a model, resulting in many new out-
put variables, the test parameters may need to be updated, as
we will explore later.

This paper is divided into four main sections. First, we
provide an overview of the UF-ECT method and show how
key test parameters can impact the method’s performance.
Second, we apply our setup framework to a different global
atmospheric model, the Model Across Prediction Scales-
Atmosphere (MPAS-A) (Skamarock et al., 2012), not used
in previous ECT works. Third, we consider a recent version
of the Community Atmosphere Model (CAM) in CESM,
which, when measured by its number of default output vari-
ables, has roughly doubled in size since the UF-ECT was first
developed. We investigate whether such substantial changes
to CAM necessitate updating the UF-ECT test parameters
and whether those parameters should work for multiple
model resolutions. Finally, we perform a variety of exper-
iments using UF-ECT with MPAS-A, demonstrating the ef-
fectiveness of our setup framework to specify appropriate test
parameters.

2 UF-ECT overview

The UF-ECT was designed as an objective means of identify-
ing statistically meaningful changes for expensive numerical
models, where BFB equivalence is unreasonable and chaotic
effects cause small changes to grow quickly. UF-ECT en-
ables efficient consistency testing by characterizing the out-
put distribution from a “reference” computer model to test
new configurations of the model against. If the two configu-
rations of the model are found to be statistically distinct, UF-
ECT cannot tell us which version is actually correct, in the
sense of matching the underlying equations or physics. For
example, it is possible that a changed configuration of the
model actually better approximates some underlying physi-
cal law. UF-ECT only attempts to answer the following ques-
tion: is the new model configuration statistically distinguish-
able from the reference configuration?

A detailed description of the UF-ECT is included below,
but at a high level it involves two parts. First, a large ensem-
ble of perturbed model runs from a reference configuration is
created and characterized in a lower-dimensional orthogonal
space. Second, a small number of runs from a new test con-

https://doi.org/10.5194/gmd-18-2349-2025


https://github.com/NCAR/PyCECT

T. Price-Broncucia et al.: The ensemble consistency test: from CESM to MPAS and beyond

1) Characterize
model variability
using large
ensemble of
accepted model
runs.

2351

.

................................................

........................................................

— 2) Test new
: configurations using
=~ FAIL : asmall set of new

i model runs.

........................

Figure 1. Diagram of the UF-ECT procedure. The test is designed so most work is done only once, when generating the reference ensemble.

New model configurations can be tested with just three model runs.

figuration are created and then used to determine whether the
null hypothesis that the test configuration and the reference
model configuration came from the same distribution can be
rejected (Fig. 1).

The design of the UF-ECT achieves a few important
goals. First, compared to relying on subjective human anal-
ysis, it is objective and does not require high levels of ex-
pertise in the scientific domain of question. Second, using
short model runs makes ensemble generation computation-
ally cheap. Third, the approach is designed to have most of
the work, creating the large ensemble, done only once, re-
quiring very little computational expense when new configu-
rations are tested.

Distributions of numerical model outputs are created by
slightly perturbing the initial conditions of the model, then
running it forward for a relatively small time span and us-
ing those final instantaneous values. When used for CESM,
this involved a O(10~'#) perturbation to the initial temper-
ature field. Other models could perturb a different variable
as long as it is strongly coupled into the rest of the model,
so model outputs quickly take on unique trajectories in state
space. Previous works have even explored other sources of
variability such as different compilers (Milroy et al., 2016).
The spread of the perturbed ensemble relies on the same
chaotic dynamics that prohibit BFB comparisons of outputs.
How long to run the models is related to how quickly per-
turbations spread through the model and how well we can
characterize the output distributions; this shall be addressed
later.

The UF-ECT was initially designed for large spatial cli-
mate model codes. Characterizing model behavior when
there are many output variables across multiple spatial di-
mensions has traditionally been difficult (though recent work
has made progress by utilizing sparse graphical models and
orthogonal basis vectors Krock et al., 2023). For UF-ECT,
spatial variables defined at each grid cell are spatially aver-
aged to one global mean value at each time slice (this in-
cludes averaging across the vertical component of any three-
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dimensional variables). The spatial averaging step of UF-
ECT allows the subsequent assumption that output distribu-
tions of the global means can be estimated as Gaussian distri-
butions due to the central limit theorem. With the large num-
ber of spatial outputs generally found in these models (on the
order of 1 million grid points across three dimensions), this
has proven a reasonable assumption.

Despite the loss of information incurred by spatial aver-
aging, this has not been found to adversely affect the ECT
approach during substantial use with CAM (shown across
a wide variety of tests in Baker et al., 2015; Milroy et al.,
2016, 2018). While modifications will likely result in new
spatial distributions for model outputs, it appears very diffi-
cult to create a non-contrived change that does not also im-
pact the spatial means in a detectable way. But, this may not
always be the case. If a configuration change affects only the
spatial distribution of an output field without modifying the
average magnitude of that field, spatial averaging would pre-
vent the test from being effective. This behavior was found
in Baker et al. (2016) where spatial averaging ended up eras-
ing the effect of configuration changes in a global ocean
model, where there are relatively very few output variables to
consider and very different spatial and temporal timescales
from atmospheric models. Our recommended setup frame-
work will help determine whether spatial averaging is appro-
priate if model developers are unsure.

A key step in the UF-ECT involves the transform of out-
put variables using principal component analysis (PCA). Be-
cause large scientific numerical models often contain many
related output variables, PCA is used to give us an orthog-
onal basis on which to compare model configurations, typi-
cally using fewer dimensions than the original output. Using
PCA also enables the characterization of the relationship be-
tween variables, a key factor in the sensitivity of UF-ECT.
For example, considered in isolation, one variable describing
high rainfall and another describing zero cloud cover might
both be “in distribution”. But, when considering the relation-
ship between clouds and rain, such a combination would be
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quite unusual. PCA helps avoid the need for the high levels
of model expertise necessary to distinguish related from un-
related output variables.

The use of PCA is one reason to exclude some variables
before beginning the UF-ECT. Using constant or exactly lin-
early correlated variables can introduce numerical issues to
the PCA step due to the resulting low-rank matrices (these
are identified using a QR-factorization approach described in
Sect. 3.3). Traditionally discrete variables have also been ex-
cluded to avoid any possible issues related to the assumption
of continuous distributions. This requirement may be relaxed
in future work but in our experience has not been onerous
as most discrete variables have a related continuous variable
that provides information about the same part of model be-
havior. For example, a vertical level index for the height of
the tropopause is closely related to other continuous pressure
variables.

Like other testing methods, the UF-ECT approach must
strike a balance between sensitivity to true failures, mean-
ing those that produce statistically meaningful changes in the
model, and minimizing the number of tests that fail when
they should actually pass, also known as the false positive
rate (FPR). In our context, FPR is evaluated by determin-
ing the rate at which runs from the reference ensemble fail
the test. If the test is not sensitive enough, it will not detect
important changes impacting the output of the model. Con-
versely, if it is too sensitive, it will result in too many false
positives, a frustrating result which could prevent model de-
velopers from wanting to use the approach at all. Hence, the
approach presented in this paper works to balance these two
characteristics to achieve the overall objective of the test.

Other approaches to correctness testing have been pro-
posed and used in the scientific computing field, all attempt-
ing to address the chaotic variability of numerical models
while maintaining reasonable computational cost. Some rely
on the approach of quantifying perturbation growth over time
(see, e.g., Rosinski and Williamson, 1997; Wan et al., 2017).
Works like that of Mahajan et al. (2019a) (see also Maha-
jan et al., 2017, 2019b) employ an ensemble approach but
do so in a symmetrical way where test and accepted ensem-
bles are of a similar size. How to balance the cost of long
runs and ensemble sizes is a common issue; for instance,
Massonnet et al. (2020) use much smaller five-member en-
sembles than UF-ECT, but they are run for 20 years of simu-
lated time. Similarly, approaches must decide whether to use
a smaller subset of output variables of a model (like the 10
variables used in Wan et al., 2017) and whether to compare
outputs with or without spatial averaging (like in Mahajan,
2021). The UF-ECT combination of asymmetrical ensemble
sizes, short model runs, and PCA transforms appears to still
be unique in the literature.
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2.1 UF-ECT procedure

We now outline the UF-ECT procedure. This procedure is
implemented as part of the previously mentioned PyCECT
software library.

1. Generate an ensemble of Ngys numerical model runs
from the reference configuration.

- In the PyCECT implementation, ensembles are
generated by perturbing a field of the initial con-
ditions by machine-level perturbations and running
the model forward for time 7'. There may be other
ways to generate an ensemble that captures the
internal variability of the model to be tested but
perturbations to the temperature field are the most
common for CESM ensembles. The final instanta-
neous state of the model at time 7 is considered the
output.

2. Exclude variables.

- Before characterizing the ensemble, variables with
zero or very small variance, linearly correlated vari-
ables, and noncontinuous variables (such as integer
valued outputs) are excluded to avoid numerical is-
sues associated with low-rank or non-invertible ma-
trices.

3. Spatially average variables.

- If the numerical model output includes spatial vari-
ables, those spatial output variables are averaged
down to a single scalar. This averaging may look
slightly different depending on the variable and
model. Generally a weighted averaging scheme is
used if outputs are defined on cells with different
sizes.

4. Characterize the ensemble using principal component
analysis (PCA).

- Before calculating the PCA transformation, vari-
ables are standardized, resulting in zero mean and
a standard deviation of 1. This step is important in
settings where variables may be measured on very
different scales, common in scientific models. The
associated shifts and scales are saved for equiva-
lently transforming the output from the new config-
uration to be tested.

- This step will result in a set of PCA loadings, the
vectors used to transform from the model’s output
space to the PCA space, and standard deviations (o)
for each principal component (PC), an estimate of
the underlying variance of that PC. Each PC has a
mean of zero by construction.

- Retain the first Npc loadings and o values that ex-
plain most of the variance of the model output.

https://doi.org/10.5194/gmd-18-2349-2025
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Figure 2. Diagram of the procedure for testing a new configuration with UF-ECT.

5. Generate Nyey model runs from the test model config-
uration, then transform the output variables using the
PCA loadings (Fig. 2).

- Npew = 3 is considered fixed for this paper.
6. Determine a failure or pass using the following steps.

- Categorize each PC of each new test run as a fail-
ure if it lies more than m, standard deviations away
from the mean. For example, if m, = 1.0, then a
particular PC will be categorized as a failure if it
falls more than 1.0 standard deviation a way from
the mean of the reference ensemble. In this way
m, defines the width of the test’s acceptance re-
gion.

- The overall ECT results in a failure if Npcrails PC
components fail NpypFails or more of the new test
runs.

- my is chosen in order to achieve a desired FPR.
NpcRails = 3 and Nyunpails = 2 are considered fixed
for this paper.

2.2 PCA estimation bias

Because the failure of a particular PC from a test model run
depends on where it lies within the distribution estimated
from the reference ensemble, effective estimation of that dis-
tribution is key to the ECT method. Unsurprisingly, the accu-
racy of estimating the underlying distribution improves with
more samples (i.e., a larger ensemble). However, PCA es-
timation error does not affect each PC randomly. Instead it
follows a structure described in Lawley (1956) and Jackson
and Jackson (1991), where, with ensemble size n and true PC
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As stated in Jackson and Jackson (1991), “the general ef-
fect is that the larger roots will be too large and the smaller
roots will be too small,” where roots refer to the variance of
a particular PC dimension (Fig. 3). This effect decreases as
ensemble size grows and also depends on the relative size of
the true variances.

This bias affects the ECT in multiple ways. For PCs whose
variance is overestimated, a new test run is less likely to fail
than if the variance were perfectly known. This is because the
region of acceptance is increased as the estimated o grows.
In contrast, for PCs whose variance is underestimated, new
test samples that should not fail instead fail more often than
they would with perfect knowledge of the variance. This oc-
curs because the region of acceptance is reduced as the es-
timated o shrinks (see Fig. 5). A key note is that the effects
of overestimated and underestimated PCs do not cancel each
other out. Instead, a poorly estimated PCA transform could
result in both additional missed true failures and false pos-
itives. Finally, this bias can impact one’s estimate of how
many PC dimensions are needed to capture the underlying
dimensionality of the numerical model.

If the bias was smooth and predictable it would be easy to
account for. Unfortunately, the interplay of stochastic noise
and the bias terms results in a highly noisy bias (as shown
in Fig. 4). The impact of bias on the ECT was explored in
previous work (Molinari et al., 2018) and alternative estima-
tors were tested. Alternative estimators were found to reduce
bias on average but introduce unacceptable uncertainty to the
estimates of PC variance. In this current work, conscious of
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Figure 3. Theoretically predicted variance of a system with linearly
decreasing true PC variances. The system contains 50 dimensions
and 1000 samples. We see a region where early (i.e., larger) PC
variances are overestimated (positive bias) and a region where later
(smaller) PC variances are underestimated (negative bias). This bias
affects the UF-ECT in multiple ways.

these effects, our goal will be to generate a sufficiently large
ensemble and specify the number of PCs used to manage the
effects of the bias.

3 A generalized setup framework for applying the
UF-ECT to different computer models

In this work we develop a general setup framework for ap-
plying the UF-ECT to different models and specifying the
values of relevant test parameters. One can think of this work
as a setup phase (Fig. 6) of the test, which model developers
must undertake when first adapting the UF-ECT procedure
to their application. This work only has to be done once for
a given numerical model or when an existing model under-
goes substantial scope changes, such as adding significant
new science. (If users, for instance, want to designate a new
computing cluster as the source of their accepted configura-
tion, this setup phase will not have to be redone.)

Because of the interaction of various test parameters, we
propose the following ordering when specifying parameters
to use the UF-ECT method on a new or updated model. Ex-
actly how to specify these parameters is explained in the fol-
lowing section.

1. Generate a sufficiently large experimental ensemble for
the setup phase.

2. Determine an appropriate model run length, 7.

3. Determine which output variables to exclude from the
test.

Geosci. Model Dev., 18, 2349-2372, 2025

4. Determine the number of PC dimensions to use in the
test, Npc.

5. Determine the width of the acceptance region, m., and
reference ensemble size, Neps.

3.1 Generating an experimental ensemble

The first step to specifying appropriate UF-ECT parameters
involves the generation of a large experimental ensemble of
numerical model runs. These runs are generated in the same
way as they would be for the test itself, with two important
differences. First, the number of ensemble members is higher
than it will be for the eventual summary file creation in part 1
of UF-ECT (see Sect. 2.1). This allows us to test a range of
parameter values and ensemble sizes (and multiple permuta-
tions of each ensemble size) to be confident in our parameter
specifications. Second, because we do not yet know how long
the model must be run for, we must save multiple time slices
of the model and use longer runs than will eventually be re-
quired.

Both of these requirements result in increased computation
and storage costs. However, it is important to remember that
even if models are run for twice as long and the ensemble
is twice as large as required in part 1, the cost will still be
reasonable because of the length of the ultrashort runs. In
addition, if storage of multiple time slices is an issue, one
can reasonably save every nth time step without substantially
impacting one’s conclusions.

Based on our experience with the numerical models in
this paper, we recommend beginning the setup phase with
an experimental ensemble size (Nexp) equal to 10 times the
number of output variables of the model, after known con-
stant and non-floating-point variables are excluded (again,
this large experimental ensemble is used only for the setup
framework and will be used to specify needed UF-ECT pa-
rameters, including Neps). This size is a heuristic based on
our experience. Having a larger experimental ensemble than
necessary will not negatively impact our results. Also, in a
subsequent step we will be able to determine if the heuristic
recommendation is too small and generate additional runs for
a larger experimental ensemble.

To demonstrate our generalized setup framework we will
include results using MPAS-A (Skamarock et al., 2012). For
all MPAS-A results we use version 7.3. MPAS-A uses a C-
grid staggered Voronoi mesh, and our work uses a quasi-
uniform 120km mesh with 55 vertical levels and 40962
cells. The default output files from MPAS v7.3 contain over
100 variables. However, a number of these variables are actu-
ally constant over time (e.g., the area of each grid cell) or are
purely diagnostic, in the sense that they are computed from
the model prognosed state but in no way influence the sim-
ulation. Eliminating constant variables and diagnostic vari-
ables left 43 variables in the model output, and hence we
begin with a recommended experimental ensemble size of

https://doi.org/10.5194/gmd-18-2349-2025
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Nexp =430. In general, determining the appropriate set of
output variables is best done by or in conjunction with model
developers.

3.2 Determining an appropriate model time slice

The UF-ECT method relies on effectively quantifying the un-
derlying variable distributions of each numerical model. For
this purpose we seek to run the model long enough that we
can effectively detect the impact of model changes in model
outputs. Running too long will lead to excess computational
expense or, worse, having the output signal totally dominated
by chaotic effects as model trajectories diverge according to
the Lyapunov exponents of the system. Initially, and for the
first few time slices, the spatial average of most variables will
not be normally distributed across the experimental ensem-
ble, as only a single variable field was perturbed. As the en-
semble is allowed to run for longer, the ensemble distribution
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of each variable will generally spread out (see Fig. 7) until
they reach the limits of the model’s underlying phase space.

This behavior is directly related to our reliance on the cen-
tral limit theorem to approximate the spatial means of numer-
ical model outputs and their PCA transformations as normal
distributions. The assumption of variable outputs as random
fields is only valid if the model has been run long enough
where each variable’s output can be treated as a stochastic
process despite only perturbing one variable’s initial condi-
tions.

As the perturbations of one variable field propagate
through the numerical model, the number of variable distri-
butions failing a test of normality quickly decreases before
stabilizing. We have found this transition to normality to be
a useful way to determine when a model has been run long
enough to be used for the UF-ECT. One measure of normal-
ity is the Shapiro—Wilk test (Shapiro and Wilk, 1965). An
in-depth discussion of the Shapiro-Wilk test as applied to
CESM can be found in Molinari et al. (2018). In Fig. 8 we

Geosci. Model Dev., 18, 2349-2372, 2025
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Figure 6. When applying the UF-ECT to a different model, developers must first undertake certain setup steps to appropriately specify
test parameters that reflect the size and behavior of their model. These test parameters affect all parts of the test, from generating the large
reference ensemble and characterizing it using PCA (part 1) to running and evaluating runs from the new test configuration (part 2).

MPAS-A Ensemble Distribution
Variable: 'acsnow'

Relative Density

MPAS-A Ensemble Distribution
Variable: 't2m'

Relative Density

Figure 7. Plots demonstrating the evolution of an experimental ensemble of spatially averaged outputs from MPAS-A. The distributions
of both variables (with acsnow representing accumulated snow and t2m representing temperature at 2 m height) look roughly normal after
12 time steps of the model (approximately 2.5h of simulated time). However, t2m looks roughly normal earlier, perhaps reflecting closer

coupling to the original perturbations.

see a plot of how many variables fail the Shapiro—Wilk test
(with the commonly used p = 0.05 cutoff). One can see that
the number of variables failing the normality test falls from
an initial peak and then stabilizes around a lower number,
though usually not zero. For MPAS-A, this transition appears
to take place after approximately 12 model time steps (using
the default time step length of 12 min), so we set 7 = 12 time
steps. If the number of variables failing the Shapiro—Wilk test
does not decrease and then stabilize, a user should be con-
cerned that their model is not behaving like those we investi-
gated and perhaps the initial perturbations are not propagat-
ing across fields. Since the Shapiro—Wilk test is probabilis-
tic, this number would not go strictly to zero even if all the
variables were sampled from normal distributions. In reality
variable distributions are unlikely to all be strictly normal.
We will revisit that possible issue in the next section.

In some numerical models, default initial conditions may
not be representative of a fully spun-up model state, where
fields are in balance and contain structure commensurate
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with the model grid resolution. In these cases it is possi-
ble that the UF-ECT, and the setup framework developed
here, should use an initial state generated after some amount
of spin-up. MPAS-A developers indicated that hydrometeor
fields require some model spin-up, so all MPAS-A results
begin from a state generated from a 1d spin-up simulation.
No significant difference was observed in the amount of time
required for the count of non-normal variables to stabilize.
But, as the incurred computational cost from a single spin-up
run is small, if model developers believe default initial condi-
tions are unrealistic we recommend using a post-spin-up set
of initial conditions for creating the ensemble.

Another way to analyze the normality of variables is using
Q—Q plots like in Fig. 9. These plots visualize whether the
density quantiles of the ensemble match those of a theoreti-
cal normal distribution. All ensemble members (blue mark-
ers) falling on the red line would indicate matching a normal
distribution. We found visual inspection of Q—Q plots to gen-
erally agree with conclusions drawn from the Shapiro—Wilk
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Non-Normal Variables for MPAS-A 7.3 vs Model Runtime
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Figure 8. Number of MPAS-A output variables failing the Shapiro—
Wilk normality test (considered a p value < 0.05) as a function of
model run length. One can see the number of non-normal variables
decreasing before stabilizing. This transition is used to specify an
appropriate length to run the model (7"). The dashed red line is
placed at time step 12.

test. However, as each variable generates a plot at each time
slice, this approach can become unwieldy for any substantial
number of variables. Therefore, they are not recommended
as part of the generalized setup framework for specifying the
time slice to use for UF-ECT but could be a helpful tool if a
user of the framework is running into oddities.

3.3 Determining which variables to exclude from the
test

Large scientific numerical models may output a variety of
variables by default, some of which should first be excluded
before using the UF-ECT. Generally this is because some
variables do not carry unique information and/or may intro-
duce numerical issues in later steps. While model users may
already be able to identify many such variables (for instance
a variable used to describe the grid whose value does not
change over time), we now consider such variable categories
and their impact on UF-ECT performance.

Variables that are constant, or very nearly constant in a
numerical sense, across the ensemble are the first to be ex-
cluded. Such variables introduce numerical issues when in-
troduced to the PCA algorithm. As they do not help us char-
acterize the ensemble, excluding them does not cause a loss
in sensitivity of the test. Because the test relies on quantify-
ing and comparing to continuous distributions, discrete out-
puts are excluded. Model developers should be careful if their
model’s output is largely integers or other non-floating-point
variables. Both of these classes of variables are already ex-
cluded as part of the PyCECT software.
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Correlated variables can be common in scientific models.
For example, temperature, potential temperature, and tem-
perature at 10 m are all output by MPAS-A. Variables that
are almost exactly linearly correlated, and thus result in a
rank-deficient covariance matrix, are already excluded as part
of the PyCECT software (using a QR-factorization approach
with a tolerance based on machine epsilon and degrees of
freedom) because they have the potential to introduce numer-
ical issues. Further, due to being almost exactly linearly cor-
related, they will not help us better characterize the model.
However, other variables still have a range of correlation in-
tensity. A plot of correlation coefficients for MPAS-A can be
seen in Fig. 10. From the 43 MPAS-A variables considered
there were 13 variable pairs considered highly correlated.
For this analysis we investigate variables having greater than
a 0.75 correlation coefficient but not resulting in a rank-
deficient correlation matrix as identified using the QR fac-
torization described above.

Does including variable pairs with correlation coefficients
in this range, not enough to cause numerical issues but
far from being independent, negatively impact the UF-ECT
method? Since all outputs will be transformed using PCA,
we expect the correlated variables to be handled in that step.
Indeed, dealing with correlated data is one of the main rea-
sons for PCA. To test this assumption we ran a large set of
UF-ECT simulations using a 430-member MPAS-A experi-
mental ensemble.

These tests were done as follows.

1. Randomly select 200 members of the 430-member
MPAS-A experimental ensemble.

2. Select a random set of three samples from the remain-
ing members of the MPAS-A ensemble to serve as test
members.

3. Record how often each individual PC from the test runs
fell outside the m, acceptance region according to the
standard ECT procedure.

4. Repeat steps 2 and 3 for 100 iterations.
5. Repeat steps 1—4 for 100 iterations.

This approach was used to calculate which PC dimensions
contributed most to failures and, by transforming the failing
PC dimensions back into the variable space, which model
variables contributed most. As all these model runs were
from the same model configuration, these failures are “false
positives”. We see in Fig. 11 that the rate at which an indi-
vidual PC dimension from a test run would fall outside the
mg acceptance region steadily grows as the estimated vari-
ance of that PC dimension grows. This is a result of the PCA
variance estimation bias discussed earlier.

In Fig. 12 we see the average contribution to failure of
each MPAS-A variable. The x axis is arbitrary and reflects
the original ordering of the variables in their output files.
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Figure 9. Selection of MPAS-A Q-Q plots. Samples falling along the diagonal red line indicate that the distribution matches a theoretical
normal distribution. Variable descriptions are as follows — acsnow: accumulated snow, cd: drag coefficient at 10 m, cda: drag coefficient at
lowest model level, ck: enthalpy exchange coeff at 10m, cka: enthalpy exchange coefficient at lowest model level, and cuprec: convective

precipitation rate.
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Figure 10. Correlation plot of MPAS-A output variables at time step 12. Relationships between highly correlated variables can be seen in

dark red and dark blue.

One can see that the likelihood of contributing to a failing
PC dimension is roughly equal across all included MPAS-A
variables. It appears that no specific variables, including the
correlated variables highlighted earlier, cause disproportion-
ate rates of false positives.

This also gives us confidence that every spatially aver-
aged variable distribution being strictly normal is not a re-
quirement for the UF-ECT. When we specified a time slice,
we waited until the number of variables whose distribution
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across the ensemble was non-normal stabilized (Fig. 8). But
some variables may continue to fail the test for normality in
later time slices (Fig. 7 gives an example of how variable
distributions may look in later time slices). Again, Fig. 12
indicates that variables failing the normality test do not con-
tribute disproportionately to false positives.

Based on these results we do not recommend addi-
tional exclusions beyond those historically excluded by the
PyCECT software library based on numerical issues. These
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Average Fails by PC
MPAS-A 7.3, Timestep 12, Ensemble Size 200
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Figure 11. Average failure rate of each MPAS-A PC dimension
based on samples from the same model configuration. Note that this
failure rate is not the same as the overall UF-ECT FPR as it only sig-
nifies that a particular PC falls outside the acceptance region (this
is why the failure rate is much higher than the expected UF-ECT
FPR). The figure indicates that the later PC dimensions represent-
ing a smaller proportion of the ensemble’s variance are more likely
to fail due to bias in their estimate.

Average Fails by Variable
MPAS-A 7.3, Timestep 12, Ensemble Size 200
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Figure 12. Result of transforming the failing PC dimensions from
Fig. 11 back into the MPAS-A variable space. This figure shows the
relative contribution of each model variable to failing PCs. Again
these values do not equate to the overall UF-ECT FPR, but this
figure shows that all variables contribute roughly equally to false
positives. This gives us confidence that our setup framework has
excluded numerically problematic variables.

include variables that are constant, numerically close to be-
ing constant, non-floating-point, and linearly dependent (due
to resulting rank-deficient covariance matrices). Therefore no
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new correlation calculations are required as part of the setup
phase.

It is worth mentioning that we expect the existing proce-
dure to adequately handle the case where a user has added
additional derived variables or where it is difficult to distin-
guish which output variables are natively calculated versus
derived.

3.4 Determining how many PC dimensions to use

PCA forms an important part of the UF-ECT method. Trans-
forming the spatial means into an orthonormal basis allows
us to compare to each PC dimension independently. Also,
if the underlying dimensionality of our data is less than
the number of output variables, PCA allows us to utilize a
smaller number of dimensions. In this case we can ignore PC
dimensions that do not capture information about the model.

But we do not want to miss an error because we discarded
too many PCs, a result referred to as a false negative, and thus
failed to capture information about part of the model. Includ-
ing a sufficient number of PCs is key to achieving the goal of
accurately characterizing the model. A common approach to
determining how many PCs to use is to consider the cumula-
tive variance explained of the first N PCs. We will adopt this
approach to specify a sufficient number of PC dimensions us-
ing a standard of explaining 95 % of the ensemble’s variance.
While not used in this approach, it is worth noting that nu-
merous methods of determining the appropriate Npc exist as
described in Cheng et al. (1995), Richman and Lamb (1985),
and North et al. (1982). While variance explained has proven
sufficient for our current method, an alternative method may
be explored in future work.

However, another side effect of the PCA bias discussed
earlier is that using an insufficient ensemble size causes one
to underestimate the number of PCs required to explain a
given amount of variance. With a small ensemble size, the
variance of the early (larger) PCs is overestimated. This ef-
fect is seen in Fig. 13. As the ensemble size used to estimate
the PCA transform grows, the curves converge to a stable es-
timate.

For the UF-ECT setup phase, our goal is to include enough
PC dimensions to explain 95 % of the variance of the nu-
merical model. We can see that our required PC dimensions
needed to explain 95 % of the variance stabilize beyond a suf-
ficient ensemble size (Fig. 14). We consider the required PC
dimensions to have stabilized when their value stays constant
over a 250-sample-size increase (in steps of 50 samples). We
will use this stabilized count for Npc. In addition, this pro-
vides a minimum ensemble size (Negps) to use. If our estimate
of Npc does not stabilize with an ensemble size smaller than
our experimental size, with a sufficient margin to conduct re-
peated trials, we know we must create a larger experimental
ensemble. In this way we are able to adjust our original ex-
perimental ensemble size heuristic as needed.
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Cumulative Variance Explained vs PC's Included
Effect of Ensemble Size on MPAS-A 7.3 PCA
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Figure 13. Estimated cumulative variance of a given number of PC
dimensions for MPAS at various sample sizes. One can see that
small sample sizes underestimate the number of PCs required to
explain a given amount of variance. Figure reflects the mean of 10
sets of samples at each ensemble size.
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Figure 14. Estimated number of PC dimensions required to ex-
plain 95 % of the variance in MPAS as a function of ensemble size.
This number rises as the effect of bias is reduced, eventually stabi-
lizing to 26 PC dimensions after an ensemble size of 200 members.
The figure reflects the mean of 10 trials at each ensemble size.

Based on this process, we recommend Npc = 26 for UF-
ECT when used with MPAS-A.

3.5 Determining an appropriate acceptance region and
ensemble size

We have now determined the time span to run the numerical

model, the number of PCs, and the ensemble size that gives
us a stable estimate of overall model variance. These steps
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address the important task of ensuring that we are sensitive to
changes across a scientific model code, as long as all portions
of the code are represented in the output variables.

We must also ensure that the number of false positive re-
sults remains below an acceptably low rate, where model
configurations that should pass are issued failures. Too many
false positives reduce the practical usefulness of the UF-ECT,
but some false positive results are an intrinsic effect of the
probabilistic nature of the UF-ECT. Even results from the
original model’s distribution of outputs will sometimes fall
outside the acceptance region defined by m, . The likelihood
of failing the test, holding other test parameters fixed, goes up
as we increase Npc, just as the odds of rolling double ones
on a pair of dice go up when given more attempts.

For a given value of m,, we can derive the theoretical FPR
as a function of Npc, assuming distributions are perfectly
Gaussian and we have exact knowledge of each distribution’s
variance. When m, = 2.0, as it has been the default in previ-
ous works, the probability of an individual PC failing a spe-
cific run is equivalent to the likelihood of a Gaussian variable
falling more than 2 standard deviations from the mean or

my = 2.0, 2)
r=2-®(—my) =0.0455, (3)

where ®(x) represents the cumulative distribution function
of the standard normal distribution. The constant value of 2
is a result of considering values both sufficiently less than
and more than the mean. The probability of a specific PC
failing two or more runs out of three can be derived from
the cumulative distribution function of the binomial distribu-
tion. It is equivalent to asking the following question: given
three trials, what is the likelihood of two or more successes
when the probability of one success is r? It can be calculated
as

p=3r2(1 —r)+r> = 0.006. )

Finally we can calculate the probability of Npcpails = 3 or
more failures when using Npc PCs using the same cumula-
tive distribution of the binomial distribution but where each
trial’s chance of success is now p. The equation is simpli-
fied if we subtract the probability of failing two or fewer PC
dimensions (results that would actually result in a test pass)
from one to give us our failure rate:

2
FPR(Npc) =1— ) (N"C) ph(1— pyNeek (5)

k=0 k

Plotting this function for a range of Npc we see that, when
using 26 PC dimensions as we chose for MPAS-A, the the-
oretical FPR falls below our goal of 0.5 % (Fig. 15). If this
was not the case, as we will see later when examining CESM,
we can adjust m,. For MPAS-A, we continue to use the de-
fault m, = 2.0 (extensive discussion of the ECT FPR and a
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Theoretical False Positive Rate vs Principal Components Used
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Figure 15. Theoretical FPR of the UF-ECT as a function of Npc

if PC distributions were Gaussian and their variance was perfectly
known when mq4 = 2.0.

MPAS-A 7.3 False Positive Rate by Ensemble Size
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Figure 16. Experimental FPR for the UF-ECT when used with

MPAS and Npc = 26. The plot represents a mean of 10 000 trials at
each ensemble size.

derivation of the theoretical FPR can be found in Molinari
et al., 2024).

However, just because we can theoretically achieve a FPR
below 0.5 % does not mean this occurs in practice. The PCA
bias discussed earlier, as well as deviations from normal-
ity, can cause additional false positives. These effects are re-
duced as we increase our ensemble size (an in-depth explo-
ration of the effect of ensemble size on FPR can be found
in Molinari et al., 2018). By repeatedly running the UF-ECT
using subsets of our larger initial experimental ensemble and
testing remaining runs we can estimate the actual FPR for a
model at a given ensemble size (Fig. 16). We see that an FPR
less than 0.5 % is achieved at the ensemble size of 200 that
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yielded stable variance explained estimates in the last step.
Therefore for MPAS-A we recommend Neps = 200.

These last two steps, determining Npc and Nepg, inform
our recommendation to initially generate a larger experimen-
tal ensemble of runs for the setup framework. In order to be
confident that our ensemble size estimates are valid we need
a substantially larger experimental ensemble to draw from.

We have now estimated all needed UF-ECT test parame-
ters. For MPAS-A these were T = 12 time steps, Npc = 26,
mg =2, and Neps = 200. In Sect. 5, we will test the effec-
tiveness of these parameter choices.

4 Re-evaluating the UF-ECT for CESM 2.3

In the previous section we detailed a setup framework to de-
termine appropriate parameters for the UF-ECT when apply-
ing it to a different model. Here we consider a slightly dif-
ferent task but for which we can apply the same approach.
UF-ECT has been in use during CESM development for a
number of years (again, we use the term CESM here, though
we only focus on outputs from the atmospheric portion of
the model, CAM). Indeed, UF-ECT was designed specifi-
cally for use with CESM and, as such, parameters like m,
and Npc were tailored to the model. However, in the in-
tervening years CESM has gone through substantial devel-
opment. Importantly for our purposes here, the model has
grown to encompass new physics processes, reflected in a
substantial increase in default output variables (after exclud-
ing variables as described above the model has gone from
108 default variables in the CESM version 1.3 series to 275
default variables in the version 2.3 release series). It is pos-
sible that some of the variables reflect simple transforms of
existing variables. But, CESM developers are justifiably con-
cerned that the UF-ECT parameters initially determined are
no longer appropriate.

We begin our process as before, with the creation of an
experimental ensemble 10 times larger than the default out-
put size. With 275 output variables (after exclusions as out-
lined in Sect. 3.3) this results in an experimental ensemble of
Nexp = 2750 perturbed model runs. For the following analy-
sis, we use the CESM 2.3 series release with the F2000climo
compset and the f19_f19 resolution, which corresponds to a
roughly 2° resolution on a finite-volume grid (we will refer
to this resolution as ‘“2-degree” for convenience). The CAM
component is version 6.3.

Finally we will consider this important question: can we
expect test parameters calculated for one model resolution to
hold for other resolutions? To answer this question we will
repeat our setup framework with CESM 2.3 but run using the
f09_£09 resolution, corresponding to approximately a 1° res-
olution.
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Non-Normal Variables for CESM 2.3 (2 Deg) vs Model Runtime
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Figure 17. Non-normal variables (those with Shapiro-Wilk p
score < 0.05) compared to model run length. In order to compare
across all run lengths, variables that are not calculated at every time
step are excluded. While this trend is noisier than with MPAS-A
above, we see a clear trend. We identify seven time steps (marked
with a vertical red line) as the point at which the quantity of non-
normal variables stabilizes.

4.1 Determining an appropriate run length

With a sufficiently large experimental ensemble, the second
step when applying UF-ECT to CESM 2.3 is to determine
an appropriate model run length. Again, this is done by iden-
tifying the point at which the number of non-normal vari-
ables stabilizes. This transition represents the point at which
the initial temperature perturbations have propagated to most
other model variables and enables us to employ the central
limit theorem. In Fig. 17 we can see that this occurs after just
seven time steps. Identifying this transition is slightly more
difficult than with MPAS-A above due to more noise in the
results. Given the low additional cost of going from five to
seven time steps, the slightly longer run length is selected
to ensure that perturbations have fully propagated through
the model. This length is roughly aligned with the previous
use of nine time steps in Milroy et al. (2018). Some model
variables in CAM are only calculated on odd time steps, and
thus we only consider odd time steps to be viable candidates.
Based on this process, we set the first test parameter: 7 =7
time steps.

4.2 Determining how many PC dimensions to use

With a run length specified we can now determine how many
PC dimensions to use. Again, we seek to capture the bulk
of the variability in our ensemble (and thus capture most of
the behavior of the numerical model in question). But, due
to PCA estimation bias, we will underestimate the number
of PC dimensions required if we use an ensemble that is
too small. By increasing our ensemble size until the required
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number of dimensions stabilizes we can be confident that we
are fully representing the model.

In Fig. 18, we see that 130 PC dimensions are required to
capture 95 % of the ensemble’s variance. This estimate stabi-
lizes beyond a sample size of roughly 1450. So, Npc = 130
for CESM 2.3.

4.3 Determining an appropriate acceptance region and
ensemble size

Our final step to prepare the UF-ECT for use with CESM 2.3
is to ensure that our FPR is not too high, causing users to
have to deal with too many erroneous false positives that do
not actually correspond to meaningfully distinct outputs. The
FPR is affected by PCA estimation bias but also increases as
the number of PC dimensions increases as an unavoidable
by-product of the test design. In Fig. 15 we saw the theoreti-
cal limit for FPR if we could perfectly estimate the underly-
ing PC distributions. When 130 PCs are included in Fig. 15
we see that the theoretical FPR is well above our goal FPR
of 0.5 %.

By adjusting m, we can tune the sensitivity of the UF-
ECT. Figure 15 is made using the test default of m, =2.0.
Increasing m, means reducing the likelihood of a failure on
a particular PC, allowing us to achieve our overall goal of a
0.5 % FPR when additional PC dimensions are used. Know-
ing that some PCA bias will occur and that our distributions
will not be perfectly represented by normal distributions, we
numerically calculate a value for m, that results in a the-
oretical FPR of 0.2% at Npc = 130 based on Eq. (5). A
0.2 % theoretical FPR is the heuristic chosen based on com-
paring the theoretical and experimental FPRs for MPAS-A
and CESM. In effect it provides a buffer for the inevitable
impacts of PCA variance estimation bias and slightly non-
normal variable distributions. This results in m, = 2.24 and
a new theoretical FPR curve (Fig. 19).

With a new value for m, we can now test our actual FPR
using samples from our base ensemble like we did before.
These results are shown in left plot of Fig. 20. While there
is some stochastic variation, we see that at ensemble sizes
above 1800 the FPR is approximately at or below our goal
of 0.5 %. It is important to consider the larger trend (shown
in the right plot of Fig. 20) where the importance of sufficient
ensemble size for FPR is clear. We see a diminishing benefit
of increasing the ensemble size further.

Based on these results we set Neps = 1800. To summarize,
we recommend the following UF-ECT test parameters for
use with CESM 2.3: T =7 time steps, Npc = 130, m, =
2.24, and Ncps = 1800. While this larger ensemble repre-
sents an increase in the computational expense from what
was specified in Milroy et al. (2018), it is still computation-
ally reasonable due to the short length of the model runs and
the fact they can be created in parallel. Further, because of
the design of the UF-ECT, additional computation is only re-
quired when creating the model summary for the reference
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Minimum PCA Dimensions to Explain
95 % Variance in CESM 2.3 (2 Deg) vs Ensemble Size
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Figure 18. Number of PC dimensions needed to explain 95 % of the variance in CESM 2.3 at time step 7 compared with sample size. The
number of PCs required stabilizes at 130 beyond an ensemble size of 1450. The reported value represents a 10-trial mean.
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Figure 19. Theoretical FPR of the UF-ECT as a function of Npc if PC distributions were Gaussian and their variance was perfectly known

when mg = 2.24.

configuration, which is done infrequently. The work required
to test new configurations against the reference configuration
is the same as before.

4.4 Testing another model resolution

Models like CESM and MPAS-A are not limited to a sin-
gle resolution. We now repeat our setup framework for
CESM 2.3, but using the f09_f09 resolution (“1-degree”). As
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providing distinct test parameters for every resolution would
be a significant burden for users, we then ask if the magni-
tude of differences is minimal enough to justify a single set
of recommendations across resolutions.

Again, our setup framework begins with a large experi-
mental ensemble of 2750 members. Using this experimental
ensemble we specify an appropriate length to run the model
for. In Fig. 21 we identify the point at which the number of
non-normal variables stabilizes. It appears that seven model
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Figure 20. Experimental FPR for the UF-ECT when used with CESM 2.3, Npc = 130, and my = 2.24. The effects of PCA variance
estimation bias can be clearly seen in the right-hand plot. While a sufficient ensemble size is key to reducing the FPR, there is a diminishing
benefit to very large ensembles. Plots represents mean of 10000 trials at each ensemble size and display the same data with different axis

ranges.
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Figure 21. Non-normal variables (those with Shapiro-Wilk p
score < (.5) compared to model run length for 1-degree CESM 2.3.
It appears that seven time steps (marked with a vertical red line) is
again appropriate as the point at which the quantity of non-normal
variables stabilizes.

time steps is again a reasonable selection for the model run
length. Again, this step may require additional knowledge
of the model design. Because some variables are only up-
dated on odd time steps in CESM 2.3, we only consider those
lengths.

Using a model run length of 7 = 7 time steps, we move to
the next step of the setup framework where we determine the
number of PC dimensions needed to accurately characterize
the model. As small ensemble sizes will underestimate the
variance explained by later PC dimensions we increase the
ensemble size until the estimate of the number of PC dimen-
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Minimum PCA Dimensions to Explain
95% Variance in CESM 2.3 (1 Deg) vs Ensemble Size
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Figure 22. Number of PC dimensions needed to explain 95 % of the
variance in 1-degree CESM 2.3 at time step 7 compared with sample
size. We see the number of PCs stabilize at 133 beyond an ensemble
size of 1375. This is an increase from the 130 PCs recommended for
the 2-degree model configuration. However, the variance explained
by those additional three PC dimensions is small. With 1400 runs
of 1-degree CESM 2.3, the estimated variance explained by 130
PC dimensions is 94.8 %. This difference from our goal of 95 % is
small enough to justify the use of the same number of PCs across
resolutions. The reported value represents a 10-trial mean.

sions required to explain 95 % of the variance stabilizes. We
see in Fig. 22 that our estimate stabilizes at 133 PCs beyond
an ensemble size of 1400.

With the 2-degree CESM 2.3 runs we found that our esti-
mate stabilized at 130 PC dimensions, so the change in reso-
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lution has resulted in a different recommendation here. How-
ever, when considering our goal of accurately characterizing
our model’s behavior we may reasonably ask how much ad-
ditional variance is explained by those additional three PC di-
mensions. It turns out that when using 1400 samples, the first
130 PC dimensions explain 94.8 % of the 1-degree model
variance. Given how close this value is to our goal of 95 %,
it is reasonable to use the same number of PC dimensions for
both resolutions.

Using the same Npc = 130 means that we also will use the
same value for the acceptance region, m, = 2.24. Our final
task is to ensure that our ensemble size is large enough to
limit our FPR to a sufficiently low value. The experimental
FPR values for 1-degree CESM 2.3 are seen in Fig. 23. While
the experimental FPR is slightly higher for the 1-degree runs
than the 2-degree runs at 1800 ensemble members, the differ-
ence is small (0.6 % vs 0.5 % FPR). The difference is espe-
cially minor when comparing the overall effect of ensemble
size in the right-hand plot. Therefore we also find the use of
an ensemble size of 1800 reasonable for 1-degree runs.

Overall, we see small differences between the recom-
mended UF-ECT parameters for 2-degree and 1-degree
CESM 2.3 runs. The exact cause of these differences is un-
known but may be explored in future work. However, based
on the magnitude of the differences it is reasonable to expect
they will have a minimal impact on the test’s effectiveness.
This justifies the use of one set of UF-ECT parameters across
multiple CESM resolutions. Users of other models may find
this sufficient justification to only use the setup framework
for a single resolution and employ the determined parameters
across other resolutions. However, if a user is unsure whether
the impact of resolution in their model is likely to be similar
to CESM, they could also follow the setup framework with a
second resolution and compare as done here.

5 MPAS-A UF-ECT testing results

In order to be considered effective, our setup framework must
produce test parameters that enable the UF-ECT to properly
return a failure for changes known to produce statistically
distinct output. In addition, changes without statistically dis-
tinct outputs should rarely be categorized as failures (at or
less than our goal FPR of 0.5 %). Generating such test cases
is not an easy task. In past works (Baker et al., 2015; Milroy
et al., 2018) most tests have been suggested by model devel-
opers. We take a similar approach here while also being able
to rely on tests used in previous works.

As in Milroy et al. (2018), test behavior is analyzed using
an approach known as the exhaustive ensemble test (EET),
where 30 model runs are conducted for each change and
the percentage of possible combinations of three runs (4060
total possible) that would fail the full UF-ECT procedure
(EET failure rate) is reported. As discussed before, due to
the stochastic nature of the UF-ECT test, a failure rate of 0 %
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is not expected even when runs are generated from the same
configuration.

The reference configuration for all tests was created us-
ing MPAS-A v7.3 with NCAR’s Cheyenne computing clus-
ter, using the default Intel compilers (2022.1), 36 computing
cores, and -O3 compiler optimization level.

5.1 Changes expected to pass

Changes we expect to pass include the type of non-scientific
configuration changes that a model user would commonly
encounter. These include changing compilers, compiler opti-
mization levels, or the number of cores the model is run with.
This also includes running on a different cluster entirely (here
using NCAR’s Derecho machine). Finally, we tested a code
change that reordered operations in a mathematically equiv-
alent way. We see in Table 1 that all test scenarios expected
to pass do so with an FPR below our goal of 0.5 %.

5.2 Changes expected to fail

A non-scientific change that failed resulted from running the
model on the Derecho computing cluster at NCAR with de-
fault compiler options. This change is representative of the
type that originally inspired the ECT approach, so its fail-
ure could be concerning. But, similar to results seen in the
original UF-ECT work (Milroy et al., 2018), this failure is
actually due to the use of the fused multiply—add (FMA) op-
eration. This hardware-enabled option, which allows a mul-
tiplication and subsequent addition to happen with a single
rounding step, is, by default, turned off on Cheyenne but used
on Derecho. While the exact mechanism by which FMA af-
fects results is still unclear, this result is consistent with pre-
vious results.

We initially hoped to test the impact of a change from dou-
ble to single precision. Model developers of both MPAS-A
and CESM believed changing precision in such a way should
fail. In earlier work (Milroy et al., 2018) a precision-based
test scenario passed the UF-ECT for CESM. However, in
that case only one subroutine was modified, keeping field
representations in double precision, whereas our change for
MPAS-A would impact the entire model code.

Unfortunately, due to initial perturbations being on the or-
der of machine epsilon for double precision, they are essen-
tially erased when applied to a temperature field represented
by single precision. This prevents the creation of independent
test runs. How to effectively test configurations when the ac-
cepted ensemble used a higher level of precision than the test
configuration remains an open question.

Another set of tests expected to fail includes scientific
changes to the model in the form of model parameter
changes. In previous ECT work (Baker et al., 2015), the
model parameter changes suggested by scientists ranged in
magnitude from approximately 5% to 100 % of the origi-
nal parameter values and all but one resulted in ECT failures.
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Figure 23. Experimental FPR for the UF-ECT when used with the 1-degree CESM 2.3 model, Npc = 130, and ms = 2.24. While the
estimated FPR at an ensemble size of 1800 is larger than our goal of 0.5 %, the difference is small (roughly 0.1 %). We can see in the right-
hand plot that we are clearly in a similar region. Plots represent a mean of 10 000 trials at each ensemble size and display the same data with

different axis ranges.

Table 1. UF-ECT MPAS-A testing results using non-scientific modifications. The UF-ECT with prescribed parameters detects expected

failures while avoiding erroneous false positives.

Test title Test description Expected result ~ Test result (failure
rate) (%)
Compiler Change from Intel to GNU compilers Pass 0.17
Core count Change from 36 cores to 96 cores Pass 0.44
Compiler optimizations Change from Intel -O3 to -O1 compiler optimization Pass 0.30
level
Order of operations Change part of MPAS convection parameterization Pass 0.17
scheme to do a set of operations in a different, but math-
ematically equivalent, order
New cluster (without FMA)  Run on default Derecho configuration but without FMA  Pass 0.10
New cluster (with FMA) Run on default Derecho configuration Fail 88.37

Each test only modified a single parameter by a fixed amount.
For instance, a CESM configuration with a dust emission pa-
rameter set to 0.45 was tested against an ensemble generated
with that parameter set to a default value of 0.55.

In this work we have expanded this analysis by testing the
UF-ECT failure rate of four model parameters when per-
turbed by four different orders of magnitude (from 100 %
to 0.1 % of the original parameter value) in both positive and
negative directions (for another example testing the sensitiv-
ity of a test to a range of model parameters, see Mahajan,
2021). We also report the failure rate due to a change of 10 %
in Table 2, analogous to previous ECT works. The sensitivity
of the UF-ECT across a range of perturbation magnitudes is
seen in Fig. 24.

Geosci. Model Dev., 18, 2349-2372, 2025

We see a clear relationship between the degree to which
the parameters were perturbed and the rate of failing the UF-
ECT. Overall the test appears to be sensitive to parameter
perturbations larger than 1 % to 10 % in magnitude, depend-
ing on parameter. This aligns with the magnitude of change
that domain scientists expected would affect output in previ-
ous works. The damping height parameter config_zd appears
to be the outlier, with UF-ECT being sensitive to changes as
small as 0.1 % of the default parameter value.

5.3 Off by one: a realistic bug scenario

In addition to the changes noted earlier that would not be ex-
pected to give inconsistent results — running on a different
machine, building the model with different compilers, and
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Table 2. MPAS-A scientific model parameters used for UF-ECT testing.

Test parameter Model function

Default value

config_xnutr Maximum w-damping coefficient at model top 0.2
config_coef_3rd_order Upwinding coefficient in the third-order advection scheme 0.25
config_epssm Off-centering parameter for the vertically implicit acoustic integration 0.1

config_zd Height above mean sea level (MSL) to begin w-damping profile 22000
MPAS-A UF-ECT EET Failure Rate vs MPAS-A UF-ECT EET Failure Rate vs
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Figure 24. Average UF-ECT failure rate as a result of perturbing different physical parameters by various magnitudes. For all parameters,
changes are detected when perturbation is 10 % (or more) of the default parameter value. For the parameter config_zd, perturbations as small

as 0.1 % are detected.

running the model using different numbers of processors —
there is another important class of changes that turn up during
numerical model development that should not change results,
namely the refactoring of code. To demonstrate the effective-
ness of the UF-ECT and its value in the model development
process, we consider a hypothetical, though entirely realistic,
scenario in which a small piece of code is generalized and
rewritten. We compare a correct refactoring with a version
where an “off-by-one” error (also known as a “fence-post”
error) is introduced. This type of error is simple but common
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(and also quite old, having been documented by individuals
as far apart as Vitruvius and Dijkstra Pollio, 1999; Dijkstra,
1982).

Numerical atmospheric models contain code to implement
various filters and other dissipation methods, and in MPAS-
A, one such piece of code is used to enforce a lower bound on
the eddy viscosities employed by a horizontal Smagorinsky-
type filter in the uppermost layers of the model. First, we
consider Algorithm 1 for implementing this lower bound-
ing, where K (n) represents the eddy viscosity at layer n in
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Table 3. UF-ECT testing using MPAS-A scientific model parameters perturbed by 10 %.

Test parameter Default value

Tested value

Expected  Test result (failure

result rate) (%)
config_xnutr 0.2 0.22  Fail 100
config_xnutr 0.2 0.18  Fail 100
config_coef_3rd_order 0.25 0.275 Fail 100
config_coef_3rd_order 0.25 0.225 Fail 100
config_epssm 0.1 0.11  Fail 100
config_epssm 0.1 0.09 Fail 100
config_zd 22000 24200 Fail 100
config_zd 22000 19800 Fail 100

a model grid column, Njayer is the number of vertical layers
(with 1-based indexing, layer Njayer represents the uppermost
layer), and u is a constant physical eddy viscosity that is con-
trolled by a model runtime parameter.

Algorithm 1 Baseline

K (Nayer) = max{K (Njayer), 3/3 x u}
K (Nayer — 1) = max{K (Njayer — 1), 2/3 x pu}
K(Nlayer_z)=maX{K(Nlayer_2)s 1/3 x u}

Next, we consider Algorithm 2, a generalized version of
Algorithm 1, where the algorithm has been refactored to use
an arbitrary number of levels in the lower bounding.

Algorithm 2 Generalized

RS (Nlayer — Nfijer +1

while i < Njgyer do

K (i) =max{K (i), (1.0 = (Niayer — )/ Nfilter) X 1t}
end while

It may easily be verified that when Ngjer = 3, and under
the assumption of exact arithmetic, Algorithms 1 and 2 ap-
ply identical lower bounds over the top three layers in each
model grid column. When implemented in MPAS-A, how-
ever, the results from model simulations employing each of
the two algorithms were found not to provide bitwise identi-
cal results with double-precision real values using the GNU
13.2.0 compilers with optimization level -O0. This is likely a
result of a change in the ordering of underlying floating-point
operations.

Finally, we consider Algorithm 3, a variation of the gen-
eralized lower bounding (Algorithm 2) that contains an off-
by-one error (highlighted in red) in the computation of the
coefficient for u.

By changing the coefficients multiplied by u, the off-by-
one error in Algorithm 3 is no longer mathematically equiv-
alent to Algorithm 1 and, as expected, produces different re-
sults numerically. However, when used in a typical test case
scenario the magnitude of differences between the three al-
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Algorithm 3 Generalized, with off-by-one error

i<« (Nlayer — Nfilter + 1

while i < Njayer do

K (i) =max{K (i), (1.0—=(Nayer — i+ 1)/Nfilter) X i}
end while

gorithms is similar (see Table 4). This prevents the easy iden-
tification of refactoring errors.

The scenario described here is not unrepresentative of
those that occur in the course of typical model development.
When refactored model code produces bitwise identical re-
sults, the modified code is often accepted, but when there are
even small differences in results without compiler optimiza-
tions, deeper investigation is often needed in order to ascer-
tain whether the refactored code has introduced an error. In
this example, two simple metrics — rms difference and max-
imum pointwise absolute difference — shown in Table 4 are
of the same order of magnitude when considering “correct”
code and “incorrect” code, and it might therefore be difficult
for a model developer to determine whether their generalized
code was in fact correct.

In contrast, when Algorithms 2 and 3 are compared to Al-
gorithm 1 using UF-ECT, the results very clearly indicate the
faulty version (Table 5). These results demonstrate the use-
fulness of UF-ECT for identifying common refactoring mis-
takes when BFB equivalence is not possible and basic tests
(like those described in Table 4) fail to provide conclusive re-
sults. In practice, the UF-ECT has recently proven valuable
for catching errors introduced when refactoring CESM code
for GPUs.

6 Key lessons learned
6.1 Output variable selection is key

A foundational assumption of the UF-ECT method is that
the output variables used to run the test effectively represent
the behavior of the numerical model. This means they must
be diverse and important enough to the model that they will
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Table 4. The root mean square (rms) difference and maximum pointwise absolute difference in two model fields after 30 time steps (6 h of
simulated time) using Algorithms 1, 2, and 3. Simulations were done with a typical case used for initial testing in MPAS-A and employed a
120 km quasi-uniform horizontal mesh and 55 vertical layers up to a model top located 30 km above mean sea level. Test simulations were
started from a “spun-up” model state saved in a checkpoint or restart file. The variable u refers to horizontal normal velocity at edges of cells.

The variable w refers to vertical velocity at vertical cell faces.

Field rms (Alg. 1—Alg.2)

rms (Alg. 1 —Alg. 3)

max{lAlg. 1 — Alg. 21}  max{lAlg. 1 — Alg. 3}

u 0.12430
6.20378 x 1073

0.12436
6.29749 x 1073

8.37051
3.21694 x 10~!

10.84282
5.98148 x 10~1

Table 5. UF-ECT test failure rates of Algorithms 2 and 3. In this
setup, Algorithm 1 was used to create the accepted ensemble and
other UF-ECT test parameters were specified as described earlier
in the paper. UF-ECT is able to correctly return a fail result for the
algorithm containing an oft-by-one error while passing the correctly
refactored code.

Test failure rate (%)

Algorithm 2 0.22
Algorithm 3 100

capture the impact of any bug or unexpected configuration
change. But every model may have different norms about
what is included in default output variables. Some models
may be set up to output few variables, assuming users will
add outputs for any relevant science. Other models may be
designed to output almost everything by default, relying on
users to remove fields they do not find useful. While UF-
ECT helps reduce the need for domain expertise during test-
ing, knowledge from model developers is still key to ensur-
ing that the output variables provide good coverage of model
behavior.

6.2 Accounting for PCA variance estimation bias is
vital

The bias in estimating a PC dimension’s variance, described
in Sect. 2.2, is often ignored when PCA is used for other pur-
poses. For example, if a data scientist only cares about find-
ing linear combinations of variables with high variance, then
the bias is unlikely to matter much for their work (though the
bias should probably be accounted for more when deciding
how many PC dimensions to use, similar to our approach in
Sect. 3.4).

In contrast, the UF-ECT approach specifically relies on
the distribution of those linear combinations across the en-
semble of numerical model runs. The mean and spread of
PC dimensions are what determine whether the outputs of
a new model configuration pass or fail. As we have shown
here, ignoring the bias and not accounting for it through test
parameter choices and ensemble size can cause high rates
of erroneous failures, known as false positives. This lesson
should apply for similar approaches as well. When a method
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relies on characterizing the distribution of PCs, as the UF-
ECT does, then accounting for bias in the variance of those
distributions becomes extremely important.

6.3 Non-scientific changes can have a similar effect as
scientific ones

Our results from applying UF-ECT to MPAS-A emphasize
the fact that both scientific and non-scientific modifications
can affect model output to similar degrees (when viewed in
the distributional sense of UF-ECT). To have a rather innocu-
ous modification like FMA be as impactful as changing a
scientific model parameter by 1% to 10 % may take some
model developers by surprise. But, in fact, this issue appears
for similar changes in other codes (Ahn et al., 2021).

These results prompt a variety of questions. The exact way
in which FMA affects the distribution of a chaotic model’s
outputs is still unknown. Past work (Milroy et al., 2018) has
shown good agreement between changes detected using the
ultrafast runs and year-long runs. Further exploration of the
effect of non-scientific changes on long runs is warranted.

The presence of test failures due to FMA is also a reminder
that UF-ECT cannot tell us which particular configuration of
a model is correct. In theory, enabling FMA should result in
more accurate results due to the fewer rounding steps. UF-
ECT failures just indicate that a statistically significant dif-
ference exists. The exact nature of how these configuration
changes affect scientific computer models is a question for
future work. What we know is this: numerical configuration
decisions can easily affect model outputs as much as scien-
tific ones.

7 Conclusions

In this work we have developed a generalized setup frame-
work for specifying necessary test parameters for the UF-
ECT method when applying it to different or updated scien-
tific models. This approach was based on an in-depth exami-
nation of the effect of each parameter on the effectiveness of
the test, with particular attention paid to the effects of PCA
variance estimation bias. UF-ECT test parameters were spec-
ified for the MPAS-A atmospheric model as well as the most
recent version of CESM with the CAM atmospheric compo-
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nent. We showed that changes to model resolution are un-
likely to have a significant impact on the test effectiveness.

We also demonstrated the performance of the specified test
parameters using the MPAS-A atmospheric model with a va-
riety of realistic test scenarios. This testing demonstrated the
effectiveness of the test while also giving insight into the
power of non-scientific configuration changes for model out-
puts.

In future work we plan to develop better tools for analyz-
ing test failures when they do occur. The RUANDA tool (Mil-
roy et al., 2019; Ahn et al., 2021) makes significant progress
toward the goal of providing insight into the cause of a test
failure, but more work is needed to better enable its use in
practice. Deeper investigation into the effects of FMA or pre-
cision changes will help further our understanding of how
non-scientific model changes affect output distributions. This
will be useful not just for designing effective consistency
testing methods, but also determining how models should be
implemented numerically and run.

As numerical scientific models continue to grow in size
and complexity, and the computing platforms they are run
on become less deterministic, the need for efficient, objec-
tive consistency testing will only grow. The generalized setup
framework developed in this work will enable new users to
easily apply an ultrafast ensemble-based consistency testing
approach to their own models, enabling this powerful tech-
nique to be used outside the CESM community.

Code availability. The PyCECT code base as well as a Python
Jupyter notebook with examples from this paper can be found at
https://github.com/NCAR/PyCECT (last access: 3 April 2025) in
Release 3.3.1 (https://doi.org/10.5281/zenodo.11662747, Baker et
al., 2024). Code and information about MPAS-A can be found at
https://github.com/MPAS-Dev/MPAS-Model (MPAS-Dev, 2025).
Code and information about CAM can be found at https://github.
com/ESCOMP/CAM (ESCOMP, 2025a). Code and information for
CESM can be found at https://github.com/ESCOMP/CESM (ES-
COMP, 2025b).
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