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Abstract. Snow plays a crucial role in regional climate sys-
tems worldwide. It is a key variable in the context of cli-
mate change because of its direct feedback to the climate
system, while at the same time being very sensitive to climate
change. Long-term spatial data on snow cover and snow wa-
ter equivalent are scarce, due to the lack of satellite data or
forcing data to run land surface models back in time. This
study presents an R package, SnowQM, designed to correct
for the bias in long-term spatial snow water equivalent data
compared to a shorter-term and more accurate dataset, us-
ing the more accurate data to calibrate the correction. The
bias-correction is based on the widely applied quantile map-
ping approach. A new method of spatial and temporal group-
ing of the data points is used to calculate the quantile dis-
tributions for each pixel. The main functions of the package
are written in C+ + to achieve high performance. Parallel
computing is implemented in the C++4- part of the code. In
a case study over Switzerland, where a 60-year snow wa-
ter equivalent climatology is produced at a resolution of 1d
and 1 km, SnowQM reduces the bias in snow water equiva-
lent from —9 to —2 mm in winter and from —41 to —2mm
in spring. We show that the C+4 implementation notably
outperforms simple R implementation. The limitations of the
quantile mapping approach for snow, such as snow creation,
are discussed. The proposed spatial data grouping improves
the correction in homogeneous terrain, which opens the way
for further use with other variables.

1 Introduction

Snow is a central component of the climate system in many
regions worldwide. It influences the local energy balance, air
temperature, and wind (Barry, 1996; Serreze et al., 1992).
Snow cover and snow season duration impact permafrost,
soil biology (Smith et al., 2022), and vegetation (Rumpf
et al., 2022). Snow is also a crucial component of the hydro-
logical cycle acting as a buffer for precipitation. Snow accu-
mulation and melt will directly influence discharge and tem-
perature in mountainous catchments (Michel et al., 2022),
impacting water availability, energy production, and ecosys-
tems downstream (Schaefli et al., 2007; Beniston, 2012).

In the context of climate change, snow cover plays a
key role by having a direct feedback on the climate system
through changes in surface albedo and surface temperature,
and being at the same time very sensitive to changes in near-
surface air temperate and precipitation (Portner et al., 2019).
Despite this importance of snow, long-term records of the
spatial distribution of snow height or snow water equivalent
— e.g. based on satellite data, reanalysis products, or spa-
tially interpolated station series — exist only at rather low spa-
tial resolution and the available products are poorly matched
to each other (Terzago et al., 2017; Luojus et al., 2021).
The R package (R Core Team, 2021) presented here, called
“SnowQM”, was developed to provide a homogeneous long-
term gridded dataset of snow water equivalent for Switzer-
land between 1962 and 2021. This is achieved by applying
quantile mapping to correct the bias in the snow water equiv-
alent as simulated by a simplified model of the surface snow-
pack over the period 1962-2021, using a more accurate simu-

Published by Copernicus Publications on behalf of the European Geosciences Union.

laded uondiosap |8poN



8970

lation benefiting from in situ data assimilation available over
the period 1999-2021 as calibration reference.

Quantile mapping is a widely used approach in climatol-
ogy to correct climate model output relative to observations
(Ivanov and Kotlarski, 2017; Holthuijzen et al., 2022), to
correct long-term data series of lower quality with the help
of shorter, higher-quality datasets (Rabiei and Haberlandt,
2015), and to spatially transfer meteorological time series
(Rajczak et al., 2016; Michel et al., 2021). Quantile mapping
has also already been used to correct snow water equivalent
maps (Jorg-Hess et al., 2014) and snow cover fraction pro-
jections (Matiu and Hanzer, 2022). Jorg-Hess et al. (2014)
demonstrate the usability of quantile mapping to correct spa-
tialised snow datasets, highlighting the problem of the bi-
nary behaviour of snow (snow vs no snow) and the difficulty
of quantile mapping to remove bias in this respect (and not
create additional bias). This issue is also discussed in the cur-
rent paper. Matiu and Hanzer (2022) show that when apply-
ing quantile mapping to the snow cover fraction, not using
a moving window approach to calculate the quantile distri-
bution leads to spurious breaks in the data. In SnowQM,
quantile mapping is chosen over the more recent machine-
learning-based approach (e.g. King et al., 2020) because of
its simplicity and relatively low computational training cost
compared to machine learning.

When quantile mapping is applied separately to each pixel
of a grid as is commonly done (see e.g. CH2018, 2018),
the spatial structure of the data may be poorly matched to
that of the observations. There are several approaches that
try to overcome this limitation, many of them based on the
shuffling and reordering of the data introduced by Clark
et al. (2004). In SnowQM, we propose a parameterisation for
the construction of the quantile distributions by temporally
and/or spatially grouping the data for each pixel and evaluate
how it helps to preserve the spatial dependence of the data,
which to our knowledge is not found in the literature.

The SnowQM package is distributed with a built-in toolkit
to evaluate the quality of the correction performed. In ad-
dition, although tailored towards snow water equivalent to
account for some specifics of this variable, the computation-
ally efficient SnowQM kernel can easily be used for any
other gridded dataset. Finally, SnowQM is distributed as a
user-friendly R library, but the core of the model is coded in
C++ to achieve significantly higher serial and parallel com-
putational performance than R. This is done without any ad-
ditional complication for the user because R automatically
compiles the C++ code in the background at installation
time (as with many standard R libraries).

The development of SnowQM is part of a joint project
between the Swiss Federal Office of Meteorology and Cli-
matology, MeteoSwiss, and the WSL Institute for Snow and
Avalanche Research, SLF. The aim of the project is to ob-
tain a long-term climatology of snow water equivalent (for
research purposes) and snow height (for public purposes)
that is operationally updated on a daily basis. In this project,
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SnowQM is used to produce the snow water equivalent data
and the model SWE2HS (Aschauer et al., 2023) is used to
convert the snow water equivalent to snow height. The opera-
tional use of SnowQM adds some constraints to the develop-
ment (e.g. working with daily data rather than already tempo-
rally aggregated data, although climatological analysis is not
performed on a daily time scale). The full model chain has
been tested during winter 2022-2023, will be pre-operational
internally during winter 2023-2024, and the automatically
generated operational analysis (plots) will be publicly avail-
able during winter 2024-2025. The full publicly available
dataset will be updated at the end of each winter season.

In this paper we first present, in detail, the principles of
SnowQM and its implementation along with the assessment
toolbox. Then, an example of an application based on two
different snow model outputs from Switzerland is presented
to demonstrate how SnowQM can be used to produce a ho-
mogeneous time series of snow water equivalent maps over
a long period. Based on this example, the robustness and
limitations of SnowQM are assessed and advice for further
usage is provided. In addition, thanks to the availability of
many SnowQM runs with different set-ups, some interest-
ing insight into the quantile mapping method in general is
provided. The snow climatology produced for Switzerland is
used here as an example, and will be studied and validated
in more detail in a future work. The package comes with a
vignette showing a step-by-step example and giving infor-
mation of how to use the package for other applications, e.g.
on other variables or for spatial downscaling.

2 Model description

SnowQM is an R library for correcting snow water equiva-
lent (SWE) grids, called the “model data”, to match another
set of SWE grids considered as ground truth and called the
“training data”. The SWE correction is performed by quan-
tile mapping (QM). The quantile distributions construction
(Sect. 2.2.1) depends on seven free parameters (Sect. 2.2.2).
The quantile distributions are calculated over a calibration
period during the training phase of the QM and are applied
to both the calibration and an independent validation period
to assess the correction quality. Once trained, the QM can
also be applied to the remaining part of the model data not
used for calibration and validation (see Fig. 1).

Tools built into the assessment toolbox allow the quality
of the correction to be assessed using 14 different metrics
(Sect. 3). Results are saved for later analysis. The evalua-
tion tools also create different maps to visually assess the
performance of the QM (saved as pdf files). Evaluation can
be performed for different regions separately if region masks
are provided. The library workflow and the most important
functions are shown in Fig. 2.

The library is structured around three main parts: the I/O
(Sect. 2.1, grey part of Fig. 2); the core QM (Sect. 2.2,

https://doi.org/10.5194/gmd-17-8969-2024



A. Michel et al.: SnowQM 1.0

Training data (“Groud truth” data)

8971

| Calibration period |

Validation period |

i Train QM
Model data (data to be corrected)

| Remaining period | Calibration period |

Validation period

|| Assessment

| Remaining period | i
0olbox

t Apply QM

1 Apply QM
Corrected data

i Apply QM tAppIy QM

| Remaining period | Calibration period |

Validation period

| Remaining period |

Figure 1. Conceptual view of the different data used and of the main steps of SnowQM. Note that calibration and validation periods do not
necessarily have to be continuous in time but could also be sampled intermittently from the entire training period.

white part of Fig. 2); and the performance evaluation tools
(Sect. 2.3, purple part of Fig. 2). The R library is provided
with examples and detailed documentation.

2.1 1/0 and data format

Model and training data have to be provided at daily reso-
lution as netCDF files spanning the same periods. To cali-
brate the free parameters, model and training data should be
split between a calibration and a validation period (which are
not necessarily continuous in time). Figure 1 illustrates the
nomenclature used for the different datasets in SnowQM. In
order to use the internal algorithm for the spatial grouping
of the data (see Sect. 2.2.2), a digital elevation model (DEM)
should be provided. The slope, the aspect angle (y, i.e. north—
south exposition, in degrees, with 0° being the north), and the
curvature are computed from the DEM using the implemen-
tation of the same algorithm as in the MeteolO library (Bavay
and Egger, 2014). Exact details about the input, such as the
required dimension and variable names in the netCDF files,
can be found in the package documentation.

Inputs grids are internally stored in R objects called
vectData, which are the core objects of SnowQM. These
objects allow for easy manipulation and masking, lower
memory usage, fast operations on the spatial or temporal di-
mensions, and light interface with C++4-. SnowQM is pro-
vided with an overloaded plot function to obtain maps from
these objects and with I/O functions to convert netCDF to
vectData objects and vice versa. vectData objects can
easily be masked using ASCII or GeoTIFF grids as mask
using the provided input and masking functions. The DEM
should be provided as ASCII or GeoTIFF grids. Full details
about the vectData object are given in the Appendix A.

The quantile distributions computed during the training
phase of the model (Sect. 2.2.1) are written as text files.
One text file is written per pixel (using the pixel coordinates
as file name), containing the quantile distributions for each
day of the year (DOY). The corrected grids are written as
vectData objects (which should be provided as input for
the assessment tools) and converted into netCDF files.
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2.2 SnowQM core
2.2.1 Quantile mapping

QM is a distribution-based bias correction approach. Its prin-
ciple is to correct the model data (SWE,) so that these ap-
proximate the distribution of the training data (SWE,) using
the following formula:

SWEco = Fiy ' (Fino(SWEmo)), (D

where SWE,, is the corrected dataset, Fy,, is the cumula-
tive distribution function (CDF) of SWE,,,, and Ftr_1 is the
inverse of the CDF of SWEj;.

There are a number of different approaches to approximate
Fmo and Ftr_l, which can be either empirical or paramet-
ric (see, among others, Maraun, 2016). Based on the work
of Gudmundsson et al. (2012), the functions are approxi-
mated using the empirical quantile distribution, i.e. the data
are sorted in ascending order and simply separated into n — 1
bins of equal number of points, where n is the number of
quantiles used. This approach has already been widely used
in climatology (see, e.g. ThemeBl et al., 2012; Wilcke et al.,
2013; Rajczak et al., 2016). Several different numerical im-
plementations exist to compute the empirical quantile distri-
butions and the exact position of the quantiles (Hyndman and
Fan, 1996). Indeed, once the sample has been partitioned into
n — 1 bins, the question of where exactly to take the quantile
value between the max value of a given bin and the min value
of the next bin is subjective. Our implementation corresponds
to the seventh definition in Hyndman and Fan (1996), from
Gumbel (1930), which is a linear interpolation between the
two closest values using the quantile position. In this work,
101 quantiles are used (the quantiles are numbered between
0 and 100), which means 100 bins.

To calculate the correction for a specific value in the model
data, the SWE value to be corrected is compared with the
quantile distribution of SWE,, to see in which quantile it
lies. Here, no interpolation between quantiles as in Rajczak
et al. (2016) is used, the quantile used is the first quantile less
than or equal to the SWE value under consideration. Then,
the absolute difference between this particular quantile of
SWE,,, and the corresponding quantile of SWE;; is applied
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Figure 2. Main workflow of SnowQM. The yellow labels represent the inputs to SnowQM, the green labels the main internal R functions,
the orange labels the data created, and the blue labels the PDF graphics produced. The different parts of the figure are detailed in the sections

indicated. T DOY means day of the year.

as correction. As in the work of Themefl et al. (2012) and
Rajczak et al. (2016), the extreme values belonging to the
100th quantiles (i.e. > max(Fp,)) are corrected according to
the 99th quantile. The QM is applied to each pixel and each
DQY separately.

2.2.2 Temporal and spatial grouping — free parameters

In order to appropriately capture the different seasonal sig-
nals, the QM correction function is computed separately for
each DQY as in the works of Thrasher et al. (2012) and Ra-
jezak et al. (2016), which is not always done in QM applica-
tions (see e.g. Grillakis et al., 2017; Cannon, 2018). Mean-
ingful CDF and quantile distributions cannot be calculated by
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simply using each DOY and pixel separately because there
are usually not enough data points available (unless several
centuries of data are available). It is therefore necessary to
group the data along spatial or temporal dimensions. Many
QM applications only use temporal grouping (see e.g. Jorg-
Hess et al., 2014; Rajczak et al., 2016). SnowQM can han-
dle spatial and temporal grouping simultaneously or sepa-
rately. Temporal grouping is straightforward: given a time
window parameter w;, the CDF for DOY i is calculated us-
ing all SWE values for the pixel of interest in the time inter-
val i & w;, of each year. Spatial grouping is more difficult. A
simple approach would be to take all points within a given
radius. However, to work with variables influenced by the to-
pography, a grouping of pixels according to topographic sim-
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ilarities (e.g. a minimum difference in elevation) is advisable.
Taking all pixels that are similar according to certain param-
eters (e.g. all pixels in a given radius with a given maximum
elevation difference) leads to larger groups of data for some
pixels (e.g. in flat terrain) and smaller ones in other areas
(e.g. high-relief terrain). The consequence is an unbalanced
correction between pixels and an increase in computational
time for pixels with a large grouping (see Sect. 3.4.3).

In our implementation, the similarity between pixels is
computed in the 5D space d —h — s — y — ¢, where d is the
distance to the pixel of interest in the horizontal plane, # is
the difference in elevation, s is the difference in slope, y
is the difference in aspect, and c is the difference in curva-
ture. Given the five parameters Ad, Ah, As, Ay, Ac, and
an additional parameter X P, which is the minimum num-
ber of pixels to be considered, an iterative approach is used
to compute the spatial grouping of each pixel separately.
A hyper-rectangle is constructed around each pixel in the
d —h —s —y — c space. At each iteration, the length of the
edges of the hyper-rectangle is increased by Ad, 2Ah, 2As,
2Ay, and 2Ac in the respective dimensions until at least X P
neighbouring pixels are included (the factor of 2 in some di-
mensions is due to the fact that the size is increased in both
the positive and negative directions). Upper boundaries in
edge size are used for each dimension to avoid infinite itera-
tions if X P is not reachable, and to avoid grouping with too
distant pixels (100 km in the d dimension, £400 m in the &
dimension, +90° in the s dimension, +180° in the y dimen-
sion, and £0.1 m~! in the ¢ dimension). These values can be
changed by the user (in the source code).

SnowQM therefore has seven free parameters summarised
in Table 1. The physical interpretation of Ad, Ah, As, Ay,
and Ac is as follows: for small values, the model will use data
from neighbouring pixels that are close in the given dimen-
sion, while for large values, pixels that are very far apart in
the respective dimension can also be chosen. Using the built-
in function train.model (see Fig. 2), maps indicating for
each pixel the number of pixels grouped in space (which may
be less than X P if the limits are reached, or greater since it-
eration stops when at least £ P pixels are included) and the
final value of d, h, s, y, and ¢ are produced. The smallest
group size among all pixels is printed to check that a suffi-
ciently large number of points are used to calculate a mean-
ingful CDF distribution. Note that this approach differs from
traditional clustering as in Gutiérrez et al. (2004). SnowQM
does not create clusters of similar pixels to gain computa-
tional efficiency by performing a single calculation for the
entire group. Instead, it takes data from a group of similar
pixels to construct a more representative quantile distribution
for the pixel of interest, but each pixel uses its own group.

2.2.3 The zero quantiles problem

Using QM on continuous values, such as air temperature, is
straightforward. When used on data with many zeros, such
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Figure 3. Quantile distribution for the training data (black) and the
model data (red) for 1 April for a pixel located at coordinate chx =
575’000 and chy = 100’000 (coordinate system CH1903 /LV03
(EPSG:21781), see also Fig. 4) computed with w; =30 and X P =
1 over the odd years of the period 1999-2021. Between the two
dashed lines, the training distribution is greater than zero, while the
model distribution is zero.

as precipitation or SWE, the application is more difficult,
because in this case many quantiles will have a zero value.
When a zero value in the original model data has to be cor-
rected, there are many quantiles to which it can be assigned.
If the CDF of the training data has more zeros, this is not
a problem because any zero will be mapped to a zero and
hence no correction will be applied. But otherwise, there is
no way to decide whether a zero should be mapped to the
zero part of the training CDF (i.e. no correction) or to the
positive part of the CDF (i.e. snow should be created). This
situation is illustrated in Fig. 3. In the case of precipitation,
a probabilistic frequency adaptation approach can be used
by randomly choosing one of the quantiles of the training
distribution corresponding to a zero value in the model dis-
tribution. On a long-term scale (i.e. enough data points are
considered), this leads to a precipitation frequency and ac-
cumulated mass similar to the training data (Rajczak et al.,
2016). In the case of snow, such an approach is not possible.
In fact, the SWE value depends not only on the accumulation
at the current time step, but also on the value at the previous
time step. Consequently, a probabilistic approach cannot be
used to decide whether snow should be present at a given
time step. This issue has already been highlighted by Jorg-
Hess et al. (2014).

The implementation chosen here is rather conservative.
When a zero value is encountered in the model data, the li-
brary chooses between two options: (1) if there is snow in
the previous time step of the corrected time series, the SWE
is divided by 2, i.e. we have an exponential decay instead of
a sudden jump to no snow due to a zero value (the minimum
SWE is set to 0.5 mm); (2) if the previous time step had no
snow, the SWE is corrected using the lowest quantile (which,
except for pixels that contain snow all year round in the train-
ing data, will lead to a SWE value remaining at zero). With
this approach, we almost never allow the QM correction to
create snow when the model data contains no snow. As a re-
sult, SnowQM cannot fully correct pixels for which the start
of the snow season occurs later in the model data than in the
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Table 1. Summary of the free parameters.
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Name  Description

Name of the parameter in the library

wy Size of the time window (applied in positive and negative direction) temporal.step
P Minimum number of pixel to be included in the spatial grouping target

Ad Step in the spatial direction (radius) spatial.step
Ah Step in the elevation direction (applied in positive and negative direction) elevation.step
As Step in the slope angle direction (applied in positive and negative direction) slope.step

Ay Step in the aspect angle direction (applied in positive and negative direction) aspect.step

Ac Step in the curvature direction (applied in positive and negative direction) curvature.step

training data. However, without additional information, it is
not possible to decide whether snow should be created or not.

2.3 Metrics and assessment tools

SnowQM provides a built-in evaluation toolkit to assess the
quality of the QM procedure. To do this, the training data are
compared with the model data on one side and to the cor-
rected data on the other side. The error of the model data (i.e.
the difference to the training data) can then be compared with
the error of the corrected data to evaluate the benefits of the
QM correction. This procedure can be applied either if all
model data are used for training, or if the model data are split
into calibration and validation data (in this case, errors are
calculated separately for the calibration and validation peri-
ods). The evaluation toolkit produces figures and maps ex-
plained below, and saves the spatially averaged values of the
metrics as a R 11 st wrapped in a RDS file (R data format).

The evaluation toolkit computes 14 metrics, separated into
four categories detailed below, the aim being to reduce the
3D information in the data to a few numbers to facilitate com-
parison of the parameters and to calibrate them. The metrics
cover different aspects of the errors, and users should use a
subset of the metrics relevant to their application. In order
to be more versatile, it is possible to provide a set of region
masks to the function and all metrics and graphs will be pro-
duced separately for each region based on a single run out-
put. The evaluation toolkit is implemented independently of
the core QM routines, which means that it can be used sep-
arately to compare any SWE grid product and benefit from
the fast implementation in C++ wrapped in a user-friendly
R interface.

For the analysis, meteorological seasons are used, and
are defined as DJF (December, January, February), MAM
(March, April, May), JJA (June, July, August), and SON
(September, October, November). Also, throughout this pa-
per, the year n corresponds to September, n — 1 to August n.
The 14 metrics are calculated as follows:

1. The average seasonal error (eight values: ME SWE and
MAE SWE for each season). The average SWE differ-
ence (bias) between datasets is calculated for each pixel
and each season of each year separately. The average of
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the values for all pixels and all years is calculated and
saved, giving a mean error (ME, or bias) value per sea-
son. The mean absolute error (MAE) is calculated in the
same way except that negative bias values are multiplied
by —1 before averaging. The ME and MAE values are
plotted as a boxplot per season. All years are averaged
together for each pixel, to have one map per season rep-
resenting the average error of each pixel (see e.g. Fig. 6).

. The duration of the snow season (two values: ME and

MAE season length). For each pixel, the duration of the
snow season is calculated. It is defined as the longest se-
ries of consecutive snow days between September and
August. Snow days are days where the SWE is above
a given SWE threshold value (parameter to be pro-
vided by the user, in all examples of this paper we use
5 mm SWE). Before the calculation, the SWE time se-
ries is smoothed with a moving window average (the
window size is also provided by the user, here 7d is
used). For each year, the relative bias of the snow sea-
son duration with respect to the training dataset is cal-
culated. As with the seasonal bias, the ME and MAE are
calculated over all pixels and all years together, and the
ME for each pixel (averaged over all years together) is
plotted on maps.

. False-negative and false-positive rates (two values). For

each pixel and time step, a confusion matrix is calcu-
lated based on the snow day status (i.e. SWE greater
than a threshold, the same as used in the snow season
computation). The time step can be a true positive, a
true negative, a false positive, or a false negative. The
total ratio of each of the four states is plotted as a bar
plot. The different ratios of each state are also plotted
for each pixel in maps. The same graphs are produced
for all seasons separately. As final measures, the ratios
of false positive and false negatives are used.

. The spatial SWE pattern (two values: ME and MAE of

spatial pattern). In order to assess to what extent the QM
modifies the spatial pattern of SWE, a spatial metric is
defined as follows: for a given radius (user-provided pa-
rameter, here 5km is used), the average SWE of the
pixel of interest over the entire period investigated is
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divided by the average SWE of the surrounding pixels.
This gives a map of the spatial local anomalies com-
pared to the surrounding. Subsequently, the ME and
MAE are calculated by comparing the spatial pattern
maps for the two datasets. Proper statistical correla-
tion with neighbouring pixels is not used because this
method is not adapted for time series with many zeros.

An example of the use of the metrics is given in Sect. 3.2.
2.4 C+ + implementation

SnowQM is mainly written in R with the core functions
written in C+4--11 using the Rcpp package (Eddelbuettel
and Balamuta, 2018). The C++ code is parallelised using
OpenMP (OpenMP Architecture Review Board, 2021) to
achieve high performance while hiding most of the com-
plexity from the user. SnowQM also depends on the follow-
ing R libraries: lubridate (Grolemund and Wickham, 2011),
foreach (Microsoft and Weston, 2022), ncdf4 (Pierce, 2021),
ncdf4.helpers (Bronaugh, 2021), fields (Nychka et al., 2021),
and raster (Hijmans, 2023).

All the code was first written and tested in R to show the
suitability of the method. Profiling was then carried out us-
ing gperftools (gperftools, 2022) to identify bottlenecks to be
implemented in C++ (this language was used for simplicity
as it is easy to interface with R and known to the main devel-
oper, but other languages such as C, Fortran, or Python could
achieve similar performance). The main bottleneck was iden-
tified in the evaluation module, where R was slow to com-
pute aggregated values across multiple dimensions of large
datasets. Porting to C++4- allowed us to optimise the way the
data are stored in memory for each different metric, enabling
a fast computation. Note that although Rcpp provides direct
access to objects that store the R variable without any copy,
these objects are not thread-safe. In order to implement paral-
lel computation (see below), a copy to a standard C+-+ con-
tainer is required anyway, offering the possibility to optimise
the data organisation. For the training and correction phase
of the model, the part where the proper quantile computa-
tion is performed is not problematic (R has an already well-
optimised quant ile function). The slower part is also the
data access and subsetting, which can be accelerated using
C++ and again an optimal data structure.

The second step of optimisation was the implementation
of parallel computing. R offers some parallel possibilities.
But R was not designed for parallel computing, and the un-
derlying C structures used to store data are not thread-safe.
Thus, parallel regions in R imply a full copy of memory for
each thread, which is a major limitation when using data that
occupy several gigabytes of RAM. We took advantage of the
fact that the main core functions were already implemented
in C++ to parallelise the code directly in the C++ functions
using OpenMP.
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The performance improvements are shown in Sect. 3.4.3.
We acknowledge that these performance gains come at the
cost of more complicated code, especially for environmental
scientists who are usually more proficient with R than C++-.
However, using Rstudio allows users to hide all the compli-
cations of C++ compilation. In addition the C or C++ inter-
faces are very common in many R packages. Apart from the
OpenMP library, which now comes with every C4++ com-
piler on Windows and Linux (and is readily available on
MacOS), no other non-standard C++ library is used, which
makes installation easier. SnowQM has been tested on Linux,
MacOS, and Windows, and on a wide range of hardware
from laptops to high-performance computing (HPC) installa-
tions such as the Swiss Centre for Super Computing (CSCS).

3 Example application over Switzerland

As a test and example, we apply SnowQM to produce a daily
SWE dataset between 1962 and 2021 covering the area of
Switzerland (around 44 000km?). The dataset has a reso-
lution of 1km. It is based on a simple baseline simulation
(SWE model driven by gridded temperature and precipitation
input only) available over the entire period as model data,
and a dataset that assimilates station observations available
between 1999 and 2021, used as training data. Here, we fo-
cus on the calibration and validation procedure, and evaluate
the performance of the bias correction over the validation pe-
riod. The long-term SWE record between 1962 and 2021 is
produced as an example application, but its in-depth analysis
is outside the scope of this paper and will be the subject of
subsequent work.

3.1 Set-up, data, and validation strategy

A standard temperature index model (Magnusson et al.,
2014) is used to provide a baseline simulation of daily SWE
grids (the model data, see Fig. 1). The model is forced with
daily 1km gridded temperature and precipitation data pro-
vided by MeteoSwiss: the TabsD product for daily mean
temperature and the RhiresD product for daily precipitation
(Swiss Federal Office of Meteorology and Climatology Me-
teoSwiss, 2021a, b). These products are available from 1961
to the present and the baseline model is run between Septem-
ber 1961 and August 2021, i.e. for the period 1962-2021.
The training data are obtained using the same temperature
index model, but this time in conjunction with assimilation
of measured snow height, first converted to SWE, from 320
monitoring stations using the ensemble Kalman filter (see
Magnusson et al., 2014; Mott et al., 2023, for more details).
Many of these monitoring stations only began to measure in
the late 1990s, which is why the training dataset has been
constrained to cover the period between September 1998 and
August 2021, i.e. 1999-2021. SnowQM is calibrated and
validated over the 1999-2021 overlap period, and then ap-
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plied to the entire 19622021 period of the baseline simula-
tion. The final corrected dataset thus provides a long-term,
high-resolution spatial SWE record for Switzerland based on
available temperature and precipitation grids but addition-
ally mimicking the added value due to assimilation of snow
height observations.

Temperature index models often produce snow towers at
certain high elevation pixels (i.e. pixels where snow does not
melt during the summer and accumulates from year to year).
Furthermore, monitoring stations to provide data for assim-
ilation are not available above 2800 ma.s.l. and the steep
Alpine topography at high elevation is poorly captured at
1 km resolution. Therefore, all pixels producing snow tow-
ers (defined as pixels having, at least once in any for the
dataset, 0.2m SWE or more remaining on 31 August) and
all pixels above 3000 ma.s.l. are masked out in the analysis
(see Fig. 4). The domain where SWE grids is available is
slightly larger than Switzerland, allowing us to have a buffer
for pixel grouping, but all analyses of the next sections are
restricted to the results obtained over Switzerland only. The
DEM used is provided by the Swiss Federal Office of Topog-
raphy (Swiss Federal Office of Topography, 2017) and the
associated slope, aspect angle, and curvature were calculated
within SnowQM.

The QM is first calibrated on the odd years of the period
1999-2021 and validated on the even years of the same pe-
riod (i.e pseudo-random splitting). SnowQM is run for all
parameter combinations (simple hypercube sampling) given
in the Table 2, as well as for all w; parameters with X P = 1,
i.e. temporal grouping only, for a total of 2190 runs. For a
first analysis, the evaluation toolkit is applied to the whole
country. Among the 14 metric values described in Sect. 2.3,
the summer (JJA) seasonal ME and MAE are discarded as it
is not a season of interest for the dataset produced. Each pa-
rameter combination is ranked separately for each of the 12
metrics used, and a global ranking is obtained by averaging
the 12 ranks.

3.2 Validation and sensitivity to parameters
3.2.1 Entire Switzerland

The performance of the QM over the validation period for the
12 metrics used is presented in Fig. 5 and compared with the
error of the model dataset before the correction. The ranks
obtained for each parameter value are also presented in the
bottom part of Fig. 5 along with the corresponding parameter
values. The best average ranking is obtained with the param-
eters w; = 30 and X P = 1. In Table 3, values of the metrics
for the model data and for the best calibration run are shown.

The most important parameter influencing the ranking is
the number of pixels used for spatial grouping, with the best
results obtained without any grouping. Using a small tem-
poral group slightly reduces the performance. When spatial
grouping is enabled, the spatial distance constraint is the
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Figure 4. Map of Switzerland showing the topography of the coun-
try. The coordinates are in the coordinate system CH1903/LV03
(EPSG:21781). Elevation is shown for the area where the QM
is used. White areas are excluded areas (lakes, regions above
3000 m.a.s.l., regions where snow towers are created). The four re-
gions described and used in Sect. 3.2.2 are represented: (1) Jura,
(2) lowlands, (3) Alps, and (4) south. Digital elevation model from
the Swiss Federal Office of Topography (Swiss Federal Office of
Topography, 2017).

Table 2. Parameters used for the calibration and validation runs.

Parameter  Value

wy 10, 20, 30

P 1*,3,5,10

Ad 0.1, 1,10

Ah 1, 10, 100

As 0.05,0.5,5

Ay 0.1,1,10

Ac 0.0001, 0.001, 0.01
* For runs with £ P = 1, only w; is used,

since the other parameters have no effect.

most important, the elevation constraint has almost no ef-
fect. Strong constraints on slope, aspect, and curvature tend
to slightly reduce performance. For the last three, however,
the effect is less than that of the spatial distance constraint.

The top part of Fig. 5 shows that SWE ME after correc-
tion is close to O for all seasons, i.e. the bias is eliminated,
independent of the parameters chosen. SnowQM is also able
to reduce the error variability, as shown by the MAE of the
seasonal SWE being roughly halved compared to the MAE
before correction. Both spatial correlation and snow season
duration errors are considerably reduced on average, but the
error variability shown by the MAE on these metrics remains
large despite being reduced, meaning that for some pixels
and time steps the bias is still present.

For most of the metrics, the differences between the val-
ues of the individual calibration runs are small, which means
that when applied to the entire Switzerland, SnowQM is not
sensitive to the choice of parameters. However, the small dif-
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Figure 5. Performance of SnowQM during the validation period evaluated over the whole of Switzerland. Calibrated over the odd years and
validated over the even years of the period 1999-2021. (a) Value of the metric for each calibration cycle (blue boxplots) and for the model
dataset before correction (green squares). The grey areas separate the four metrics families (Sect. 2.3). The units of the left y axis are m SWE
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to points up to 1.5 times the box range (i.e. up to 1.5 times the first to third quartile distance) and extra outliers are represented as circles.
(b) Ranking of the corrected data for each calibration parameter.

Table 3. Values of metrics over the validation period for the model dataset before QM and for the best calibration run based on ranking
(parameters: w; = 30, ¥ P = 1). Calibrated over the odd years and validated over the even years of the period 1999-2021.

Metric Unit Model Best  Error reduction

dataset  correction (%)
ME SWE winter mSWE —0.009 —0.002 78
ME SWE spring mSWE —0.041 —0.002 95
ME SWE fall mSWE —0.001 —0.001 0
MAE SWE winter mSWE 0.024 0.014 42
MAE SWE spring m SWE 0.046 0.017 63
MAE SWE fall mSWE 0.002 0.002 0
False negative Y% 2.3 2.1 9
False positive % 35 2.7 23
ME spatial correlation % 2.0 0.4 80
MAE spatial correlation % 7.5 3.6 52
ME season length % 16.5 4.0 76
MAE season length % 26.7 21.2 21
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ference in metrics can still be of importance. Figure 6 shows
maps of winter mean absolute SWE value and mean SWE
error before and after correction compared to the training
dataset, for the best and the worst calibration runs. While
both corrected datasets show a clear performance improve-
ment compared to the one before correction, a non-negligible
error is still present on average in the worst calibration run.
The bottom line of Fig. 6 shows the bias on the day of the
validation period with the maximum SWE (4 March 2018).
It is clearly visible that at short time scale the bias is still
present even in the best calibration dataset.

3.2.2 Regions

The sensitivity of the correction quality to the free parameters
is further analysed looking at four distinct regions of Switzer-
land shown in Fig. 4 — (1) Jura, (2) the lowlands, (3) the Alps,
and (4) the south — which are distinguished by different snow
climatological regimes. The same 2190 runs as in the previ-
ous section are used, but the evaluation toolbox is applied to
the four regions separately.

When evaluating the quality of the correction over the four
regions, the good performance in terms of removing the bias
in the seasonal mean SWE still applies (top part of Fig. 7).
For example, in the south (Fig. 7d), despite a large winter and
spring SWE ME in the model dataset, SnowQM is able to
achieve good results by reducing these errors by about 50 %
and 80 %, respectively. For the spring SWE bias, a notice-
able difference in performance between the chosen parame-
ter sets is found. In the lowlands (Fig. 7b), the bias is strongly
reduced for the duration of the snow season. However, in
the lowlands, the amount of SWE is always low, and thus
this metric is very sensitive to the chosen value of the SWE
threshold used to define the snow days. The bottom part of
Fig. 7 shows the ranking of the calibration runs for each cali-
bration parameter value for the lowlands. Contrary to what is
obtained over the whole country, using spatial grouping gives
on average slightly better results in the flatter lowlands.

3.3 Robustness

In a second step, the robustness of the QM correction is eval-
uated by calibrating on years with high snowfall and val-
idating on years with low snowfall, and vice versa. High
and low SWE winters are determined based on the SWE
average over the whole country in the training dataset. The
high SWE winters are 1999, 2000, 2001, 2003, 2004, 2009,
2012, 2013, 2014, 2018, 2019, and 2021. The calibration
with high SWE and the validation with low SWE are an
approximation of what the performance of the QM correc-
tion could be if applied to climate change scenarios, i.e. a
dataset where SWE is expected to be lower than during the
training period. To reduce the number of runs (to 435), and
based on the observation of parameters having only a weak
impact from Sect. 3.2.1, the following parameter values are
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used: Ah € {10,100}, As €{0.05,0.5}, Ay €{1,10}, and
Ac € {0.0001, 0.001} (for the other parameters, see Table 2).

The correction is again very good in terms of reducing the
SWE bias and, in general, there is no major difference from
the performance shown in Fig. 5 and in Table 3 for calibration
and validation over random years. All tested sets of param-
eters lead to a considerable reduction of the ME in all sea-
sons. Figure 8 shows that for the calibration over years with
high SWE, the best performances are obtained with tempo-
ral grouping only, as for the pseudo-random calibration. For
calibration over years with low SWE, some sets of param-
eters using spatial grouping with a strong constraint on the
distance of the grouped pixels can outperform the calibration
with temporal grouping only. However, the three calibration
runs with temporal grouping only still obtain good ranking
(positions 20, 31, and 74 out of 435 runs).

3.4 Results

The parameters giving the best performances over the whole
of Switzerland (w; =30 and ¥ P = 1) are used to produce
the final climatological grids used this section for a more de-
tailed analysis.

3.4.1 Snow water equivalent

Figure 9 shows in more detail how the SWE and SWE MAE
in winter are distributed according to elevation, slope, aspect
angle, and curvature before and after the correction (the ME
is not shown because it is always almost zero after the correc-
tion). At all elevations, SnowQM is able to reduce the bias.
Above 1500 m a.s.1., the slight increase of the MAE (Fig. 9b)
still suggests an important reduction of the relative SWE er-
ror due to the increase of absolute SWE amount with ele-
vation (Fig. 9a; note: it is not meaningful to produce the
same graphs with the relative error because, as for the du-
ration of the snow season, at low elevations only a few days
of snow can produce very large relative errors). Regarding
slope (Fig. 9c, d), the error increases with slopes up to 10 ,
but steep slopes are mainly found at high elevation, where
the SWE value is also larger. For the aspect angle y (Fig. 9e,
f), no specific error pattern is visible. Regarding curvature
(Fig. 9g, h), there is a considerably error in the model dataset
for positive curvature (i.e. the error is smaller in the valleys).
This error is significantly reduced by SnowQM and the error
after correction is more similar between positive and nega-
tive curvatures. Despite the larger error for positive curva-
ture before correction (due to the larger absolute SWE value
for positive curvature, see Fig. 9g), using curvature as a con-
straint for spatial grouping does not improve the results (see
Figs. 5 and 7), but the opposite is found. Probably, this is
because positive curvature is correlated with elevation (sum-
mits with high curvature are usually found at high elevation)
and this is absorbed in the elevation grouping.
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Figure 6. Top: average SWE between December and March during the validation period (even years of the period 1999-2021) for the
training data (using data assimilation), the model data (without data assimilation), the best calibration run (parameters: wy =30, X P = 1),
and the worst calibration run (parameters: w; = 10, Ad = 10, Ah = 100, As = 0.05, Ay = 0.1, Ah =0.001, ¥ P = 10). Middle: difference
in SWE between December and March during the validation period for the model data, the best calibration run, and the worst calibration run
compared to the training data. Bottom: same as the middle, but for 1 April 2018 (day with maximum SWE of the validation period).

Figure 10 shows the training SWE, the model SWE, and
the corrected SWE for eight pixels from different regions and
elevations averaged for each DOY. For each pixel, the aver-
age SWE over the period is well corrected (as also shown
globally in Figs. 5 and 6). For pixels with a clear bias such as
Séntis or Piz Daint, where the SWE is always underestimated
in the model data, the effect of the correction is clearly bene-
ficial. However, looking in more detail at pixels where there
is not a constant bias but an under- or overestimation depend-
ing on the year, as in Spina (yearly data not shown in the fig-
ure), the effect of the correction is almost negligible. Despite
a small ME, the MAE for such pixels will remain large after
the correction. When the SWE is averaged over regions (not
shown), the MAE remains. This is thus not a local error at
the pixel scale that can be smoothed by averaging the pixels
together. On the contrary, it is the correction over the whole
region that under- or overestimate the seasonal snowpack de-
pending on the season, leading to the MAE shown in Figs. 5
and 9.

Assessing the QM quality in detail at low elevation is dif-
ficult. Indeed, the magnitude for the error in SWE is far
lower than at higher elevations due to the generally low snow
amounts. Consequently, SWE ME and MAE metrics do not
correctly reflect these regions. Using a relative error is also
not meaningful (see above). Indeed, for regions with aver-
age SWE and snow season length close to O (usually having
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one snow event lasting a few days every few years), a single
snow event can produce relative errors above 1000 %. Fig-
ure 7 shows that regions with low SWE (Jura and lowlands)
exhibit a larger MAE in snow season length. This is mainly
due to a threshold effect. Indeed, snow days here are deter-
mined using an SWE threshold of 5mm SWE. Looking in
detail at regions with a large MAE in snow season length re-
veals that errors often occur when one dataset (training data
or corrected data) is just above the threshold, while the other
one is just below.

3.4.2 Climatology

To obtain the 1962-2021 climatology, the QM is trained
again over the whole 1999-2021 period using the best param-
eters obtained during the calibration and validation phase, i.e.
w; =30 and X P = 1. The correction is then applied over the
entire climatological period. Figure 11 shows the temporal
evolution of decadal mean SWE — averaged over the months
December—March — for four elevation bands for the training,
model, and corrected data. Elevations below 2500 m are sub-
ject to a pronounced negative SWE trend which is caused by
the well-documented step change between the 1980s and the
1990s (Marty, 2008). The step change is present in both the
model and the corrected data, i.e. QM does not modify this
important feature of temporal SWE variability. However, at
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Figure 7. Top: same as Fig. 5 top part but for: (a) the Jura region, (b) the lowlands region, (c) the alpine region, and (d) the south region.
(e) Ranking of the corrected dataset for each calibration parameter for the lowlands region.

least for elevations below 1200 m (upper left panel), the ab-
solute change is smaller in the corrected data, i.e. QM has a
slight influence on the overall trend magnitude. At elevations
above 2500 m (lower right panel) decadal variability domi-
nates any long-term trend in both datasets. The comparison
against the training data for the two last decades highlights
the ability of the QM to efficiently correct for erroneous SWE
magnitudes in the model data at all elevations.

3.4.3 Computational performances and profiling

The performance of the C++ and R implementations of the
core functions is shown in the Table 4. The performance is
evaluated using the following parameters: w, = 10, Ad =
10, ¥ P =10, Ah =100, and Ay = 0.1 (slope and curvature
grouping are not used because they were implemented later
in C++- only). Note that the R implementation of some func-
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tions has been removed from the final version of the package,
but is available in the Git history (back to commit 6a228598).
SnowQM runs on an 8-core Intel i7-11700KF@3.60GHz
CPU with 32 GB of RAM, using R version 4.2.1 on Ubuntu
20.04.5. The QM is trained over the odd years of the period
1999-2021 and applied over the whole period. The assess-
ment toolbox is used over both the calibration and validation
periods.

The performance improvement between the single-
threaded R and C++4- implementations is a factor of 1.7 for
the quantile computation (training phase), a factor of 11 for
the quantile application (correction phase), and a factor of
26 for the evaluation toolbox. As explained in Sect. 2.4, the
improvement comes from the optimised data organisation in
C++4-, which we adapt in each function to the particular data
subset required. The gain is less important for the training
phase, since the quantile function itself achieves similar
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performance in R, which uses the C sort function, than in
C++. Using parallelisation, the C++ version of the code
achieves almost linear scaling if hyper-threading is not used.
Linear scaling was also found at up to 32 threads when tested
on the 64-core compute nodes of the Swiss National Super-
computing Centre (CSCS). Between 32 and 64 cores, perfor-
mance increases by a factor of 1.5. SnowQM was compared
with the QM implementation of the R package qmCH2018
(Kotlarski, 2019). In single-threaded mode (qmCH?2018 is
not parallelised), SnowQM is shown to be 2.5 times faster
than gmCH2018. When using eight cores, SnowQM is about
20 times faster. For the example presented here, i.e. the cre-
ation of a 60-year snow climatology over Switzerland at 1 km
and 1 d resolution, any reasonably recent laptop with enough
RAM to fit the entire dataset will be able to train and run the
QM in about 1 h.

Profiling the final C4+ version of the code shows that, re-
gardless of the number of cores used, about 80 % of the time
for the training phase is spent in the C4++ std: :sort ()
function, and about 7 % is spent writing the quantile files.
Sorting the data is an essential step in quantile computation,
and the existing C++ function is already highly optimised.
The function std: :sort () is O(nlogn), the number of
pixels used in the grouping has a direct impact on the per-
formance during the training phase. When the correction is
applied, most of the time (> 80 %) is spent reading and in-

Geosci. Model Dev., 17, 8969-8988, 2024

terpreting the quantile files. Increasing the number of cores
helps here, despite the fact that the reading part on disk is se-
quential, because the file verification and data interpretation
are done in parallel. However, these numbers are highly de-
pendent on the disk access speed. In the operational imple-
mentation of SnowQM at MeteoSwiss, where NAS storage
is used, the correction time is completely dominated by disk
access, with no benefit from parallelism (the correction time
jumps to about 15 min there). The evaluation toolbox does
not benefit much from parallelism, as only small parts of the
code have been parallelised. In fact, we estimated that the
large improvement from the C++ implementation was suffi-
cient.

4 Discussion
4.1 Performance and limitations

The analysis of the calibration procedure shows that
SnowQM is robust in the sense that the overall results are
only slightly affected by (1) the choice of the parameters, and
(2) the choice of the calibration period, even when validating
over periods with conditions different from those of the cal-
ibration. For some metrics and regions, however, the results
do seem to be sensitive to the parameters. Users should then
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Figure 11. Decadal SWE average for different elevation bands. Comparison between training data, model data, and corrected model data.
Results for the best calibration run over the whole of Switzerland (w; =30 and X P = 1).

Table 4. SnowQM performance for the R and C++ implementation with different numbers of CPU used. See text for details on hardware

and set-ups used.

R1core R8cores R16cores* C++ 1core C++ 8cores C+-+ 16 cores?
Training time (min) 270 48 38 158 20 15
Correction time (min) 57 27 b 5.0 1.0 0.7
Assessment time (min) 90 b b 3.5 2.7 2.5

4 Hyper-threading is used. b Run was not completed because of RAM limitation.

choose the relevant metric for their application and calibrate
the QM correctly to obtain the best results.

The application over the whole of Switzerland shows that
SnowQM is able to efficiently reduce the more pronounced
SWE bias in the model dataset at high elevations and in the
valleys, which leads to a more spatially homogeneous bias
after correction. The main objective of a QM-based library,
i.e. the elimination of bias, is reached by SnowQM. In all
configurations studied, the average bias of SWE is always
close to 0, despite the existence of considerable biases in the
model dataset. However, the MAE can remain large even af-
ter correction. Indeed, QM is not expected to do more than a
bias correction, and biases at short time scale, e.g. on a sin-
gle day or month, are not necessarily corrected (see Figs. 6
and 10). Such biases can also concern entire winters at low-
elevated regions (see next paragraph). QM is also known to
not necessarily correctly preserve extreme events (Cannon
et al., 2015). Indeed, if QM is applied to a period other than
the training period, extremes not present in the training pe-
riod may be encountered (in the case studied here, high SWE
extreme events). A choice is then made as to how to extrapo-
late the quantile distribution to these new values. Here we
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have chosen to apply the same correction as for the 99th
percentile. As a consequence, data produced with the library
should not be used for extreme event analysis. Such an anal-
ysis would require an approach tailored to extreme events, as
presented, e.g. in Jeon et al. (2016).

At low elevations, i.e. regions with rare snow events, the
use of threshold-dependent metrics as well as the analysis of
relative errors are difficult. Furthermore, since the SWE is
close to 0, the total bias is also always low in these cases.
This makes the correction quality difficult to evaluate with
global spatio-temporal metrics. The performance of the QM
in such regions shows that SnowQM is often not able to
correct bias for short snow seasons. This is due to the in-
ability of a QM model to create snow when and where the
model dataset lacks snow, and is illustrated by the fact that
SnowQM does not reduce the number of false negatives (see
Figs. 5 and 8).

The snow climatology produced shows a good agreement
on decadal average with the training data (see Fig. 11) and
the approach is thus promising. However, the data are pro-
duced here for illustrative purposes only, and a detailed val-
idation of the dataset using in situ measurements and re-
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mote sensing products is required before any further inter-
pretation of these results; especially as QM is know to be
a non-trend-preserving method (Maraun, 2013; Maurer and
Pierce, 2014). In addition, from the points discussed above,
we can already conclude that the climatological dataset can
reliably be used for analysis over long periods, such as long-
term trends, but on short time scales the QM correction is not
always guaranteed to improve the quality of the data. The dif-
ficulty to properly evaluate the performance of the QM at low
elevation leads to a large uncertainty for the climatology pro-
duced in these regions. However, we show that the proposed
method is viable to produce snow climatology at higher spa-
tial and temporal resolution than what exists in the literature
(see e.g. Luojus et al., 2021).

Analysis of the computational performance of SnowQM
shows a great improvement over simple R implementa-
tions which are often used (see, e.g. Cannon, 2018; Kot-
larski, 2019), without adding complexity for users. Anal-
ysis and post-processing are also greatly facilitated by the
fast C++ code, making it possible to work on large grids.
This opens the application of QM to larger datasets, espe-
cially as SnowQM can also be used on other variables. While
many environmental software packages use only “simpler”
languages such as Python and R to remain user-friendly for
a community unfamiliar with compiled programming lan-
guages, here we show that high performance can be achieved
without compromising ease of use. In the form of a sim-
ple R interface hiding the complexity of the C++4 code,
all analyses presented here were produced on a state-of-the-
art HPC facility, the Swiss National Supercomputing Cen-
tre (CSCS). The performances of SnowQM opens new appli-
cations which would not be possible otherwise, such as the
thousands of calibration runs performed here, the application
to a large set of climate change scenarios, or operational ap-
plication on a daily basis.

4.2 Quantile mapping and data grouping

SnowQM offers the possibility to apply both spatial and
temporal grouping, while QM models usually use temporal
grouping only. When applied over the whole of Switzerland,
the usage of spatial grouping does not improve the results.
However, in the lowlands, spatial grouping improves the cor-
rection. This is due to the flat topography of the lowlands
and the similarities between the pixels. By adding pixels, the
quantile distribution becomes statistically more representa-
tive of the pixel of interest. In steeper terrain, to include more
pixels, the algorithm has to choose more distant pixels with
more topographic differences, which does not necessarily in-
crease the quality of the QM correction. In summary, depend-
ing on the topography or on the difference in the data be-
tween calibration and validation/application, the QM proce-
dure can benefit from spatial grouping. This is an interesting
finding for the QM procedure in general, since most exist-
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ing studies use temporal grouping only to construct quantile
distributions (see, e.g. Cannon, 2018; Kotlarski, 2019).

There is almost no reduction in the number of false nega-
tives since using QM, snow cannot be created out of nothing,
as expected and explained above. One approach could be not
to work directly with SWE, but with the mass difference as
determined by accumulation (solid precipitation) and abla-
tion (snow melt), which is simply obtained by calculating
the SWE difference between each time step and the previous
one. The QM could then be applied to these mass difference
CDFs. The corrected SWE grids are finally obtained by a
cumulative sum over time of the corrected mass difference
grids. For such a variable, a random approach can be used to
map the zero quantiles and choose between staying at zero
or moving towards a melt or an accumulation state depend-
ing on the training CDF. The disadvantage of this method is
that instead of having an independent bias at each time step,
the error of the QM procedure will accumulate when recon-
structing the final dataset. Tests were carried out and this ac-
cumulation of error problem was found to be more important
than the zero quantile problem. This approach was therefore
discarded.

5 Conclusions

This work presents a QM package in R for correction of grid-
ded SWE data. The quantile distributions are computed by
grouping pixels both in space and time. SnowQM achieves
high computational performance due to the parallel imple-
mentation of core functions in C++. Compared to a pure R
implementation, the C++ implementation is 2.5 times faster
on a single core, and about 20 times faster when using eight
cores. The same performance improvement is obtained when
comparing SnowQM to another independent R implementa-
tions of QM. SnowQM can easily be extended to other vari-
ables.

A case study over Switzerland is presented. It corrects data
from a simple snow model with data from an improved ver-
sion of the same model to obtain a snow climatology cover-
ing a 60-year period. This case study shows that the bias in
the data is efficiently removed, demonstrating that QM is an
appropriate method to be used to correct climatological maps
of SWE. However, limitations of the QM approach come to
light as seasonal biases in SWE remain when years are com-
pared separately. In addition, QM is shown to be unsuitable
for correcting for false-negative days. Depending on the re-
gional topography and the SWE pattern, the free parameters
need to be adjusted to get better results. In particular, the spa-
tial grouping, which is a novelty of this library, is shown to
improve results in flat regions. The case study also shows
how such an approach can be used to produce a long-term
climatology of gridded SWE. In the future, a similar method
could be applied to correct bias in SWE projections of cli-
mate change scenarios.
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Appendix A: Data structure

SWE data are stored in vectData. These objects are built
based on R 1ist objects. The 3D SWE input grids (x, y,
time) are stored as 2D matrices, where x and y dimensions
are concatenated into a 1D vector on the y dimension of
the matrix, and time is the x dimension. Only some pix-
els are kept (e.g. if the region of interest is not rectangle,
or if a mask is applied), which allows us to keep in mem-
ory only necessary data and is more efficient than having the
full netCDF grids. In parallel, 1D vectors are used to track
the position of each pixel on the grids based on the pixel
index (x.indices and x.indices) and to convert the
position on the grid into real coordinates (x.coords and
y.coords). In practice, x/y.indices vectors store for
each pixel an index pointing to the corresponding position in
the x/y . coords vector, which hold the real coordinates.
Additional 2D or 3D grids can be stored in the same way
as the SWE data, i.e having all pixels along the y axis, and
if needed, time along the x axis. This data structure allows
for quick access to one time step (pulling a column) or one
pixel (pulling a line). Also, the 2D structure of the SWE data
facilitates the exchange of data with the C+4+ core functions.
Table A1 summarises the component of the vectData objects.
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Table Al. Structure of the VectData R object (inherits from R 1ist) object. Data are assumed to span an m x n grid, with a total of

0 < n x m pixels with data, with r > 1 time steps.

Component name  Variable stored Format Mandatory

x.coords x Coordinates of the grid cells array of sizem Yes

y.coords y Coordinates of the grid cells array of size n Yes

x.indices Indices referring to the x.coords array for each pixels array of size o Internally computed
y.indices Indices referring to the y.coords array for each pixels array of size o Internally computed
time Raw time stamps for each time step read from the netCDF file array of size ¢ Yes

time.date Time stamps for each time step converted into Date objects array of size t Internally computed
data Matrix of SWE data matrixofsizeoxt  Yes

dem Elevation of the pixels matrixofsizeox1 No

slope Slope of the pixels matrixofsizeox1 No

aspect Aspect of the pixels matrixofsizecox1 No

curvature Curvature of the pixels matrixofsizeox1 No

https://doi.org/10.5194/gmd-17-8969-2024
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Code and data availability. The source code is available on a
Git repository at https://code.wsl.ch/snow-hydrology/snowgm
(last access: 8 May 2024) and has been archived at
https://doi.org/10.5281/zenodo.10257951 (Michel, 2023).
Installation instructions are given in the README.md.
The raw data and climatology data are available at
https://doi.org/10.5281/zenodo.7886773 (Michel et al., 2023).
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