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Abstract. SnowModel, a spatially distributed snow-
evolution modeling system, was parallelized using Coarray
Fortran for high-performance computing architectures to al-
low high-resolution (1 m to hundreds of meters) simulations
over large regional- to continental-scale domains. In the
parallel algorithm, the model domain was split into smaller
rectangular sub-domains that are distributed over multiple
processor cores using one-dimensional decomposition. All
the memory allocations from the original code were reduced
to the size of the local sub-domains, allowing each core
to perform fewer computations and requiring less memory
for each process. Most of the subroutines in SnowModel
were simple to parallelize; however, there were certain
physical processes, including blowing snow redistribution
and components within the solar radiation and wind models,
that required non-trivial parallelization using halo-exchange
patterns. To validate the parallel algorithm and assess
parallel scaling characteristics, high-resolution (100 m grid)
simulations were performed over several western United
States domains and over the contiguous United States
(CONUS) for a year. The CONUS scaling experiment had
approximately 70 % parallel efficiency; runtime decreased
by a factor of 1.9 running on 1800 cores relative to 648
cores (the minimum number of cores that could be used
to run such a large domain because of memory and time
limitations). CONUS 100 m simulations were performed for
21 years (2000-2021) using 46238 and 28260 grid cells
in the x and y dimensions, respectively. Each year was
simulated using 1800 cores and took approximately 5h to
run.

1 Introduction

The cryosphere (snow and ice) is an essential component of
Arctic, mountain, and downstream ecosystems, Earth’s sur-
face energy balance, and freshwater resource storage (Huss
et al., 2017). Globally, half the world’s population depends
on snowmelt (Beniston, 2003). In snow-dominated regions
like the western United States, snowmelt contributes to ap-
proximately 70 % of the total annual water supply (Foster et
al., 2011). In these regions, late-season streamflow is depen-
dent on the deepest snowdrifts and therefore longest-lasting
snow (Pflug and Lundquist, 2020). Since modeling snow-fed
streamflow accurately is largely dependent on our ability to
predict snow quantities and the associated spatial and tem-
poral variability (Clark and Hay, 2004), high-temporal- and
spatial-resolution snow datasets are important for predict-
ing flood hazards and managing freshwater resources (Im-
merzeel et al., 2020).

The spatial and temporal seasonal snow characteristics
also have significant implications outside of water resources.
Changes in fractional snow-covered area affect albedo and
thus atmospheric dynamics (Liston, 2004; Liston and Hall,
1995). Avalanches pose safety hazards to both transportation
and recreational activities in mountainous terrain, the predic-
tion of which requires high-resolution (meters) snow datasets
(Morin et al., 2020; Richter et al., 2021). Additionally, the
timing and duration of snow-covered landscapes strongly in-
fluence how species adapt, migrate, and survive (Boelman et
al., 2019; Liston et al., 2016; Mahoney et al., 2018).

To date, the primary modes for estimating snow properties
and storage have come from observation networks, satellite-
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based sensors, and physically derived snow algorithms in
land surface models (LSMs). However, despite the impor-
tance of regional, continental, and global snow, estimates of
snow properties over these scales remain uncertain, espe-
cially in alpine regions where wind, snow, and topography
interact (Boelman et al., 2019; Dozier et al., 2016; Mudryk
et al., 2015). Observation datasets used for spatial interpola-
tion of snow properties and forcing datasets used in LSMs are
often too sparse in mountainous terrain to accurately resolve
snow spatial heterogeneities (Dozier et al., 2016; Renwick,
2014). Additionally, remotely sensed products have shown
deficiencies in measuring snowfall rate (Skofronick-Jackson
et al., 2013), snow-water equivalent (SWE), and snow depth
(Nolin, 2010), especially in mountainous terrain where con-
ditions of deep snow, wet snow, and/or dense vegetation may
be present (Lettenmaier et al., 2015; Takala et al., 2011; Vuy-
ovich et al., 2014). However, LSMs using high-resolution in-
puts, including forcing datasets from regional climate models
(RCMs), have demonstrated realistic spatial distributions of
snow properties (Wrzesien et al., 2018).

Many physical snow models have been developed either
in stand-alone algorithms or larger LSMs with varying de-
grees of complexity based on their application. The more ad-
vanced algorithms attempt to accurately model snow prop-
erties at high resolution, especially in regions where snow
interacts with topography, vegetation, and/or wind. Wind-
induced snow transport is one such complexity of snow that
represents an important interaction between the cryosphere
and atmosphere. It occurs in regions permanently or tem-
porarily covered by snow, influences snow properties (e.g.,
heterogeneity, sublimation, avalanches, and melt timing),
and has been shown to improve simulated snowpack distri-
bution (Bernhardt et al., 2012; Freudiger et al., 2017; Keenan
et al., 2023; Quéno et al., 2023). Models that have incorpo-
rated wind-induced physics generally require components to
both develop the snow mass balance and incorporate atmo-
spheric inputs of the wind field. Additionally, these models
typically require high-resolution grids (1 to 100 m) as the re-
distribution components of the model become negligible at
larger spatial discretizations (Liston et al., 2007). However,
there is often a trade-off between the accuracy of simulating
wind-induced snow transport and the computational require-
ments for downscaling and developing the wind fields over
the gridded domain (Reynolds et al., 2021; Vionnet et al.,
2014). Therefore, simplifying assumptions of uniform wind
direction has been applied in models like the Distributed
Blowing Snow Model (DBSM) (Essery et al., 1999; Fang
and Pomeroy, 2009). More advanced models have utilized
advection—diffusion equations, like Alpine3D (Lehning et
al., 2006), or spatial distributed formulations like SnowTran-
3D (Liston and Sturm, 1998). Finite-volume methods for
more efficiently discretizing wind fields have been applied
to models such as DBSM (Marsh et al., 2020). The most
complex models consider nonsteady turbulence and utilize
three-dimensional wind fields from atmospheric models to
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simulate blowing snow transport and sublimation: for ex-
ample, SURFEX in Meso-NH/Crocus (Vionnet et al., 2014,
2017), wind fields from the atmospheric model ARPS (Xue
et al., 2000) being incorporated into Alpine3D (Mott and
Lehning, 2010; Mott et al., 2010; Lehning et al., 2008), and
SnowDrift3D (Prokop and Schneiderbauer, 2011). Incorpo-
rating wind-induced physics into snow models is computa-
tionally expensive; thus, parallelizing the serial algorithms
would likely be beneficial to many models.

For several decades, a distributed snow-evolution model-
ing system (SnowModel) has been developed, enhanced, and
tested to accurately simulate snow properties across a wide
range of landscapes, climates, and conditions (Liston and EI-
der, 2006a; Liston et al., 2020). To date, SnowModel has
been used in over 200 refereed journal publications; a short
listing of these is provided by Liston et al. (2020). Physi-
cally derived snow algorithms, as used in SnowModel, that
model the energy balance, multi-layer snow physics, and lat-
eral snow transport are computationally expensive. In these
models, the required computational power increases with the
number of grid cells covering the simulation domain. Finer
grid resolutions usually imply more grid cells and higher
accuracy resulting from improved representation of process
physics at higher resolutions. The original serial SnowModel
code was written in Fortran 77 and could not be executed in
parallel using multiple processor cores. As a result, Snow-
Model’s spatial and temporal simulation domains (number
of grid cells and time steps) were previously limited by the
speed of one core and the memory available on the single
computer. Note that a “processor” refers to a single cen-
tral processing unit (CPU) and typically consists of multiple
cores; each core can run one or more processes in parallel.

Recent advancements in multiprocessor computer tech-
nologies and architectures have allowed for increased per-
formance in simulating complex natural systems at high res-
olutions. Parallel computing has been used on many LSMs to
reduce computing time and allow for higher-accuracy results
from finer grid simulations (Hamman et al., 2018; Miller
et al., 2014). Our goal was to develop a parallel version
of SnowModel (Parallel SnowModel) using Coarray Fortran
(CAF) syntax without making significant changes to the orig-
inal SnowModel code physics or structure. CAF is a parti-
tioned global address space (PGAS) programming model and
has been used to run atmospheric models on 100 000 cores
(Rouson et al., 2017).

In parallelizing numerical models, a common strategy is to
decompose the domain into smaller sub-domains that get dis-
tributed across multiple processes (Dennis, 2007; Hamman
et al., 2018). For rectangular gridded domains (like Snow-
Model), this preserves the original structure of the spatial
loops and utilizes direct referencing of neighboring grids
(Perezhogin et al., 2021). The parallelization of many LSMs
involves “embarrassingly parallel” problems requiring mini-
mal to no processor communication (Parhami, 1995); in this
case, adjacent grid cells do not communicate with each other
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(an example of this would be where each grid cell represents
a point, or one-dimensional, snowpack model that is not in-
fluenced by nearby grid cells).

While much of the SnowModel’s logic can be considered
embarrassingly parallel, SnowModel also contains ‘“non-
trivial” algorithms within the solar radiation, wind, and snow
redistribution models. Calculations within these algorithms
often require information from neighboring grid cells, either
for spatial derivative calculations or for horizontal fluxes of
mass (e.g., saltating or turbulent suspended snow) across the
domain. Therefore, non-trivial parallelization requires imple-
menting algorithm changes that allow computer processes to
communicate and exchange data. The novelty of the work
presented here includes (1) the presentation of Parallel Snow-
Model, high-resolution (100 m) distributed snow datasets
over CONUS, and an analysis of the performance of the par-
allel algorithm; (2) demonstrating how a simplified paral-
lelization approach using CAF and one-dimensional decom-
position can be implemented in geoscientific algorithms to
scale over large domains; and (3) demonstrating an approach
for non-trivial parallelization algorithms that involve spatial
derivatives and fluxes using halo-exchange techniques.

In Sect. 2, we provide background information on Snow-
Model, parallelization using CAF, data and domains used in
this study, and a motivation for this work. In Sect. 3, we ex-
plain our parallelization approach using CAF and introduce
the simulation experiments used to demonstrate the perfor-
mance of Parallel SnowModel through strong scaling metrics
and CONUS simulations. In Sect. 4, we provide results of the
simulation experiments introduced in Sect. 3. Lastly, we end
with a discussion in Sect. 5 and a conclusion in Sect. 6.

2 Background
2.1 SnowModel

SnowModel is a spatially distributed snow-evolution model-
ing system designed to model snow states (e.g., snow depth,
SWE, snowmelt, snow density) and fluxes over different
landscapes and climates (Liston and Elder, 2006a). The most
complete and up-to-date description of SnowModel can be
found in the appendices of Liston et al. (2020). While many
snow modeling systems exist, SnowModel will benefit from
parallelization because of its ability to simulate snow pro-
cesses on a high-resolution grid through downscaling mete-
orological inputs and modeling snow redistribution. Snow-
Model is designed to simulate domains on a structured grid
with spatial resolutions ranging from 1 to 200 m (although it
can simulate coarser resolutions as well) and temporal reso-
lutions ranging from 10 m to 1 d. The primary modeled pro-
cesses include accumulation from frozen precipitation; blow-
ing snow redistribution and sublimation; interception, un-
loading, and sublimation within forest canopies; snow den-
sity and grain size evolution; and snowpack ripening and
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melt. These processes are distributed into four core interact-
ing submodules: MicroMet defines the meteorological forc-
ing conditions (Liston and Elder, 2006b), EnBal describes
surface and energy exchanges (Liston, 1995; Liston et al.,
1999), SnowPack-ML is a multi-layer snowpack sub-model
that simulates the evolution of snow properties and the mois-
ture and energy transfers between layers (Liston and Hall,
1995; Liston and Mernild, 2012), and SnowTran-3D calcu-
lates snow redistribution by wind (Liston et al., 2007). Addi-
tional simulation features include SnowDunes (Liston et al.,
2018) and SnowAssim (Liston and Hiemstra, 2008), which
model sea ice applications and data assimilation techniques,
respectively. Figure 1 shows a schematic of the core Snow-
Model toolkit. Additionally, the initialization submodules
that read in the model parameters, distribute inputs across
the modeled grid, and allocate arrays include PreProcess
and ReadParam. Outputting arrays is contained within the
“Outputs” submodule. SnowModel incorporates first-order
physics required to simulate snow evolution within each of
the global snow classes (e.g., ice, tundra, boreal forest, mon-
tane forest, prairie, maritime, and ephemeral; Sturm and Lis-
ton, 2021; Liston and Sturm, 2021).

2.2 Coarray Fortran

CAF, formerly known as F- (Iso/lec, 2010; Numrich and
Reid, 1998; Numrich et al., 1998), is the parallel language
feature of Fortran that was used to parallelize SnowModel.
CAF is like Message Passing Interface (MPI) libraries in
that it uses the single-program multiple-data (SPMD) model
where multiple independent cores simultaneously execute
a program. SPMD allows for distributed memory alloca-
tion and remote memory transfer. However, unlike MPI,
CAF uses the PGAS parallel programming model to han-
dle the distribution of computational tasks amongst processes
(Coarfa et al., 2005). In the PGAS model, each process con-
tains local memory that can be accessed directly by all other
processes. While CAF and MPI syntax often refers to pro-
cesses as images or ranks, for consistency, we will con-
tinue to use the term “process”’. Ultimately, CAF offers a
high-level syntax that exploits locality and scales effectively
(Coarfa et al., 2005). For simulation comparisons, we used
OpenCoarrays, a library implementation of CAF (Fanfarillo
et al., 2014) utilized by the gfortran compiler; Intel and Cray
compilers both have independent CAF implementations.

2.3 Model domains, data, and computing resources

The required inputs for SnowModel include (1) tempo-
rally varying meteorological variables of precipitation, wind
speed and direction, air temperature, and relative humid-
ity taken from meteorological stations or atmospheric mod-
els and (2) spatially distributed topography and land cover
type (Liston and Elder, 2006a). The following inputs were
used for the experiments introduced in Sect. 3: the USGS
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Figure 1. The original figure from Pedersen et al. (2015) was modified for the present paper, providing an example of possible inputs, core

submodules, and outputs of SnowModel.

National Elevation Dataset (NED) for topography (Gesch
et al., 2018), the North American Land Change Monitor-
ing System (NALCMS) land cover 2015 map for vegeta-
tion (Homer et al., 2015; Jin et al., 2019; Latifovic et al.,
2016), and forcing variables from either the North American
Land Data Assimilation System (NLDAS-2) (Mitchell, 2004;
Xia, 2012a, b) on a 1/8° (approximately 12 km) grid or the
high-resolution Weather Research and Forecasting (WRF)
model from the National Center for Atmospheric Research
(NCAR) on approximately a 4km grid (Rasmussen et al.,
2023). The high-performance computing architectures used
include NCAR'’s Cheyenne supercomputer, which is a 5.43-
petaflop SGI ICE XA cluster featuring 145 152 Intel Xeon
processes in 4032 dual-socket nodes and 313 TB of total
memory (Computational and Information Systems Labora-
tory, 2019), and the National Aeronautics and Space Admin-
istration’s (NASA) Center for Climate Simulation (NCCS)
Discover supercomputer with a 1560-teraflop SuperMicro
Cluster featuring 20 800 Intel Xeon Skylake processes in 520
dual-socket nodes and 99.84 TB of total memory. Simulation
experiments were conducted over six domains (Tuolumne,
CO headwaters, Idaho, PNW, western US, and CONUS)
throughout the United States at 100 m grid resolution. The
spatial location, domain dimensions (e.g., number of grids
in the x and y dimensions), and memory requirements, de-
rived from the peak_memusage package (https://github.com/
NCAR/peak_memusage, last access: 10 July 2023), for the
simulation experiments are highlighted in Fig. 2.

2.4 Parallelization motivation
The answers to current snow science, remote sensing, and
water management questions require high-resolution data

that cover large spatial and temporal domains. While mod-
eling systems like SnowModel can be used to help provide
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these datasets, running them on single-processor worksta-
tions imposes limits on the spatiotemporal extents of the pro-
duced information. Serial simulations are limited by both
execution time and memory requirements, where the mem-
ory limitation is largely dependent on the size of the simu-
lation domain. Up to the equivalent of 175 two-dimensional
and 10 three-dimensional arrays are held in memory during
a SnowModel simulation, depending on the model configu-
ration. In analyzing the performance of the Parallel Snow-
Model (Sect. 4), serial simulations were attempted over six
domains throughout the United States at 100 m grid reso-
Iution (Fig. 2) for the 2018 water year (1 September 2017
to 1 September 2018). Only the Tuolumne domain could be
simulated in serial based on the memory (109 GB for a large
memory node) and time (12 h wall-clock limit) constraints on
Cheyenne. The CO headwaters and Idaho domains could not
be simulated in serial due to time constraints, while the three
largest domains (Pacific Northwest — PNW, western US, and
CONUY) could not be executed in serial due to exceedances
of both the 12h wall-clock limit and memory availability.
Furthermore, we estimate that using a currently available,
state-of-the-art, single-processor workstation would require
approximately 120d of computer time to perform a 1-year
model simulation over the CONUS domain. SnowModel is
regularly used to perform multi-decade simulations for trend
analyses, climate change studies, and retrospective analy-
ses (Liston and Hiemstra, 2011; Liston et al., 2020, 2023).
If this 1-year, 100m CONUS domain was simulated for a
40-year period (e.g., 1980 through the present), it would
take approximately 4800d, or over 13 years, of computer
time. Clearly such simulations are not practical using single-
processor computer hardware and software algorithms.

https://doi.org/10.5194/gmd-17-4135-2024
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Figure 2. (a) Spatial location of simulated domains on WRF’s Lambert conformal projection (Rasmussen et al., 2023) and (b) corresponding

grid dimensions (Ny

—number of grids in x dimension; Ny —number of grids in y dimension) and memory obtained from the peak_memusage

package required for single-layer SnowModel simulation experiments. For reference, the dashed lines represent the normal and large memory

thresholds (55 and 109 GB) for Cheyenne’s SGI ICE XA cluster.

3 Methods

In parallelizing SnowModel and distributing computations
and memory over multiple processes, we demonstrate its
ability to efficiently run regional- to continental-sized sim-
ulations. Some of the model configurations were not paral-
lelized for reasons including ongoing development in the se-
rial code base and limitations to the parallelization approach.
These configurations are further discussed in Appendix A.
This section introduces the syntax and framework used to
parallelize SnowModel and the simulation experiments used
to assess the performance of the parallel algorithm.

3.1 Parallel implementation

Changes to the SnowModel logic were made through the par-
allelization process and included the partitioning algorithm,
non-trivial communication via halo exchange, and file input
and output (I/O) schemes.

3.1.1 Partitioning algorithm

The partitioning strategy identifies how the workload gets
distributed amongst processes in a parallel algorithm. The
multidimensional arrays of SnowModel are stored in row-
major order, meaning the x dimension is contiguous in mem-
ory. Additionally, dominant wind directions and therefore
predominant snow redistribution occur in the east-west di-
rection as opposed to south—north directions. Therefore, both
the data structures and physical processes involved in Snow-
Model justify a one-dimensional decomposition strategy in
the y dimension, where the computational global domain
Ny x Ny is separated into Ny X I, blocks. If Ny is evenly
divisible by the total number of processes (N), I,y = Ny/N.
If integer division is not possible, the remaining rows are dis-
tributed evenly amongst the processes starting at the bottom
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of the computational domain. Figure 3 demonstrates how a
serial domain containing 10 grid cells in the x and y dimen-
sions would be decomposed with four processes using our
partitioning strategy.

3.1.2 Non-trivial parallelization

Each process has sufficient information to correctly execute
most of the physical computations within SnowModel. How-
ever, there are certain subroutines where grid computations
require information from neighboring grid cells (e.g., data
dependencies) and therefore information outside of the local
domain of a process. For SnowModel, these subroutines typ-
ically involve the transfer of blowing snow or calculations
requiring spatial derivatives. Furthermore, with our one-
dimensional decomposition approach, each grid cell within
a process local domain has sufficient information from its
neighboring grid cells in the x dimension but potentially
lacks information from neighboring grid cells in the y di-
mension. As a regular grid method, SnowModel lends itself
to process communication via halo exchange where coar-
rays are used in remote calls. Halo exchange using CAF in-
volves copying boundary data into coarrays on neighboring
processes and using information from the coarrays to com-
plete computations (Fig. 4). Although the entire local array
could be declared a coarray and accessed by remote pro-
cesses more directly, some CAF implementations (e.g., Cray)
impose additional constraints upon coarray memory alloca-
tions that can be problematic for such large allocations.

Topography — wind and solar radiation models
The wind and solar radiation models in MicroMet require
information about surrounding surface topography (Liston

and Elder, 2006b). The wind model requires surface curva-
ture, and the solar radiation model requires surface slope and

Geosci. Model Dev., 17, 4135-4154, 2024
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Figure 3. Example 10 x 10 global domain and partitioning for (a) serial simulation and (b) parallel simulation using four processes.

v
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Figure 4. Schematic showing halo exchange using coarrays. The steps include (a) initial gridded representation of local arrays for three
processes, (b) P, copying boundary data into coarrays for remote access, and (c¢) neighboring processes (P; and P3) stitching coarray to

local domains.

aspect. These vary at each time step as snow accumulates
and melts because the defined surface includes the snow sur-
face on top of the landscape. The surface curvature, for ex-
ample, is computed at each model grid cell using the spa-
tial gradient of the topographic elevation of eight neighbor-
ing grid cells. Using the parallelization approach discussed
above, processes lack sufficient information to make curva-
ture calculations for the bordering grid cells along the top
and/or bottom row(s) within their local domains. Note that
the number of row(s) (inc) is determined by a predefined pa-
rameter that represents the wavelength of topographic fea-
tures within a domain. Future work should permit this pa-
rameter to vary spatially to account for changes in the length
scale across the domain. For example, all grid cells along the
top row of P; will be missing information from nearby grid

Geosci. Model Dev., 17, 4135-4154, 2024

cells to the north and require topographic elevation (topo)
information from the bottom row(s) of the local domain of
P, to make the calculation (Fig. 5a). Halo exchange is per-
formed to distribute row(s) of data to each process that is
missing that information in their local domains (Fig. 5b).
Processes whose local domains are positioned in the bottom
or top of the global domain will only perform one halo ex-
change with their interior neighbor, while interior processes
will perform two halo exchanges. By combining and appro-
priately indexing information from the process local array
and received coarrays of topographic elevation, an accurate
curvature calculation can be performed using this parallel ap-
proach (Fig. 5c¢).

https://doi.org/10.5194/gmd-17-4135-2024
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Figure 5. Schematic for halo exchange used in the curvature calculation by P, where inc = 2. (a) Prior to halo exchange, P; contains
insufficient information to perform the curvature calculation, and (b) grid cells (halo) within the local domain of P, are (¢) transferred to Py
via coarrays. At this point, P has sufficient information to make the curvature calculation.

Snow redistribution

Wind influences the mass balance of the snowpack by sus-
pending and transporting snow particles in the air (turbulent
suspension) and by causing snow grains to bounce on top of
the snow surface (saltation). In SnowModel, the saltation and
suspension algorithms are separated into northerly, southerly,
easterly, and westerly fluxes based on the # and v compo-
nents of wind direction for each grid cell. Figure 6 shows a
simplified schematic for the saltation flux from a southerly
wind. In the serial algorithm (Fig. 6a), SnowModel initial-
izes the saltation flux based on the wind speed at that time
step (initial flux). To calculate the final saltation flux (updated
flux), SnowModel steps through regions of continuous wind
direction (delineated by the indices jstart and jend), updates
the change in saltation fluxes from upwind grid cells and the
change in saltation flux from the given wind direction, and
makes adjustments to these fluxes based on the soft snow
availability above the vegetation height (Liston and Elder,
2006a). Similar logic is used for the parallel implementation
of the saltation and suspension fluxes with an additional iter-
ation (salt iter) that updates the boundary condition for each
process via halo exchange. This allows the fluxes to be com-
municated from the local domain of one process to another.
To minimize the number of iterations, salt iter was provided a
maximum bound that is equivalent to snow being transported
15 km via saltation or suspension. This number was chosen
based on prior field measurements (Tabler, 1975) and simu-
lation experiments. It is possible that in other environments
an even larger length may be required. To be guaranteed to
match the serial results in all cases, the number of iterations
would have to be equal to the number of processes; however,
this would result in no parallel speedup and has no practical
benefit. A schematic of the parallel calculation of the change
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in saltation due to southerly winds is illustrated in Fig. 6b.
The bc_halo_exchange represents a halo exchange of grid
cells from upwind processes, allowing the saltation flux to
be transported from one process local domain to the next.

3.1.3 Filel/O

File I/O management can be a significant bottleneck in
parallel applications. Parallel implementations that are less
memory-restricted commonly use local to global mapping
strategies, or a centralized approach for file /O (Fig. 7a).
This approach requires that one or more processes stores
global arrays for input variables and that one process (Pro-
cess 1; Fig. 7a) stores global arrays for all output variables.
As the domain size increases, the mapping of local variables
to global variables for outputting creates a substantial bot-
tleneck. To improve performance, distributed file 1/O can be
implemented, where input and output files are directly and
concurrently accessed by each process (Fig. 7b).
SnowModel contains static spatial inputs that do not vary
over time (e.g., topography and land cover) and dynamic spa-
tial inputs (e.g., air temperature and precipitation) that vary
spatially and temporally. The static inputs are of a higher res-
olution compared to the dynamic inputs (i.e., topography is
on the model grid, while atmospheric forcing is almost al-
ways more widely spaced). To balance performance and con-
sistency with the serial logic of the code, we used a mixed
parallel file I/O approach. A goal of this work was to main-
tain nearly identical serial and parallel versions of the code in
one code base that can be easily maintained and utilized by
previous, current, and future SnowModel users with differ-
ent computational resources and skills. Therefore, we wanted
to maintain both the centralized and distributed file I/O ap-
proaches. However, for optimal parallel performance over
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(b) Parallel Redistribution
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Figure 6. (a) Schematic of the serial and (b) parallel redistribution algorithm showing the change in saltation flux due to southerly winds
over a gridded domain for Ny = 1. The parallel schematic demonstrates how three processes (Py, P>, P3) use an additional iteration (salt
iter) to perform a halo exchange (bc_halo_exchange) and update the boundary condition of the saltation flux.

larger simulation domains, file input (reading) is performed
in a distributed way for the static inputs and in a centralized
way for dynamic inputs, while file output (writing) is per-
formed in a distributed way, as described further below. This
permits the new version of the code to be a drop-in replace-
ment for the original serial code without requiring users to
install new software libraries or manage hundreds of output
files, while enabling users who wish to take advantage of the
parallel nature of the code to do so with minimal additional
work and no changes to the underlying code.

Parallel inputs

As noted above, SnowModel has two primary types of in-
put files, temporally static files such as vegetation and to-
pography and transient inputs such as meteorological forcing
data. While acceptable static input file types include flat bi-
nary, NetCDF, and ASCII files for the serial version of the
code, optimizing the efficiency of Parallel SnowModel re-
quires static inputs from binary files that can be accessed
concurrently and directly subset by indexing the starting byte
and length of bytes commensurate with a process local do-
main. Therefore, each process can read its own portion of
the static input data. For very large domains, the available
memory becomes a limitation when using the centralized ap-
proach. For example, the CONUS simulation could not be
simulated using a centralized file I/O approach because each
process would be holding global arrays of topography and
vegetation in memory, each of which would require approxi-
mately 5.2 GB of memory per process.

Reading of meteorological forcing variables (wind speed,
wind direction, relative humidity, temperature, and precip-
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itation) can be performed in parallel with either binary or
NetCDF files. Depending on the forcing dataset, the grid
spacing of the meteorological variables typically ranges from
1 to 30km and therefore often requires a smaller mem-
ory footprint than static inputs for high-resolution simula-
tions. For example, the resolution of NLDAS-2 meteorolog-
ical forcing has a grid of approximately 11 km, while the
high-resolution WRF model used has a 4 km grid. At each
time step, processes read in the forcing data from every sta-
tion within the domain into a one-dimensional array, index
the nearest locations for each SnowModel grid, and interpo-
late the data to create forcing variables over the local do-
main. All processes perform the same operation and store
common information; however, since the resolutions of the
forcing datasets are significantly coarser than the model grid
for high-resolution simulations, the dynamic forcing input ar-
ray size remains comparable to other local arrays and does
not impose significant memory limitations for simulations
performed to date. While more efficient parallel file input
schemes could improve performance, we decided to keep this
logic in part to maintain consistency with the serial version
of the code and minimize code changes.

Parallel outputs

To eliminate the use of local to global mapping commonly
used to output variables (Fig. 7a), each process writes its
own output file (Fig. 7b). A postprocessing script is then
used to concatenate files from each process into one file
that represents the output for the global domain. Modern
high-performance computing architectures have highly par-
allelized storage systems, making file output using a dis-
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Figure 7. (a) Schematic of global to local mapping for file I/O using a centralized approach with four processes and a (b) distributed file I/O
where each process reads and writes data corresponding to its local domain.

tributed approach significantly faster than the centralized ap-
proach. Therefore, file output in this manner reduces time
and memory requirements. Future work could leverage other
established parallel I/O libraries at the cost of additional in-
stallation requirements.

3.2 Simulation experiments

Parallel SnowModel experiments were conducted to eval-
uate the effectiveness of the parallelization approach used
in this study (Sect. 3.1) and to produce a high-resolution
snow dataset over CONUS. All experiments were exe-
cuted with a 100 m grid increment, a 3h time step, and a
single-layer snowpack configuration and included the pri-
mary SnowModel modules (MicroMet, EnBal, SnowPack,
and SnowTran-3D). These experiments are further described
below, with results provided in Sect. 4.

Validation experiments comparing output from the origi-
nal serial version of the code to the parallel version were con-
ducted continuously throughout the parallel algorithm de-
velopment to assess the reproducibility of the results. Ad-
ditionally, a more thorough validation effort was performed
at the end of the study that compared output from the se-
rial algorithm to that of the parallel algorithm, while vary-
ing the domain size, the number of processes, and therefore
the domain decomposition. Results from all of these valida-
tion experiments produced root mean squared error (RMSE)
values of 107, which is at the limit of machine precision
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when compared to serial simulation results. See Appendix
B for more details on the validation experiments. The se-
rial version of SnowModel has been evaluated in many stud-
ies across different snow classes (Sturm and Liston, 2021;
Liston and Sturm, 2021), time periods, and snow properties.
Evaluations ranged from snow cover (Pedersen et al., 2016;
Randin et al., 2015) and snow depth (Szczypta et al., 2013;
Wagner et al., 2023) to SWE (Freudiger et al., 2017; Ham-
mond et al., 2023; Mortezapour et al., 2020; Voordendag et
al., 2021) and SWE melt (Hoppinen et al., 2024; Lund et
al., 2022) using field observations, snow-telemetry stations,
and remote sensing products. A full comparison of the Paral-
lel SnowModel simulations presented here with observations
across CONUS is beyond the scope of the present work. In-
correctly simulated SWE could affect the scaling results and
CONUS visualizations presented in Sect. 4; for example, if
zero SWE were incorrectly simulated in many locations, pro-
cessing time would be less than if SWE had been simulated
and tracked. However, based on the scale of these analyses
and the fact that SnowModel has been previously evaluated
in a wide range of locations, we believe the impacts of this
limitation on the computational results presented here are
minimal.

3.2.1 Parallel performance

In high-performance computing, scalability attempts to as-
sess the effectiveness of running a parallel algorithm with
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an increasing number of processes. Thus, scalability can be
used to identify the optimal number of processes for a fixed
domain, understand the limitations of a parallel algorithm as
a function of domain size and number of processes, and esti-
mate the efficiency of the parallel algorithm on new domains
or computing architectures. Speedup, efficiency, and code
profiling were tools used to assess the scalability and per-
formance of Parallel SnowModel on fixed domains. Speedup
(S(N); Eq. 1), a metric of strong scaling, is defined as the ra-
tio of the serial execution time, 7' (1), over the execution time
using N processes, T (N). Optimally, parallel algorithms will
experience a doubling of speedup as the number of processes
is doubled. Some reasons why parallel algorithms do not fol-
low ideal scaling include the degree of concurrency possible
and overhead costs due to communication. Synchronization
statements have an associated cost of decreasing the speed
and efficiency of an algorithm due to communication over-
head and requirements for one process to sit idle while wait-
ing for another to reach the synchronization point. Further-
more, speedup tends to peak or plateau at a certain limit on
a given computing architecture and domain because either
the overheads grow with an increasing number of processes
or the number of processes exceeds the degree of concur-
rency inherent in the algorithm (Kumar and Gupta, 1991).
For large domains, where serial simulations cannot be per-
formed either due to wall-clock or memory limitations, rel-
ative speedup (S(N); Eq. 2) is commonly used. Relative
speedup is estimated as a ratio of the execution time, T(ﬁ),
of the minimum number of processes, (f’), that can be simu-
lated on a given domain over 7 (N). An additional speedup
metric, approximate speedup (S(N); Eq. 3), is introduced to
estimate S by assuming perfect scaling from Ptoa single
process. While this is only an approximation, it is helpful
to compare the S across the different domains on a similar
scale. Additionally, efficiency (E(N); Eq. 4) and approxi-
mate efficiency (E (N); Eq. 5) are the ratios of S to N and
StoN, respectively. A simulation that demonstrates ideal
scaling would have 100 % efficiency. Additionally, code pro-
filing evaluates the cumulative execution time of individual
submodules (e.g., Preprocess, Readparam, MicroMet, En-
bal, SnowPack, SnowTran-3D, and Outputs) as a function of
the number of processes. Together, code profiling and strong
scaling can be used to understand locations of bottlenecks in
the algorithm and how changes to the code enhance perfor-
mance.
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3.2.2 Parallel improvement

To better understand how changes to the Parallel SnowModel
code have affected its performance, speedup and code profil-
ing plots were assessed for simulations using three distinct
versions of the code. These versions represent snapshots of
the algorithms development and quantify the contributions
of different types of code modifications to the final perfor-
mance of the model. These versions were identified by dif-
ferent GitHub commits (Mower et al., 2023) and can be sum-
marized as follows. The first or baseline version represents
an early commit of Parallel SnowModel, where file I/O is
performed in a centralized way, as described in Sect. 3.1.3.
Each process stores both a local and global array in memory
for all input variables, makes updates to its local arrays, and
distributes that updated information into global arrays used
by one process to write each output variable. The embar-
rassingly parallel portion of the physics code has been par-
allelized, but the snow redistribution step is not efficiently
parallelized; it has a larger number of synchronizations and
memory transfers. Therefore, this approach has significant
time and memory constraints. The distributed version rep-
resents an instance of the code where distributed file I/O
(Sect. 3.1.3) had first been implemented. In this version, each
process reads and writes input and output variables for its lo-
cal domain only. Global arrays and the communication re-
quired to update these variables are no longer needed; this
alleviates memory constraints and shows the value of paral-
lelizing I/O in scientific applications. Lastly, the final version
represents the most recent version of Parallel SnowModel,
(at the time of this publication) where the snow transport al-
gorithm had been optimized to run efficiently. This was done
by reducing unnecessary memory allocations, reducing the
transfer of data via coarrays, and optimizing memory trans-
fers to reduce synchronization calls. This shows the value of
focused development on a single hotspot of the code base.
The simulations were executed on the CO headwaters do-
main (Fig. 2) using 1, 2, 4, 16, 36, 52, 108, and 144 pro-
cesses, outputted only a single variable, and were forced with
NLDAS-2 data from 23-24 March 2018. While 2d is a short
period to perform scaling experiments, a significant amount
of wind and frozen precipitation was observed over the CO
headwaters domain during the simulation to activate some
of the snow redistribution schemes in SnowTran-3D. Fur-
thermore, to avoid disproportionately weighting the initial-
ization of the algorithm, we removed the timing values from
the ReadParam and Preprocess submodules from the total ex-
ecution time used in the speedup analysis. Results from these
experiments are provided in Sect. 4.1.
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3.2.3 Strong scaling

Strong scaling experiments of Parallel SnowModel were
evaluated by comparing the approximate speedup and effi-
ciency (S and E) over six different size domains across the
United States, all with a 100 m grid spacing (Tuolumne, CO
headwaters, Idaho, PNW, western US, and CONUS) (Fig. 2).
These experiments use the final version of the code accord-
ing to the section “Parallel improvement”. The simulations
were forced with NLDAS-2 data for 2928 time steps from
1 September 2017 to 1 September 2018 and output one vari-
able (SWE). The number of processes used in these simu-
lations varied by domain based on the 12h wall-clock and
memory constraints on Cheyenne. Results from these exper-
iments are provided in Sect. 4.2.

3.2.4 CONUS Simulations

A primary goal of this work was to run Parallel SnowModel
simulations for 21 years (2000-2021) over the CONUS do-
main (Fig. 2) on a 100 m grid, while resolving the diurnal
cycle in the model physics and creating a daily dataset of
snow properties, including snow depth, SWE, melt rate, and
sublimation. Future work will analyze results from these sim-
ulations. The CONUS domain contained 46238 and 28 260
grid cells in the x and y dimensions, respectively. Simula-
tions were performed on a 3 h time step and forced with the
WREF dataset. All simulations were executed on Discover us-
ing 1800 processes with a total compute time of approxi-
mately 192600 core hours, or approximately 5 wall-clock
hours per year.

4 Results
4.1 Parallel improvement

Figure 8 demonstrates how the scalability of Parallel Snow-
Model evolved, as shown through code profiling (top row;
Fig. 8) and speedup (bottom row; Fig. 8) plots at three dif-
ferent stages (centralized, distributed, and final) of the code
development. The code profiling plots display the cumula-
tive execution time of each submodule (7 (N)[log(s)]) as a
function of the N. The strong scaling plots show the total ex-
ecution time (7 (N)[s]) and the speedup (S(N); Eq. 1) as a
function of N on the primary y axis and secondary y axis, re-
spectively. As mentioned previously, the initialization timing
was removed from these values. The speedup of the central-
ized version of the code quickly plateaus at approximately
10 processes. While the Enbal, SnowPack, and MicroMet
subroutines scale with the number of processes (execution
time decreases proportional to the increase in the number
of processes), the ReadParam, Preprocess, and Outputs sub-
routines, which all perform file I/O or memory allocation,
require a fixed execution time regardless of the number of
processes used, and the execution time of the SnowTran-
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3D submodule increases beyond 16 processes. This high-
lights the large bottleneck that often occurs during the file
I/O step in scientific code and the importance of code infras-
tructure outside of the physics routines. In contrast, all the
submodules in the distributed version of the code scale up to
36 processes, at which point the inefficient parallelization of
the SnowTran-3D submodule causes a significant slowdown
due to an increase in execution time as the number of pro-
cesses increases. This results in a speedup that plateaus at
52 processes and decreases beyond 108 processes. In the fi-
nal version of the code, scalability is observed well beyond
36 processes, with a maximum speedup of 100 observed us-
ing 144 processes. The execution time of all the submodules
decreases as the number of processors increases. This work
highlights the value of going beyond the rudimentary par-
allelization of a scientific code base by profiling and iden-
tifying individual elements that would benefit the most from
additional optimization. This is a well-known best practice in
software engineering but is often underappreciated in high-
performance scientific computing. In Parallel SnowModel,
the improvement of these communication bottlenecks is pri-
marily attributed to utilizing a distributed file I/O scheme and
minimizing processor communication by limiting the use of
coarrays and synchronization calls. Ultimately, without these
improvements, the CONUS domain could not be simulated
using Parallel SnowModel.

4.2 Strong scaling

In addition to the parallel improvement analysis, strong scal-
ing was also performed on six domains for the 2018 water
year to better understand how Parallel SnowModel scales
across different domain sizes and decompositions. Figure 9
displays the approximate speedup (S(N); Eq. 3) of Parallel
SnowModel for three local and/or state domains (Tuolumne,
CO headwaters, and Idaho) and three regional and/or conti-
nental domains (PNW, western US, and CONUS). Addition-
ally, Table 1 contains information about the minimum and
maximum number of processors (P and P*, respectively)
simulated on each domain and their corresponding execu-
tion tlme(T(N)[m]) relative speedup(S(N ); Eq. 2), approx-
imate speedup (S(N); Eq. 3), and approximate efficiency
(E(N ); Eq. 5). As mentioned previously, simulations were
constrained by both the 12 h wall-clock limit and 109 GB of
memory per node on the Cheyenne supercomputer. In strong
scaling, the number of processes is increased while the prob-
lem size remains constant; therefore, it represents a reduced
workload per process. Local-sized domains, e.g., Tuolumne,
likely do not warrant the need for parallel resources because
they have small serial runtimes (e.g., using 52 processes,
Tuolumne had an E of 38 %; Table 1). However, state, re-
gional, and continental domains stand to benefit more signif-
icantly from parallelization. The CONUS runtime decreased
by a factor of 3 running on 3456 processes relative to 648
processes. Based on our approximate speedup assumption,
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Figure 8. Code profiling (top row) and strong scaling (bottom row) results demonstrating the progression of Parallel SnowModel, which
includes a version of the code with centralized file I/O (centralized; first column), a version of the code with distributed file I/O (distributed;
second column), and a final version of the code at the time of this publication (final; third column). These versions can be found as different
commits within the GitHub repository (Mower et al., 2023). The code profiling plots display the cumulative execution time of each submodule
on a logarithmic scale as a function of the number of processes (V). The arrow in the code profiling plots of distributed and final indicates
the ReadParam timing is below the y axis at approximately 0.3 and 0.003 s, respectively. The strong scaling plots show the total execution
time (7'(N)) against N on the primary y axis and the speedup (S(/V)) against N on the secondary y axis.

we would estimate a CONUS § of 1690 times on 3456 pro-
cesses compared to one process, with an E of 49%. The
western US and PNW domains display very similar scalabil-
ity results (Fig. 9), which is attributed to the similar number
of grid cells in the y dimension (Fig. 2 and Table 1) and thus
parallel decomposition for each domain. Furthermore, these
domains may also have a similar proportion of snow-covered
grid cells. While the PNW likely has more terrestrial grid
cells that are covered by snow for a longer period throughout
the water year, it also has a significant number of ocean grid
cells where snow redistribution would not be activated.
Strong scaling analysis is useful for /O and memory-
bound applications to identify a setup that results in a rea-
sonable runtime and moderate resource costs. Based on these
scaling results, Fig. 10 shows the relationship between the
number of processes (V) at which each domain is estimated
to reach 50% E (using linear interpolation) with the total
number of grid cells in the y dimension (V) and the aver-
age number of grid cells in the y dimension per process (/,y;
inset Fig. 10). At this level of efficiency, the consistency of
both the linear relationship between N, and N (8.7 : 1 ratio)
and the values of /,; (5 to 11) for these year-long simulations
that vary in both domain size and the proportion of snow-
covered area is notable. Similar relationships (Fig. 10) can be
used to approximate the scalability of Parallel SnowModel
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on different-sized domains and can be adjusted for the de-
sired level of efficiency. For example, we decided to run the
CONUS simulations (Sect. 4.3) using 1800 processes based
on its 70 % approximate efficiency.

4.3 CONUS simulations

Spatial results of SWE on 12 February 2011 over the
CONUS domain and a sub-domain located in the Indian
Peaks west of Boulder, Colorado, are displayed in Fig. 11.
On this date, simulated SWE was observed throughout the
northern portion of the CONUS domain with the largest val-
ues concentrated in the mountain ranges (Fig. 11a). The In-
dian Peaks sub-domains of distributed SWE (Fig. 11b) with
reference topography (Fig. 11c) underscore the ability of the
large dataset to capture snow processes in a local alpine en-
vironment. It is important to note that while SnowModel
does simulate snow redistribution, it does not currently have
an avalanche model, which may be a limitation of accu-
rately simulating SWE within this sub-domain. Additionally,
Fig. 11b highlights two grid cells located 200 m apart on a
peak. Figure 11d and e display the SWE evolution of these
two grid cells over the entire dataset (water years 2000-2021)
and the 2011 water year, respectively, further demonstrating
the ability of Parallel SnowModel to capture fine-scale snow
properties even when simulating continental domains. The
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Figure 9. Panel (a) displays approximate speedup (S(N)) as a function of the number of processes () for local- and state-sized simulations
(Tuolumne, CO headwaters, and Idaho), while panel (b) shows S(N) for regional- and continental-sized domains (PNW, western US, and

CONUS).

Table 1. Parallel SnowModel strong scaling results containing grid dimensions (Nx and Ny), execution time [m], relative speedup, ap-

proximate speedup, and approximate efficiency for simulations executed with the minimum and maximum number of processes (P and
P*, respectively) on the Tuolumne, CO headwaters, Idaho, PNW, western US, and CONUS domains. Values of the timing, speedup, and

efficiency variables are rounded to the nearest integer.

Domain Ny Ny P Number of Execution Relative  Approximate  Approximate
or P* processes [m] speedup speedup efficiency
N T(N) S(N) S(N) E(N)
Tuolumne 311 185 P 1 13 - - 100
P* 52 1 20 20 38
CO headwaters 3166 5167 P 8 934 - 8 100
P* 576 24 39 308 53
Idaho 6916 9107 P 27 1068 - 27 100
P* 1296 48 22 605 47
PNW 13677 16058 P 84 1173 - 84 100
P* 2304 105 11 941 41
Western US 17737 17878 P 120 1187 - 120 100
P* 3456 135 9 1058 31
CONUS 46238 28260 P 648 1196 - 648 100
P* 3456 459 3 1690 49
upwind (western) grid cell is scoured by wind, and snow 5 Discussion
is transported to the downwind (eastern) grid cells where a
snowdrift forms. The information and insight available in this Parallelizing numerical models often involves two-

high-resolution dataset will have important implications for
many applications from hydrology, wildlife, and ecosystems
to weather and climate and many more.
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dimensional decomposition in both the x and y dimen-
sions. While many benefits have been demonstrated by
this approach, including improved load balancing (Dennis,
2007; Hamman et al., 2018), it comes with increased
complication of the parallel algorithms, including the parti-
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Figure 10. Relationship between the number of grid cells in the y
dimension (Ny) and the number of processes (N) for each domain
at which 50 % approximate efficiency is estimated using the strong
scaling analysis. The dashed line represents the best-fit line for this
relationship using OLS regression. The inset figure displays a simi-
lar relationship but compares N to the average number of grid cells
in the y dimension per process (/ny) instead of Ny.

tioning algorithm, file I/O, and process communication. The
demonstrated speedup (Fig. 9) suggests Parallel SnowModel
scales effectively over regional to continental domains using
the one-dimensional decomposition approach. The added
benefits obtained from two-dimensional decomposition
strategies might not outweigh the costs of development,
testing, and minimizing changes to the code structure and
logic for applications such as SnowModel. Ultimately, our
simplified parallelization approach can be implemented
by other geoscience schemes as a first step to enhance
simulation size and resolution.

Simulation experiments were conducted using Parallel
SnowModel to validate the parallel logic, interpret its perfor-
mance across different algorithm versions and domain sizes,
and demonstrate its ability to simulate continental domains
at high resolution. Code profiling and speedup analyses over
the CO headwaters domain helped identify bottlenecks in file
I/0 and processor communication in SnowTran-3D during
the development of the parallel algorithm (Sect. 4.1). Cor-
rections to the referred bottlenecks allowed Parallel Snow-
Model to scale up to regional- and continental-sized simula-
tions and highlights the value of optimizing scientific code.
For Parallel SnowModel scalability is primarily dependent
on the number of grid cells per process (N, and /,y) but is
also affected by the proportion of snow-covered grid cells
with sufficient winds and soft snow available to be redis-
tributed (“Snow redistribution” section). The scalability anal-
yses showed similar results across domains with significant
differences in size (N, and Ny), topography, vegetation, and
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snow classifications (Sturm et al., 1995; Sturm and Liston,
2021) (Sect. 4.2), highlighting the effectiveness of Parallel
SnowModel for running state-, regional-, and continental-
sized domains. Furthermore, results from this analysis can be
used to estimate the number of processors required to simu-
late domains outside of the ones used in this study with a
desired level of parallel efficiency (Fig. 10).

Additionally, these experiments emphasize the relation-
ships among speed, memory, and computing resources for
Parallel SnowModel. A common laptop (~ 4 processes) has
sufficient CPUs to run local-sized domains within a rea-
sonable amount of time but likely does not have sufficient
memory for state-sized simulations. Similarly, the minimum
memory (1160 GB; Fig. 1) required to run the CONUS do-
main could be simulated on a large server (~ 128 processes)
with one process per node. However, extrapolating from our
scaling results on Cheyenne (Fig. 9), we estimate it would
take over 2.5d to run a CONUS simulation for 1 water year
with this configuration. In contrast, it took approximately
5h for CONUS to run on the Discover supercomputer using
1800 processes. Therefore, by the time it took the large server
to complete a CONUS simulation for 1 water year, 12 water
years could have been simulated on a supercomputer. Lastly,
results from the CONUS simulation highlight the ability of
Parallel SnowModel to run high-resolution continental simu-
lations, while maintaining fine-scale snow processes that oc-
cur at a local level (Sect. 4.3).

SnowModel can simulate high-resolution outputs of snow
depth, density, SWE, grain size, thermal resistance, snow
strength, snow albedo, landscape albedo, meltwater produc-
tion, snow-water runoff, blowing snow flux, visibility, peak
winter SWE, snow season length, snow onset date, snow-
free date, and more, all produced by a physical model that
maintains consistency among variables. While several snow
data products exist, few capture the suite of snow proper-
ties along with the spatiotemporal extents and resolutions
that can benefit a wide variety of applications. For exam-
ple, current snow information products include the NASA
daily SWE distributions globally for dry (non-melting) snow
on a 25km grid (Tedesco and Jeyaratnam, 2019), a NASA
snow-cover product on a 500 m grid (Hall et al., 2006) that
is missing information due to clouds approximately 50 %
of the time (Moody et al., 2005), and the Snow Data As-
similation System (SNODAS) daily snow information pro-
vided by the National Oceanic and Atmospheric Adminis-
tration (NOAA) and the National Weather Service (NWS)
National Operational Hydrologic Remote Sensing Center
(NOHRSC) on a 1km grid (National Operational Hydro-
logic Remote Sensing Center, 2004), which is itself model-
derived and has limited geographic coverage and snow prop-
erties. The Airborne Snow Observatory (ASO) provides the
highest-resolution data with direct measurements of snow
depth on a 3m grid and derived values of SWE on a 50 m
grid (Painter et al., 2016) but has limited spatiotemporal cov-
erage and a high cost of acquisition. Furthermore, there are
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Figure 11. Simulation results of Parallel SnowModel over CONUS using the WRF projection. (a) Spatial patterns of SWE over the CONUS
domain for 12 February 2011, highlighting (b) the SWE distribution (c) and topography with an applied hillshade of a sub-domain near
Apache Peak in the Indian Peaks west of Boulder, CO. (d) Time series of SWE from 2000-2021 and (e) over the 2011 water year for grid
cells (“erode” and “deposit”) identified in panel (b). The erode and deposit grid cells highlight areas of similar elevation but significant
differences in SWE evolution resulting from blowing snow redistribution processes.

many fields of study that can benefit from 100 m resolution
information on internally consistent snow variables, includ-
ing wildlife and ecosystem, military, hydrology, weather and
climate, cryosphere, recreation, remote sensing, engineering
and civil works, and industrial applications. The new Paral-
lel SnowModel described here permits the application of this
modeling system to very large domains without sacrificing
spatial resolution.

6 Conclusions

In this paper, we present a relatively simple parallelization
approach that allows SnowModel to perform high-resolution
simulations over regional- to continental-sized domains. The
code within the core submodules (EnBal, MicroMet, Snow-
Pack, and SnowTran-3D) and model configurations (single-
layer snowpack, multi-layer snowpack, binary input files,
etc.) was parallelized and modularized in this study. This
allows SnowModel to be compiled with a range of Fortran
compilers, including modern compilers that support parallel
CAF either internally or through libraries, such as OpenCoar-
rays (Fanfarillo et al., 2014). Additionally, it provides the
structure for other parallelization logic (e.g., MPI) to be more
easily added to the code base. The parallel module contains a
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simple approach to decomposing the computational domain
in the y dimension into smaller rectangular sub-domains.
These sub-domains are distributed across processes to per-
form asynchronous calculations. The parallelization module
also contains logic for communicating information among
processes using halo-exchange coarrays for the wind and so-
lar radiation models, as well as for snow redistribution. The
scalability of Parallel SnowModel was demonstrated over
different-sized domains, and the new code enables the cre-
ation of high-resolution simulated snow datasets on conti-
nental scales. This parallelization approach can be adopted
in other parallelization efforts where spatial derivatives are
calculated or fluxes are transported across gridded domains.

Appendix A

Some of the configuration combinations were not paral-
lelized during this study for reasons including ongoing de-
velopment in the serial code base and limitations to the par-
allelization approach. These include simulations involving
tabler surfaces (Tabler, 1975), I/O using ASCII files, La-
grangian sea ice tracking, and data assimilation.

Geosci. Model Dev., 17, 4135-4154, 2024
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Appendix B

Validation SnowModel experiments were run in serial and
in parallel over the Tuolumne and CO headwaters domains
(Sect. 4.1) using the RMSE statistic. Important output vari-
ables from EnBal, MicroMet, SnowPack, and SnowTran-3D
demonstrated similar, if not identical, values when compared
to serial results for all time steps during the simulations;
RMSE values were within machine precision (~ 10_6) re-
gardless of the output variable, domain, or number of pro-
cesses used. The validated output variables include albedo
[%], precipitation [m], emitted longwave radiation [W m—2],
incoming longwave radiation reaching the surface [W m~2],
incoming solar radiation reaching the surface [W m~2], rel-
ative humidity [%], runoff from the base of the snow-
pack [m-time step], rain precipitation [m], snow density
[kg m_3], snow-water equivalent melt [m], snow depth [m],
snow precipitation [m], static-surface sublimation [m], snow-
water equivalent [m], air temperature [°C], wind direction
[°], and wind speed [m s~1. Ultimately, we feel confident
that Parallel SnowModel is producing the same results as the
original serial algorithm.

Code and data availability. The Parallel SnowModel code and the
data used in Sect. 4 are available through a public GitHub repos-
itory (https://github.com/NCAR/Parallel-SnowModel, Mower et
al., 2023; https://doi.org/10.5281/zenodo.11168392, Mower, 2024).
For more information about the serial version of SnowModel, refer
to Liston and Elder (2006a). The data include figures and Snow-
Model output files that contain the necessary information to recre-
ate the simulations. The gridded output variables themselves are not
included due to storage limitations.
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