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Abstract. This study uses the Community Atmosphere
Model 5.3 coupled to a 1-D ocean model to investigate the
effects of intraseasonal sea surface temperature (SST) feed-
back frequency on Madden—Julian oscillation (MJO) simu-
lations with intervals at 30 min and 1, 3, 6, 12, 18, 24, and
30d. The large-scale nature of the MJO in simulations re-
mains intact with decreasing feedback frequency, although
it becomes increasingly unrealistic in both structure and
amplitude, until 1 per 30d when the intraseasonal fluctua-
tions are overwhelmingly dominated by unorganized small-
scale perturbations in both atmosphere and ocean, as well
as at the atmosphere—ocean interface where heat and en-
ergy are rigorously exchanged. The main conclusion is that
the less frequent the SST feedback, the more unrealistic
the simulations. Our results suggest that more spontaneous
atmosphere—ocean interaction (e.g., ocean response once ev-
ery time step to every 3d in this study) with high vertical
resolution in the ocean model is a key to the realistic sim-
ulation of the MJO and should be properly implemented in
climate models.

1 Introduction

The Madden—Julian oscillation (MJO) is a large-scale tropi-
cal circulation that propagates eastward from the tropical In-
dian Ocean (I0) to the western Pacific (WP) with a periodic-
ity of 30-80 d (Madden and Julian, 1972). In the Indo-Pacific
region, the MJO processes involve intraseasonal variability in
sea surface temperature (SST) (Chang et al., 2019; DeMott
et al., 2014, 2015; Jiang et al., 2015, 2020; Krishnamurti et
al., 1988; Li et al., 2014; T. Li et al., 2020; Newman et al.,

2009; Pei et al., 2018; Stan, 2018; Tseng et al., 2015). The
tropical air—sea interaction, influenced by the upper ocean,
plays a crucial role in determining MJO characteristics due
to the high heat capacity of the upper ocean within the in-
traseasonal range, which acts as a significant heat source for
atmospheric variability (Watterson, 2002; Sobel and Gildor,
2003; Maloney and Sobel, 2004; Sobel et al., 2010; Liang
and Du, 2022).

Analyzing the mechanism of the intraseasonal oscillation
(ISO) reveals that heat fluxes play a critical role in the devel-
opment of intraseasonal SST variability (Hong et al., 2017;
Liang et al., 2018). As demonstrated in Fu et al. (2017), un-
derestimation (overestimation) of the air—sea coupling’s im-
pact on MJO simulations occurs when it is weak (strong) in
the intraseasonal SST variability. Simulation improvements
in the eastward propagation and regulation of MJO period-
icity in the coupled models can be attributed to several fac-
tors such as enhanced low-level convergence and convective
instability to the east of convection, as well as enhanced la-
tent heat fluxes (Savarin and Chen, 2022) and SST cooling to
the west of convection (DeMott et al., 2014). SST gradients
have been found to induce patterns of mass convergence and
divergence within the marine boundary layer (MBL), initiat-
ing atmospheric convection (de Szoeke and Maloney, 2020;
Lambaerts et al., 2020).

Several recent studies have made significant progress in
understanding the impact of air—sea coupling on the MJO,
particularly at subdaily scales (e.g., DeMott et al., 2015; Kim
et al., 2018; Seo et al., 2014; Voldoire et al., 2022; Zhao
and Nasuno, 2020). However, there is relatively limited dis-
cussion on the effect of air—sea coupling from few days to
within half of the MJO period. Several studies have investi-
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gated the impact of intraseasonal SST on the MJO by coupled
or uncoupled models. (e.g., DeMott et al., 2014; Gao et al.,
2020b; Klingaman and Demott, 2020; Pariyar et al., 2023;
Stan, 2018). Simulations using time-varying SSTs from cou-
pled global climate model (CGCM) to force the atmospheric
general circulation model (AGCM) showed a reduced in-
traseasonal SST variability, leading to weakened air—sea heat
fluxes and eastward propagation (DeMott et al., 2014; Gao
et al., 2020b; Klingaman and Demott, 2020; Pariyar et al.,
2023). Moreover, the absence of few days variability in SST
promotes the amplification of westward power associated
with Rossby waves (Stan, 2018).

Incorporating two-way coupling between the ocean and at-
mosphere has been proved valuable for simulating and pre-
dicting intraseasonal variability (e.g., DeMott et al., 2014;
Lan et al., 2022; Stan, 2018; Tseng et al., 2015, 2020). As
demonstrated in recent studies (e.g., Ge et al., 2017; Lan et
al., 2022; Shinoda et al., 2021; Tseng et al., 2015, 2022), in-
corporating high vertical resolution near the ocean surface
positively influences the accurate representation of intrasea-
sonal SST variability and enhances the MJO prediction capa-
bilities. However, how frequent the coupling is needed is still
not fully understood, considering the fact that the ocean and
atmosphere could evolve in distinct timescales. Also, would
the coupling frequency in numerical models influence the ac-
curacy of the MJO simulation?

In this study, we aim to investigate the specific effects
of oceanic feedback frequency (FF) through air—sea cou-
pling on the atmospheric intraseasonal variability, using the
National Center for Atmospheric Research (NCAR) Com-
munity Atmosphere Model 5.3 (CAMS5.3) coupled with the
single-column ocean model named Snow-Ice—Thermocline
(SIT). The coupled model is referred to as CAMS-SIT. The
SIT model, consisting of 41 vertical layers, enables the sim-
ulation of SST and upper ocean temperature variations with
high vertical resolution (Lan et al., 2022). We have demon-
strated in previous studies that coupling the SIT significantly
improved the MJO simulations in several AGCMs (Tseng
et al., 2015, 2022; Lan et al., 2022). The ability of the SIT
with extremely high resolutions (i.e., 12 layers within the first
10.5m) to well resolve the upper ocean warm layer and the
cool skin of the ocean surface was identified as the main rea-
son for the improved simulations.

The structure of this paper is organized as follows: Sect. 2
introduces the model, data, methodology, and experiments
employed in this study. The performance of the CAMS-SIT
models in simulating the MJO is discussed in Sect. 3, while
Sect. 4 focuses on the impact of different configurations of
subseasonal SST feedback periodicity on MJO simulations.
Finally, Sect. 5 presents the conclusions.
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2 Data, model experiments, and methodology
2.1 Observational data

Observational datasets used in this study include precip-
itation from the Global Precipitation Climatology Project
(GPCP; 1° resolution; 1997-2010; Adler et al., 2003), out-
going longwave radiation (OLR; 1° resolution; 1997-2010;
Liebmann, 1996), and daily SST (optimum interpolated SST
(OISST), 0.25° resolution, 1989-2010; Banzon et al., 2014)
from the National Oceanic and Atmosphere Administration,
and the fifth generation ECMWF reanalysis (ERAS), with a
resolution of 0.25° for the period of 1989-2020 (Hersbach
et al., 2020). Various variables from ERAS5 were considered,
including winds, vertical velocity, temperature, specific hu-
midity, sea level pressure, geopotential height, latent and sen-
sible heat, as well as shortwave and longwave radiation. For
the initial conditions of the SIT, the SST data were obtained
from the Hadley Centre Sea Ice and Sea Surface Temperature
dataset version 1 (HadISST1), with a resolution of 1° for the
period of 1982-2001 (Rayner et al., 2003). The ocean subsur-
face data, including climatological ocean temperature, salin-
ity, and currents in 40 layers, were retrieved from the Na-
tional Centers for Environmental Prediction (NCEP) Global
Ocean Data Assimilation System (GODAS) with a resolu-
tion of 0.5° for the period of 1980-2012 (Behringer and Xue,
2004). These data were used for a weak nudging (Tseng et
al., 2015, 2022; Lan et al., 2022) in the SIT model.

2.2 Experimental design

In this study, we investigated the role of oceanic FF us-
ing coupled CAMS-SIT and atmosphere-only CAMS (A-
CTL). Previous studies (Lan et al., 2022; Tseng et al., 2022)
have provided a detailed description of the every time step
coupling CAMS-SIT model and its performance in simu-
lating the MJO. Table 1 displays the experimental configu-
ration, incorporating monthly HadISST1 (uncoupled region)
and ice concentrations over a 30-year period centered around
the year 2000 (F2000 compsets; Rasch et al., 2019). So-
lar insolation, greenhouse gas and ozone concentrations, as
well as aerosol emissions representative of present-day con-
ditions were prescribed. In the A—CTL, observed monthly-
mean SST around the year 2000 was prescribed to force the
CAMS. For the coupled simulations, we adjusted the flux
coupler (CPL) restriction in the Climate Earth System Model
(CESM1; Hurrell et al., 2013) by implementing asymmetric
exchange frequencies between the atmosphere and the ocean.
The ocean continuously receives atmospheric forcing at ev-
ery time step (30 min) and the temperature changes accord-
ingly, but the SST seen by the atmospheric model is fixed at
each time step for a specified time span (e.g., 1, 3, 6, 12, 18,
24, and 30 d); that is, the SST seen by the atmospheric model
only changed until the end of the specified time span.
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Table 1. Two sets of experiments with different SST feedback frequencies: high frequency (C—CTL, C-1day, and C-3days) and low frequency

(C—6days, C—12days, C—18days, C—24days, and C-30days).

Subseasonal sets High-frequency SST

‘ Low-frequency SST

(<6d) \ (6-30d)
Experiments C-CTL C-lday  C-3days ‘ C-6days C-12days C-18days C-24days C-30days
Atmosphere to ocean frequency 48 per 1d
Ocean to atmosphere frequency 48 perld 1perld 1per3d ‘ lper6d 1perl2d 1perl8d 1per24d 1per30d

Two sets of experiments in addition to the A-CTL were
conducted, each representing a different SST feedback fre-
quency:

1. High-frequency SST feedback set. This set includes the
control experiment (C—CTL) with SST feedback at ev-
ery time step (FF as 48 per 1 d), once a day (C—1day: FF
as 1 per 1d), and every 3d (C—3days: FF as 1 per 3d).

2. Low-frequency SST feedback set. This set includes ex-
periments with SST feedback to the atmosphere for ev-
ery 6d (C—6days: FF as 1 per 6d), 12d (C—12days: FF
as 1 per 12d), 18d (C-18days: FF as 1 per 18d), 24d
(C-24days: FF as 1 per 24 d), and 30d (C-30days: FF
as 1 per 30d).

The SIT is coupled to CAMS between 30°N and 30°S.
The ocean was weakly nudged (using a 30d exponential
timescale) between depths of 10.5 and 107.8 m, and strongly
nudged (using a 1d exponential timescale) below 107.8 m,
based on the climatological ocean temperature data from
NCEP Global Ocean Data Assimilation System (GODAS).
No nudging was applied in the uppermost 10.5 m, allowing
the simulation of rigorous air—sea coupling near the ocean
surface.

During the simulation, the SIT recalculated the SST within
the tropical air—sea coupling region. Outside this coupling
region, the annual cycle of HadSST1 was prescribed. No
SST transition between the tropical air-sea coupling zone
and the extratropical SST-prescribed regions was applied.
The ocean bathymetry for the SIT was derived from the
NOAA’s 1 arcmin global relief model of earth’s surface that
integrated land topography and ocean bathymetry (ETOPO1)
data (Amante and Eakins, 2009). To ensure consistency and
comparability, all observational, atmospheric, oceanic, and
reanalysis data were interpolated into a horizontal resolution
of 1.9° x 2.5° for model initialization, nudging, and compar-
ison of experimental simulations.

2.3 Methodology

The analysis focused on the boreal winter period (Novem-
ber to April), the season with the most pronounced east-
ward propagation of the MJO. To identify intraseasonal vari-
ability, the CLIVAR MJO Working Group diagnostics pack-
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age (CLIVAR Madden—Julian Oscillation Working Group,
2009) and a 20-1004d filter (Wang et al., 2014) were used.
MJO phases were defined based on the Real-time Multivari-
ate MJO series 1 (RMM1) and series 2 (RMM?2) proposed
by Wheeler and Hendon (2004), which utilized the first two
principal components of combined near-equatorial OLR and
zonal winds at 850 and 200 hPa. The bandpass-filtered data
were used to calculate the index and define the MJO phases.

Analysis of column-integrated MSE budgets was con-
ducted to investigate the association between tropical con-
vection and large-scale circulations. The column-integrated
MSE budget equation (e.g., Sobel et al., 2014) is approxi-
mately given by

on\’ on\’ an\’ on\’
— ) =—{u—) —(v—) —(wo—
at ax dy ap
+ (LW)" 4+ (SW)" + (SH)’ + (LH)’, (1
where & denotes the moist static energy:
h=CpT+gZ+LvCIs 2

where 7T is temperature (K); ¢ is specific humidity
(KgKg™); cp is dry air heat capacity at constant pressure
(1004 JK! kg_l); L, is latent heat of condensation (taken
constant at 2.5 x 106Jkg™!); u and v are horizontal and
meridional wind (ms™!), respectively; w is the vertical pres-
sure velocity (Pas™!); LW and SW are the longwave and
shortwave radiation flux (W m’z), respectively; and LH and
SH are the latent and sensible surface heat flux (W m~2), re-
spectively. The angle bracket ({:)) represents mass-weighted
vertical integration from 1000 to 100 hPa, and the intrasea-
sonal anomalies are represented as (%)’

3 Results

3.1 The mean state and intraseasonal variability in SST
The variability in SST plays a crucial role in the dynam-
ics of the MJO. Studies based on observations from TOGA
COARE and DYNAMO revealed that MJO events exhibited

a stronger ocean temperature response compared with av-
erage conditions (de Szoeke et al., 2014). Wu et al. (2021)
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revealed that the better MJO prediction skill in the CGCM
could be attributed to the improved representation of high-
frequency SST fluctuations related to the MJO, with warm
(cold) SST anomalies to the east (west) of MJO convection,
through the convection—SST feedback processes (T. Li et al.,
2020; Wu et al., 2021). It is therefore necessary to check
on the influences of coupling and coupling frequency on the
SST fluctuations.

Table 2 presents the oceanic temperature anomalies for
the December—January—February (DJF) seasonal mean, in-
cluding the differences in oceanic temperature between the
SST and depths of 10m (AT o_19m) and 30m (AT ¢_30m), as
well as 20-100 d maximum and minimum SST and oceanic
temperature at 10m depth (T10m). The region of 5-15°S
and 110-130°E was selected because of the largest varia-
tion in the 20-100d bandpass-filtered SST when the MJO
passes over the Indo-Pacific region. Simulated DJF sea-
sonal mean SST (300.8-302.0K) are generally smaller than
OISST (302.2K) but increase with the lower SST feed-
back frequency except in C-30days (302.7 K), while the
SST standard deviation remains within 0.8 K, smaller than
OISST (0.96 K), except in C—24days (1.06 K) and C-30days
(1.71 K) which implies the potential jump in SST.

The simulated subsurface (0-10 and 0—-30 m) ocean tem-
peratures were compared with those in the NCEP GO-
DAS reanalysis and presented as (ATo—10m and AT 9—_30m)-
The ATo_1om in high-frequency experiments maintained a
0.1 K temperature difference. In low-frequency experiments,
ATo_10m increased from 0.2 to 1.0 K with decreasing SST
feedback frequency. The temperature difference (AT o_30m)
in both high-frequency and low-frequency experiments re-
mained approximately 0.8 K, except for C—24days and C-
30days with an increase as high as 1.4 and 2.1K, respec-
tively, with larger standard deviations. The comparison re-
vealed the cooling effect of the SIT on the seasonal mean
SST, especially in the higher-frequency coupling experiment,
due to the more rigorous heat exchanges between ocean and
atmosphere. However, in the lower-frequency experiments,
the SST became much warmer and so did vertical temper-
ature differences due likely to the unrealistically large heat
accumulation of loss in the ocean.

As for the MJO simulation, the SST fluctuation is more
relevant. The OISST fluctuation through an MJO cycle
was about +0.21 K. In comparison, the uncoupled A—CTL,
which was forced by monthly mean HadISSTI, yielded a
negligible SST fluctuation (—0.003-0.02 K) as expected. In
the high-frequency experiments, SST fluctuated in magni-
tudes similar to that in the daily OISST. The amplitude be-
came unrealistically larger in the low-frequency coupling ex-
periments with C—-30days reaching as high as 0.6 K. The in-
creasingly larger amplitudes likely resulted from the heat ac-
cumulation in the ocean because of less frequent feedback (or
heat release) to the model atmosphere. Changes in coupling
frequency led to different amplitudes of SST fluctuation in an
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MJO cycle. As will be revealed later, this effect had marked
influence on the MJO simulations.

3.2 MJO simulation: high-frequency and
low-frequency SST feedback experiments

3.2.1 General structure

The propagation characteristics of the different experiments
were analyzed using the wavenumber—frequency spectrum
(W-FS). The spectra of unfiltered U850 in ERAS, A-CTL,
and all coupling experiments with different feedback fre-
quency are shown in Fig. la—j. The C—-CTL experiment ac-
curately captures the eastward propagating signals at zone
wavenumber 1 with a 30-80d period (Fig. la and c), al-
though with a slightly larger amplitude than ERAS (Fig. 1a).
By contrast, the uncoupled A—CTL produced an unrealistic
spectral shift to timescales longer than 30-80d (Fig. 1b) and
simulated the unrealistic westward propagation at wavenum-
ber 2.

The W-FS spectra of the C—1day and C-3day experiments
showed two peaks for zone wavenumber 1 over the 30-80d
period. The low-frequency experiments (i.e., from C—6days
to C—-30days) increasingly enhanced the amplitudes and low-
ered the frequency of intraseasonal perturbations with de-
creasing feedback frequency. Furthermore, unrealistic west-
ward W-FS of U850 becomes evident in Fig. 1h and i in the
C-18days, C-24days, and C-30days experiments, reflecting
the stationary nature of simulated MJO seen in Fig. 2i and j.

The Hovmoller diagrams in Fig. 2a—j depict the evolution
of 10°N to 10° S averaged precipitation and U850 anomalies
on intraseasonal timescales, represented by the lagging corre-
lation coefficients with the precipitation averaged over 10°S
to 5°N, 75-100° E. In GPCP/ERAS, observed precipitation
and U850 propagated eastward from the eastern IO to the
dateline, with precipitation leading U850 by approximately a
quarter of a cycle and a propagation speed of about 5ms™!
(Fig. 2a). The A—CTL simulation was dominated by station-
ary features, with westward-propagating tendency over the
IO and weak and slow eastward propagation over the Mar-
itime Continent (MC) and WP (Fig. 2b). The Hovmoller di-
agrams derived from high-frequency and low-frequency ex-
periments (Fig. 2c, d, e, f, g, and h) display the key east-
ward propagation characteristics in both precipitation and
U850, as well as the phase relationship between them, except
in C-24days and C-30days which were dominated by sta-
tionary perturbations. Further decreased feedback frequency
from 1 per 24 d to 1 per 30d also further weakened the sig-
nals of precipitation and U850. More detailed discussion on
this topic will be presented in the subsequent section.

We conducted a wavenumber—frequency power spectral
analysis (Wheeler and Kiladis, 1999) to examine the phase
lag and coherence between the tropical circulation and con-
vection. Figure 3a—i illustrate the symmetric part of OLR
and U850 for NOAA/ERAS data and all model experiments.
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Table 2. Key intraseasonal (20-100 d bandpass filtered) ocean temperatures in all experiments: SST, differences between SST, and temper-
atures at 10m depth (AT g_10 ) and 30 m depth (AT (_30y); ¢ max/mini SST and 10 m-depth temperature (7o) in the area of (5-15°S,
110-130° E) during an MJO cycle for the observation (OISST); AGCM (A—CTL); high-frequency experiments (C—CTL, C-1day, and C-
3days); and low-frequency experiments (C—6days, C—12days, C—18days, C—24days, and C-30days).

(110-130°E, 5-15°S) Obs. AGCM High frequency ‘ Low frequency
Experiments OISST* A-CTLP C-CTL C-lday C-3days ‘ C-6days C-12days C-18days C-24days C-30days
§ SST 302.2 302.2 300.8 301.2 301.2 301.2 301.4 301.6 302.0 302.7
=) +0.96 +0.77 +0.76 +0.76 +0.75 +0.75 +0.75 +0.80 +1.06 +1.71
= —
§ ATo—10m - - 0.1 0.1 0.1 0.1 0.2 0.3 0.5 1.0
3 +0.22 +0.22 +0.21 +0.23 +0.25 +0.32 +0.50 +0.95
E ATo_30m - - 0.8 0.7 0.6 0.8 0.8 1.0 1.4 2.1
+0.79 +0.70 +0.69 +0.70 +0.70 +0.73 +0.96 +1.54
sg Max. SST 0.21 0.02 0.24 0.26 0.22 0.32 0.36 0.43 0.50 0.62
‘g (phase) (ph2) (ph2) (ph3) (ph3) (ph3) (ph3) (ph3) (ph3) (ph3) (ph2)
g Max. T1om - - 0.15 0.17 0.14 0.19 0.21 0.26 0.30 0.35
2 (phase) (ph4) (ph4) (ph3) (ph3) (ph3) (ph3) (ph3) (ph2)
=]
g Min. SST —0.21 —0.003 —0.17 —0.22 —0.19 —0.25 —0.28 —0.38 —0.52 —0.60
£ (phase) (ph7) (ph8)  (ph7)  (ph7) (ph7) (ph7) (ph7) (ph7) (ph6) (ph6)
; Min. Tiom - - —0.11 —0.12 —0.11 —0.15 —0.17 —0.24 —0.33 —0.33
% (phase) (ph8) (ph7) (ph®) (ph7) (ph7) (ph7) (pho6) (ph6)

2 Daily average data, b monthly average data.

The MJO band exhibits a high degree of coherence, indi-
cating a strong correlation between the NOAA MJO-related
OLR signal and wavenumbers 1-3 (Fig. 3a). The phase
lag in the 30-80d band is approximately 90°, consistent
with previous studies (Ren et al., 2019; Wheeler and Ki-
ladis, 1999). All model experiments simulated the coherence
within wavenumber 3 in the MJO band, with a phase lag
similar to that of NOAA/ERAS data. However, the A—-CTL
spectrum exhibits only half of the observed coherence peak
at wavenumber 1, and also weaker coherence at wavenum-
bers 2-3 for the 30—-80 d period compared with NOAA/ERAS
data. The experiments C—CTL, C—1day, C-3days, C—6days,
C-12days, and C-18days yielded a wavenumber-1 coher-
ence peak similar to that in NOAA/ERAS. Additionally, as
the SST feedback frequency decreased from 1 per 12 to 1 per
30d, the experiments increasingly simulated unrealistic co-
herence in the very low frequency with a wide range of zonal
wavenumbers from 1 to 12 (Fig. 3g, h, i, and j), i.e., no zonal
scale preference.

Figure 4 shows the phase—longitude diagrams in which the
20-1004d filtered precipitation (shaded) and SST (contour)
anomalies were averaged over 10°S to 10° N to determine
the relationship between precipitation and SST fluctuations
and to provide insights into the connection between air—sea
coupling and convection. As expected, the A—CTL did not
simulate the eastward-propagating coupled SST—convection
perturbations as in observation (Fig. 4a), whereas C-CTL,
C-1day, and C-3days properly reproduced the observed fea-
tures. The eastward-propagating coupled perturbations were

https://doi.org/10.5194/gmd-17-3897-2024

also simulated in C-6days, C—12days, and C-18days, but
with unrealistically increasing amplitudes near the dateline,
especially in the C—18days experiment. The perturbation am-
plification near the dateline was likely due to the lack of
ocean circulation in the CAMS-SIT. The amplification was
also seen in C—24days which failed to simulate the eastward-
propagating intraseasonal perturbations. When coupling fre-
quency was reduced to 1 per 30d, the eastward propagation
could no longer be simulated and was replaced by unorga-
nized standing oscillations in much smaller zonal scales.

Liang et al. (2018) suggested that SST leading precipi-
tation by 10d implies air—sea interactions at the intrasea-
sonal timescale during MJO events, with SST playing a cru-
cial role in modulating the MJO’s intensity and propaga-
tion. The A—CTL simulation exhibited weak SST anomalies
and stationary precipitation when using the monthly average
HadISST1. By contrast, the C—24days and C-30days exper-
iments showed no clear phase lag between unorganized SST
and precipitation perturbations. A comparison between sim-
ulation results and observation indicates that the air—sea in-
teraction plays a crucial role in facilitating eastward propa-
gation and higher frequency feedback yields more realistic
simulations.

3.2.2 Vertical structures of the MJO in the atmosphere

Air—sea interaction plays a significant role in influencing at-
mospheric moisture and convection associated with the MJO
(Savarin and Chen, 2022). Whereas the ocean to the east of

Geosci. Model Dev., 17, 3897-3918, 2024
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Figure 1. Wavenumber—frequency spectra for 850-hPa zonal wind averaged over 10°S to 10° N in boreal winter after removing the clima-
tological mean seasonal cycle. Vertical dashed lines represent periods at 80 and 30d. Panels (a)—(j) are from ERAS5 reanalysis: A—CTL,
C-CTL, C-1day, C-3days, C—6days, C—12days, C—18days, C-24days, and C-30days, respectively.

deep convection warmed due to more downwelling short-
wave radiation and less heat fluxes into the atmosphere as-
sociated with weaker winds, near-surface moisture conver-
gence under the anomalous subsidence over the warmer wa-
ter preconditioned the eastward movement of the deep con-
vection (DeMott et al., 2015; Zhang, 2005). The MJO was

Geosci. Model Dev., 17, 3897-3918, 2024

noted to detour southward when crossing the MC region,
exhibiting enhanced convective activity preferentially in the
southern MC area and weaker convection in the central MC
area (Hsu and Lee, 2005; Wu and Hsu, 2009; Kim et al.,
2017). Hovmoller diagrams in Fig. 5a—j illustrate the re-
lationship between the vertical structure of air temperature
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Figure 2. Hovmoller diagrams of correlation between precipitation averaged over 10° S to 5° N, 75-100° E, as well as precipitation (colors)
and 850 hPa zonal wind (contours) averaged over 10° N to 10° S. Panels (a)—(j) are arranged in the same order as in Fig. 1 for GPCP/ERAS

and all experiments. All data are 20-100 d bandpass filtered.

(contours; in degrees K) and specific humidity (shading; in
gkg~!) anomalies from the surface to 200 hPa averaged over
5-20°S and 120-150° E. In ERAS, the lower-level positive
temperature anomaly in phase 3 (i.e., preconditioning phase)
leads to the development of deep temperature and mois-
ture anomalies (i.e., deep convection) after phase 4 over the
MC, when moisture anomalies reached the maxima at 700—
500 hPa. This two-phase upward development was not prop-
erly simulated in A—CTL, which shows a sudden switch be-
tween positive and negative anomalies in the entire tropo-
sphere, instead of progressively upward development with
time. The upward development was generally simulated in
coupled simulations from C-CTL to C—-6days (Fig. 5c, d,
and e), although the negative temperature anomalies below
500 hPa were over-simulated after phase 5. It became less
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well simulated beyond C—12days and was gradually replaced
by a sudden phase switch as in the A-CTL, especially in C—
30days (Fig. 5f, g, h, i, and j). The preconditioning phase
completely disappears in C—18days and beyond. As identi-
fied in previous studies, the two-phase upward development
is a manifestation of air—sea coupling. The missing of this
coupling evidently resulted in the poor simulation in the A—
CTL and extremely low feedback frequency experiments.

3.2.3 Vertical structures of the MJO in the ocean

The 1-D turbulence kinetic energy (TKE) ocean model in-
corporates a high vertical resolution that captures the vertical
gradient of temperature in the upper ocean. Figure 6 (left col-
umn) illustrates the vertical structures of oceanic temperature
between 0 and 60 m during phases 2 and 3 when the deep

Geosci. Model Dev., 17, 3897-3918, 2024
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convection occurred over the eastern 10 (60-90° E) and east-
erly anomalies prevailed over the MC and western Pacific. In
the high-frequency experiments (Fig. 6a, c, and e), the upper
oceanic temperatures exhibit warming patterns within 30 m
depth at 100-140°E (i.e., east of the deep convection and
under the easterly anomalies), apparently due to more down-
welling shortwave radiation and less heat flux release into the
atmosphere. By contrast, the cooling near the dateline was
associated with westerly anomalies. With decreasing feed-
back frequency, the cooling to the east of 150°E seen in
high-frequency experiments was replaced by oceanic warm-
ing that was amplified with further feedback frequency de-
crease. The warming region that became more widespread

Geosci. Model Dev., 17, 3897-3918, 2024

and the larger amplitude with less frequent feedback eventu-
ally grew to cover the entire IO and WP, an area much larger
than the scale of the atmospheric MJO. The mismatch be-
tween the atmospheric and oceanic anomalies suggested the
weakening atmosphere—ocean coupling that resulted in poor
simulation of the MJO in the low-frequency-feedback sim-
ulations. The emergence of small-scale unorganized struc-
tures with decreasing feedback frequency is also evident in
phases 4 and 5 (right column in Fig. 6), e.g., negative ocean
temperature anomalies in the Indian Ocean under the prevail-
ing westerly anomalies.
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Figure 7. The lead-lag relationship between MJO-related atmosphere and SST variation from phases 1-8 averaged within 5-15° S and 110-
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C-30days, respectively.

4 Discussion

4.1 Dynamic lead-lag relationship in intraseasonal
variability

The lead—lag relationship refers to a situation where one vari-
able (leading) is cross-correlated with the values of another
variable (lagging) in subsequent phases, particularly in the
case of SST fluctuations and MJO-related atmospheric vari-
ations between phases 1 and 8 within the domain of 5-15°S
and 110-130° E (Fig. 7). The analyzed variables include 20—
100 d filtered latent heat flux (LHF; indicated by green shad-
ing), OLR (indicated by yellow bars), net solar flux at surface
(FSNS; represented by orange bars), U850 (indicated by pur-

Geosci. Model Dev., 17, 3897-3918, 2024

ple bars), 30 m depth oceanic temperature (30 m 7 multiplied
by 100; indicated by a black line), and SST (multiplied by 10;
indicated by an orange line). A positive value in LHF and
FSNS represents an upward flux from ocean to atmosphere.

A decrease in LHF, which indicates a reduction in heat
loss from the ocean, and a negative FSNS, indicating that
solar radiation is heating the ocean, coincide with an east-
erly anomaly that contributes to a positive SST anomaly in
ERAS (Fig. 7a). Reversed fluxes are associated with west-
erly anomalies. This lead—lag relationship depicts the in situ
atmospheric forcing on the oceanic variability during an
MJO. As the MJO convection progresses through the re-
gion (5-15°8S, 110-130° E), several changes in atmospheric
and oceanic variables occur. These changes include a shift

https://doi.org/10.5194/gmd-17-3897-2024
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in OLR from positive to negative values, a decrease in SST,
a transition to westerly winds, and an increase in positive
FSNS and LHF (Fig. 7a). The temporal variations in SST
anomaly from C-CTL to C-12days were predominantly in-
fluenced by FSNS, with LHF playing a secondary role, sim-
ilar to the findings of Gao et al. (2020a). With the exception
of experiments of A—CTL, C-24days, and C-30days, both
the high-frequency and low-frequency SST feedback exper-
iments simulated similar lead—lag relationships to those in
ERAS (Fig. 7c, d, e, f, g, and h). In the C-24days and C—
30days experiments, LHF was the largest flux term (note the
different vertical scale for the two experiments), whereas the
wind, OLR, and FSNS anomalies were much weaker than
in other experiments. In the A—CTL experiment, which was
forced by monthly HasISST1 data, the SST anomalies were
small as expected, whereas fluxes, although weak, were still
evident in response to atmospheric perturbations (Fig. 7b).
Conversely, in both C-24days and C-30days experiments, a
misalignment in the lead-lag relationship was observed, ac-
companied by weak anomalies in OLR and FSNS (Fig. 7i
and j). This disparity between LHF and wind was likely due
to the unrealistically widespread and large oceanic warming
as shown in Fig. 6m and o.

In the simulations, the maximum positive anomaly in
30m T was delayed by one phase compared with SST, in-
dicating the transfer of heat from the ocean surface into the
upper ocean progressively. Similarly, the occurrence of the
most negative 30m 7 anomaly was also delayed by one
phase compared with SST, revealing the buffering role of the
upper ocean when the atmospheric component of the MJO
extracted (or deposited) heat (energy) from (in) the ocean
(Fig. 7c, d, e, f, g, h, and i). This delayed effect was also evi-
dent in the field campaign. Moreover, de Szoeke et al. (2015)
observed that the warmest 10 m ocean temperature occurred
a few days later than the peak temperature at 0.1 m. Addi-
tionally, the 0.1 m ocean temperature was typically as warm
as, or warmer than, the 10 m temperature as seen in Fig. 6. In
the extremely low-frequency feedback experiments, the am-
plitude of 30 m temperature became unrealistically large due
likely to the continuous accumulation or loss of the ocean
heat.

4.2 Unorganized perturbations in extreme frequency
feedback scenarios

DeMott et al. (2014) noted that in uncoupled experiments,
the NCAR CAM superparameterized version 3 (SPCAM3)
exhibited strong eastward propagation when a 5d running
mean SST was prescribed, but relatively weaker propaga-
tion for monthly mean SST. This raises the question of how
much SST feedback periodicity is necessary to maintain ro-
bust eastward propagation in coupled experiments. This ten-
dency was also seen in our study, that is, slower propagation
(or weaker tendency) with decreased feedback frequency un-
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til the C-24days experiment (Figs. 1-7). By 1 per 30d, the
perturbations became stationary.

Generally, C—18days exhibited the unrealistic overesti-
mation of intraseasonal variability while maintaining east-
ward propagation of the MJO. Here, we are not suggesting
that C—18days represents the optimal SST feedback exper-
iment. Figure 8 highlights the considerable differences in
the simulation of MJO perturbations at phases 2 and 3 be-
tween C—18days and C-30days experiments. In C—18days,
negative OLR anomalies were widespread from the west-
ern 10 to the MC, while in reality it should be observed
mainly in the IO and be accompanied by positive anoma-
lies in the eastern MC, i.e., a west—east dipolar structure
(Fig. 8a). In C-30days, the OLR anomaly, although still the
dominant feature in the Indian Ocean—western Pacific re-
gion, became much weaker and characterized by smaller-
scale perturbations. These OLR anomalies were generally
associated with upper-level convergence (not shown) embed-
ded in much weaker wind anomalies (U200) compared with
those in C—18days. The circulation and OLR in C-24days ex-
hibited characteristics similar to those in C—18days but with
the OLR anomalies breaking up into smaller scales.

Furthermore, in the C—18days and C-24days experiments,
negative anomalies indicative of a downward direction in
LHF and net surface heat flux (Fig. 8d, e, g, and h) were
predominantly observed in the convection-inactive region to
the east of 150°E where low-level easterly wind and pos-
itive SST anomalies prevailed (Fig. 8§j and k). The OLR,
winds, heat fluxes, and SST to the west of 150° E exhibited
similar correspondences between variables but in the oppo-
site phase. With feedback frequency reduced to 1 per 30d
(Fig. 8f, i, and 1), the heat fluxes and SST anomalies broke
into unorganized smaller-scale features, consistent with the
ocean temperature jump shown in Fig. 6h. Although the wind
fields in both the upper and lower levels were still charac-
terized by a large-scale structure, the corresponding diver-
gences were dominated by much-smaller-scale perturbations
(not shown), similar to heat fluxes and SST. The increas-
ingly dominant smaller-scale perturbations can also be in-
ferred from Figs. 2h—j and 4h—j. In addition, the large power
spectra in the low-frequency band were spread across a wide
range of wavenumbers, reflecting the smaller-scale nature of
the simulated perturbations in C-30days (Fig. 3j). This im-
parity between the scale of rotational and divergent winds
suggests the poor coupling between the convection and large-
scale circulation.

With decreased feedback frequency of SST from C-CTL
to C-30days, the ocean continued to receive atmospheric
forcing, but the feedback response was delayed, leading to
the accumulation or loss of energy (temperature) in the upper
ocean, as seen in the SST distribution in the WP (Figs. 6 and
8). Subsequently, the C-30days experiment exhibited a com-
prehensive disorder over the Indo-Pacific region, with the
SST anomalies showing an unrealistically erratic spatial dis-
tribution characterized by sudden jumps (Fig. 81) associated

Geosci. Model Dev., 17, 3897-3918, 2024



3910

Y.-Y. Lan et al.: Quantifying the impact of SST feedback frequency on MJO simulations

OLR (shaded) and 200 hPa wind (vector)

(b) C-24days

(a) C-18days

(c) C-30days

i) BN
. ﬁ;ﬁ;\?, Q&{\A

Yb [ \ A
s> N
PN VIS S e
aul R N - [P2+P3

4

z ARV N S
RN - B S o~
e K= 3 NN = N 0
!4.; S > 4

28 24 20 16 -2 8 4 0 4 8 12
latent heat flux (shaded) and 10m wind (contour)

16 20 24 28 32

(f) C-30days

e C N (
e ﬂﬁ%}/‘"‘ 5\* C&j

{-"‘vl‘. &

CONTOUR FROM -2 TO 2 BY .5

P
net surtace heat flux (shaded) and net si
(h) C-24day

(e
Aol LA

[T
30 27 24 21 -18 -15 -12

9 6 3 0

I
12 15 18 21 24 27 30

3 6 9

SST (shaded) and 850 hPa wind (vector)

(1) C-30days

(k) C-24days

i —‘\;o/: \/E%\ \

240E  60E

[ | I [ [ [
-0.5 -0.45 -0.4 -0.35 -0.3 -0.25 -0.2 -0.15 -0.1 -0.05 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 045 0.5
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with plus—minus latent heat flux and 10 m wind anomalies
(Fig. 8f), net surface heat flux, and solar radiation (Fig. 81).
As a result, the organized large-scale circulation seen in the
MJO did not manifest. To this extent, the air—sea interaction
observed in the MJO no longer worked properly in the model.

4.3 Moist static energy budget analysis

We diagnosed the relative contribution of each term in Eq. (1)
to the moist static energy (MSE) tendency with a focus on
the second (preconditioning) and fifth (convection crossing
the MC) phases. Figure 9 illustrates the physical processes
associated with each term (averaged over 0—10°S and 120-
150° E) contributing to the column-integrated MSE tendency
({(dmdt)) in Eq. (1) during phase 2 in ERAS and model simu-
lations. In ERAS, when the MJO convection was in the east-
ern Indian Ocean, the column-integrated vertical and hori-
zontal advection (—(wdmdp) and —(vdm)) over the MC area
were the dominant terms in the MSE budget and largely com-
pensated by longwave radiation and latent heat flux, as re-
ported in Wang and Li (2020) and Tseng et al. (2022). All ex-
periments simulated the positive and negative contributions
similar to those derived from ERAS although with different
amplitudes. Notably, the C—24days and C—30days simulated
relatively weak vertical advection, too strong negative latent
heat flux, and too weak longwave radiation flux. As a result,
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the C—24days and C-30days simulated a relatively weak ten-
dency compared with other experiments. The results are con-
sistent with the poor simulation of the MJO in the extremely
low-frequency feedback experiments discussed above.

In Fig. 10, we compare the spatial distribution of column-
integrated MSE tendency (dmdr) (shading), precipitation
(contours), and 850 hPa wind (vectors) during phase 5, i.e.,
the period when the strongest convection crosses the MC.
In ERAS, the main convection (indicated by a positive pre-
cipitation anomaly) is accompanied by low-level conver-
gence in the 850hPa wind across the MC extending into
the WP (Fig. 10a). A positive (dmdt) is observed to the
east of the MJO convection to the south of the Equator
(Fig. 10a). Conversely, a negative tendency is observed to
the west of the MJO convection accompanied by negative
precipitation anomalies further to the west. The phase rela-
tionship between the MSE tendency and precipitation reflects
the eastward-propagating nature of the MJO. With the excep-
tion of A—-CTL, C-24days, and C-30days, the model simu-
lations displayed a similar structure in the 20—100d filtered
(dmdt), precipitation, and 850 hPa wind vectors (Fig. 10c, d,
e, f, g, and h), although the exact locations may be shifted
compared with those derived from ERAS. The C—CTL simu-
lated relatively weak signals compared with those of ERAS,
whereas the signals became increasingly stronger with de-
creasing feedback frequency. The signals became unrealisti-
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experiments (C-6days, C—12days, C—18days, C-24days, and C-30days, respectively). The bars from left to right represent MSE tendency
({dmdr)), vertical MSE advection (—(wdmdp)), horizontal MSE advection (—(vdm)), surface latent heat flux (LH), surface sensible heat
flux (SH), shortwave radiation flux ((SW)), longwave radiation flux ((LW)), and residual terms.

cally strong beyond 1 per 18 d feedback frequency and the
lead—lag relationship between the MSE tendency and pre-
cipitation became less clear. For example, a positive precip-
itation anomaly became in phase with the tendency in the
western Pacific south of the Equator in C—24days and C-
30days experiments, and the tendency was much weaker in
C-30days. The results were consistent with the weaker east-
ward propagation tendency in the low-frequency feedback
experiments, especially in C—24days and C-30days when the
feedback frequency became unrealistically low.

The corresponding MSE budget during phase 5 is shown
in Fig. 10. The MC has been identified as a barrier to the
eastward propagation of the MJO (Hsu and Lee, 2005; Wu
and Hsu, 2009; Tseng et al., 2017; K. Li et al., 2020) and
approximately 30 %—50 % of the MJO experienced stalling
over the MC (Zhang and Han, 2020). To determine whether
the MJO has sufficient energy to traverse the MC, we fo-
cused the analysis on phase 5. Figure 11 illustrates the pro-
jection of each MSE component and decomposition of the
horizontal MSE advection at phase 5 over the MC region
(20° S to 20° N, 90-210° E) following the approach of Tseng
et al. (2022) and Jiang et al. (2018), where Fj is total sur-
face fluxes including SH and LH, and Q; is vertically inte-
grated net SW and LW radiation. Unlike in phase 2 when
vertical advection is the dominant term, the MSE tendency
was dominated by the horizonal MSE advection —(vdm) in
ERAS and all experiments, except the A—~CTL. This contri-
bution increased with decreasing SST feedback frequency.
The weaker positive vertical advection —(wdmdp) did not
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vary systematically with decreasing feedback frequency and
even turned negative in C—24days and C-30days. Fs and
O acted to damp the tendency by canceling out the effect
of the advection term. Fy tended to be more negative with
decreasing feedback frequency and became much larger in
C-30days. By contrast, Q, was unrealistically weak in C—
18days, C—24days, and C—30days. The uncoupled simulation
yielded much weaker amplitude in all terms as expected.

The —(vdm) that contributed most to the eastward prop-
agation of the MJO in phase 5 was further decomposed
into zonal (—{udmdx)) and meridional (—(vdmdy)) com-
ponents to examine their relative effects (Fig. 11). Both
components contributed positively, but the —(vdmdy) exhib-
ited a larger amplitude, consistent with Tseng et al. (2015,
2022). The —(vdmdy) of high-frequency SST feedback ex-
periments yielded results closely similar to those of ERAS.
Comparatively, the —(vdmdy) term in low-frequency SST
feedback experiments (C—18days, C—24days, and C-30days)
became unrealistically large with decreasing feedback fre-
quency and the potential jump in SST.

Spatial distributions of —(wdmdp), —(vdm), and 200 hPa
wind at phase 5 are shown in Fig. 12. In ERAS, the wind di-
vergence at 200 hPa at phase 5 (Fig. 12a) overlaid the 850 hPa
convergence (Fig. 10a), reflecting a deep convection struc-
ture. The model simulations exhibited a similar structure
to ERAS except in A—CTL, C-24days, and C-30days ex-
periments, and again the amplitude increased with decreas-
ing feedback frequency. In ERAS, negative —(wdmdp) and
—(vdm) anomalies (Fig. 12a) were observed to the west of

Geosci. Model Dev., 17, 3897-3918, 2024
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Figure 10. Filtered column-integrated MSE tendency (shading; in J kg_1 s_l), precipitation (contour interval 1.5; in mm d—!), and 850 hPa
wind (green vector with reference vector 2msfl) in phase 5: (a) ERAS, (b) A-CTL, (¢) C-CTL, (d) C-1day, (e¢) C-3days, (f) C-6days,
(g) C—12days, (h) C-18days, (i) C-24days, and (i) C—30days. Solid-red, dashed-blue, and thick-black curves represent positive, negative,

and zero values, respectively.

the MJO convection (Fig. 10a). The spatial distribution of
the negative —(vdm) anomaly (dashed-red contours) extends
from the IO to the MC and the positive anomaly (predom-
inantly meridional advection from the south; not shown) in
the western—central Pacific south of the Equator tends to fa-
cilitate the eastward propagation of deep convection in the
western Pacific, consistent with Tseng et al. (2015, 2022).
The —(wdmdp) with negative and positive anomalies to the
west and east of the deep convection also contributes to the
eastward propagation of the MJO, but with weaker contribu-
tion than —(vdm). Again, these characteristics were not sim-
ulated in A—CTL, whereas the amplitudes of both terms be-
came increasingly larger with decreasing feedback frequency
until becoming unrealistically large beyond 1 per 18 d. In the
C-30days experiment both terms exhibited unorganized spa-
tial structure as shown in the preceding discussion. In sum-
mary, the high-frequency feedback experiments simulated an
approximately 80 % projection of —(vdm) in ERAS, whereas
the low-frequency SST feedback experiments overestimated
—(vdm) anomalies (Fig. 12f, g, and h).

Geosci. Model Dev., 17, 3897-3918, 2024

5 Conclusions

This study built upon the work of Lan et al. (2022) and Tseng
et al. (2022) by coupling a high-resolution 1-D TKE ocean
model (the SIT model) with the CAMS, i.e., a CAMS5-SIT
configuration, to investigate the effects of intraseasonal SST
feedback on the MJO. We introduced asymmetric exchange
frequencies between the atmosphere and the ocean, ensuring
bidirectional interaction at each time step within the exper-
imental periodicity by fixing the SST value in the coupler.
This allowed us to create SST feedback with various inter-
vals at 30 min, 1d, 3d, 6d, 12d, 18d, 24d, and 30d.

The aim is to assess the effect of SST feedback fre-
quency, namely, how often should the atmosphere-driven
SST change feedback to the atmosphere and whether there
is a limit. With the exception of the C—24days and C—30days
experiments, both the high-frequency and low-frequency ex-
periments demonstrated realistic simulations of various as-
pects of the MJO when compared with ERAS5, GPCP, and
OISST data, although the simulation results became increas-
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ingly amplified and unrealistic with decreasing feedback
frequency. These aspects included intraseasonal periodicity
(Fig. 1), eastward propagation (Figs. 2 and 4), coherence
in the intraseasonal band (Fig. 3), tilting vertical structure
(Fig. 5), intraseasonal SST (Table 2) and oceanic tempera-
ture variances (Fig. 6), the lead—lag relationship of intrasea-
sonal variability (Fig. 7), the contribution of each term to
the column-integrated MSE tendency at the preconditioning
phase (phase 2), and mature phase (phase 5) (Figs. 9 and 11).
The MSE tendency term was dominated by the horizonal and
vertical MSE advection in phase 5 and phase 2, respectively,
in ERAS and most experiments. Furthermore, we deliber-
ately extended the SST feedback interval to an unrealistically
long 30d to investigate the limits of delayed ocean response.
The main conclusion is that the less frequent the update, the
more unrealistic the simulation result.

The lead—lag relationship provides a visual representa-
tion of the variations in 20-100d filtered LHF, FSNS, OLR,
U850, and SST with positive SST anomaly leading the onset
of the MJO convection (Fig. 7). This relationship highlights
the interconnected nature of surface heat fluxes, solar radia-
tion, and atmospheric circulation patterns, underscoring their
mutual influence and interplay through air—sea interaction.
Our results indicate that the high-frequency (low-frequency)
SST experiments tended to underestimate (overestimate) the
MJO simulation in the CAMS-SIT model. Whether this find-
ing can be applied to other models warrants further investi-
gation.

The result of the C-3days experiment is consistent with
Stan (2018), suggesting that the absence of 1-5d variabil-
ity in SST would promote the amplification of westward
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power associated with tropical Rossby waves. By compar-
ing with the control experiment in which SST feedback oc-
curs at every time step (30 min), the C-1day experiment
(SST feedback once daily) confirmed the findings of Hagos
et al. (2016) and Lan et al. (2022) that the removal of the
diurnal cycle would enhance the MJO. The increasing feed-
back periodicity of SST in low-frequency experiments led
to the accumulation of atmospheric influences through short-
wave and longwave radiation and surface heat fluxes, result-
ing in unrealistically large ocean temperature anomalies and
variances within a few tens of meters below the ocean sur-
face (Table 2). The large-scale nature of the MJO remains
intact with decreasing feedback frequency, although it be-
comes increasingly unrealistic in both structure and ampli-
tude, until 1 per 30 d when the intraseasonal fluctuations were
overwhelmingly dominated by unorganized small-scale per-
turbations in both atmosphere and ocean, as well as at the
atmosphere—ocean interface where heat and energy were rig-
orously exchanged.

The reason for the sudden change between C—24days and
C-30days is not entirely clear. Two possibilities are dis-
cussed here. The first possible reason for this disorder is
that when the ocean feedback is delayed for as long as 30d
(more than half of the MJO period), both positive and neg-
ative fluxes contribute to the heat accumulation or loss in
the ocean, because of the MJO phase transition, and result
in unorganized small-scale structures in ocean temperatures,
which could in turn affect the heat flux and convection. The
second possible reason would be that the SST variation in an
MJO event becomes more abrupt and may disrupt the large-
scale nature of the MJO into unorganized spatial distribution

Geosci. Model Dev., 17, 3897-3918, 2024
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(h)

Figure 12. Filtered column-integrated vertical (shading; in J kg_1 S

~1) and horizontal MSE advection (contour interval 6.0; in J kg

“lsTh,

as well as 200 hPa wind (green vector with reference vector 3 m g1 ): (a) ERAS, (b) A-CTL, (¢) C—CTL, (d) C-1day, (e) C-3days, (f) C—
6days, (g) C—12days, (h) C-18days, (i) C—24days, and (j) C-30days. Solid-blue, dashed-red, and thick-black curves represent positive,

negative, and zero values, respectively.

in atmosphere, ocean, and the interface where rigorous heat
exchange occurs. This disrupting effect of abrupt SST vari-
ation, which is not explored in this study, warrants further
dedicated studies to untangle.

Finally, results of intraseasonal SST feedback experiments
on MJO are summarized schematically in Fig. 13, following
DeMott et al. (2014). These experiments included the uncou-
pled experiment (A—CTL), high-frequency SST experiments
(C-CTL, C-l1day, and C-3days), low-frequency SST exper-
iments (C—6days, C—12days, and C—18days), and extremely
low-frequency experiment (C—24days and C-30days). In the
absence of intraseasonal SST variability, the eastward prop-
agation of the MJO was disrupted, leading to weakened or
fragmented MJO activity as shown in Fig. 13a. On the other
hand, the high-frequency SST experiments closely mimicked
air—sea interaction and captured well the characteristics of
the MJO. The time-varying SSTs in the coupled simulation
provided a certain degree of organization and sufficient sur-
face fluxes, which facilitated the development of the MJO
circulation as illustrated in Fig. 13b. The horizontal moist

Geosci. Model Dev., 17, 3897-3918, 2024

static energy tendency derived from increased low-level con-
vergence, especially due to the meridional advection of MSE,
intensified the MJO convection and triggered the eastward
propagation over the MC region. The planetary boundary
layer (PBL) convergence ahead of the MJO convection is
due to kelvin-wave dynamics (Jiang, 2017) in conjunction
with the background zonal flow structure (Tulich and Ki-
ladis, 2021). Horizontal MSE or moisture advection in the
lower troposphere, particularly the seasonal mean low-level
MSE influenced by the MJO’s anomalous winds, has had a
significant impact on the MJO propagation. (Gonzalez and
Jiang, 2017; Jiang, 2017). This simulation result is consistent
with the understanding that the MJO is primarily attributed
to the interaction between organized convection and large-
scale circulation that triggers the eastward propagation. As
feedback frequency becomes lower, the major characteristics
of the MJO could still be simulated as depicted in Fig. 13c,
but with overestimated amplitudes and deteriorating simu-
lations in spatial structures. In the extremely low-frequency
experiments with frequency decreasing to 1 per 24 and 1 per

https://doi.org/10.5194/gmd-17-3897-2024
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Figure 13. Schematic diagrams illustrate the anomalous circulation and moistening processes during the eastward propagation of the MJO in
experiments: (a) A—-CTL, (b) high-frequency SST feedback experiments (C—CTL, C-1day, and C-3days), (c¢) low-frequency SST feedback
experiments (C—6days, C—12days, and C—18days), and (d) C—24days and C-30days experiments. In each panel, the horizontal line represents
the Equator. The size of clustering gray clouds indicates the strength of convective organization. A red ellipse indicates convection-driven
circulation. In the coupled simulations, light red (blue) filled ovals represent warm (cold) SST anomalies, respectively, and grass green rect-
angles represent latent heat flux. Unresolved convective processes are indicated by black dots representing low-level moisture convergence.
Low-level moisture convergence into the equatorial trough is shown by light blue arrows, while mid-level moisture advection is represented
by left-pointing green arrows. The deeper colors or thicker lines on the map indicate stronger anomalies in the MJO perturbations. Note that

the concept of the figure is based on DeMott et al. (2014).

30d, unorganized structures started to emerge and broke up
into smaller-scale perturbations as shown in Fig. 13d, when
large-scale air—sea interaction embedded in the MJO did not
operate properly in the model. Eventually in the C-30days
experiment, unrealistically and spatially scattered anomalies
in precipitation, jumping SST, surface heat fluxes, and ver-
tical as well as horizontal MSE advection became dominant
features. All these findings led to the major conclusion of
this study: more spontaneous atmosphere—ocean interaction
(e.g., ocean response once every time step to every 3d in
this study) with high vertical resolution in the ocean model
is a key to the realistic simulation of the MJO and should be
properly implemented in climate models.

Code and data availability. The model code for CAMS-SIT, as
well as input data utilizing the climatological Hadley Centre Sea
Ice and Sea Surface Temperature dataset and GODAS data forc-
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