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S1 Effects of individual factors – Generalized additive models 

We fitted generalized additive models (GAM; Wood, 2017) to estimate the effects of the individual phenology models, 

optimization algorithms, sampling procedures, sample size, and climate projection scenarios on the root mean square 

error (RMSE) in site- and species-specific calibration (Eqs. S1 and S2, respectively) and on the 100-year shift at site 

level (Eq. S1): 

 

𝐘𝐢,𝐣 = 𝐗𝐢,𝐣𝛃 + 𝑠𝑖(𝐙𝐢) + 𝑠𝑗(𝐙𝐣) + 𝛜𝐢,𝐣 

(Eq. S1) 

𝐘𝐣 = 𝐗𝐣𝛃 + 𝑠𝑗(𝐙𝐣) + 𝛜𝐣 

(Eq. S2) 

 

Yi,j and Yj are the n-dimensional vectors of the response variable log(RMSE) respective to the site- and species-

specific calibration. Xij and Xj are the n×p matrices of the intercept (i.e. 1) and the p − 1 explanatory variables, which 

are factors for phenology model, optimization algorithm, and sampling procedure and continuous log-transformed 

sample size proxies (N:q regarding the site-specific or N̅:q and s:S regarding species-specific calibration). β is the 

corresponding p-dimensional vector of the fixed-effects, Zi and Zj are the n×p matrices of the sites and species, 

respectively, si and sj are the corresponding smooth functions that mimic random intercepts, and ϵij and ϵj are the n-

dimensional vectors of the errors [with ϵij ~ N(0, σ2I) and ϵj ~ N(0, σ2I)] for the ith site and the jth species. The number 

of observations (n) and p depend on the calibration mode, while n further depends on whether NA values were replaced 

and included or not. Regarding the alternative evaluation, Xij and Xj are the n×p matrices of the intercept (i.e. 1) and 

the p - 1 explanatory variables, which are factors for phenology model, optimization algorithm, and sampling 

procedure and continuous log-transformed sample size proxies (N:q regarding the site-specific or N̅:q and s:S 

regarding species-specific calibration) together with the interaction terms between optimization algorithms and sample 

size proxies. 
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S1.1 Linear mixed-effect formulation of the generalized additive models 

We estimated the influence on RMSE and Δ100 with GAMs such that they mimicked linear mixed effects models 

(LMMs, Pinheiro and Bates, 2000) with random intercepts of the form 

 

𝐘𝐢𝐣 = 𝐗𝐢𝐣𝛃 + 𝐙𝐢𝐛𝐢 + 𝐙𝐣𝐛𝐣 + 𝛜𝐢𝐣 

(Eq. S3) 

𝐘𝐣 = 𝐗𝐣𝛃 + 𝐙𝐣𝐛𝐣 + 𝛜𝐣 

(Eq. S4) 

 

Here, Yij and Yj are the n-dimensional vectors of ln(RMSE) or Δ100 respective to the site- and species-specific 

calibration (Eq. S3 and S4) or projections (Eq. S3). Xij and Xj are the n×p matrices of the intercept (i.e. 1) and the 

p − 1 explaining variables and β is the corresponding p-dimensional vector of the fixed-effects. Zi and Zj are the 1×ni 

and 1×nj matrices and bi and bj are the corresponding ni- and nj-dimensional vectors of the crossed random effects of 

the sites and species, respectively. ϵij and ϵj are the n-dimensional vectors of the errors [with ϵij ~ N(0, σ2I) and ϵj ~ 

N(0, σ2I)] for the ith site and the jth species. 

We compared our GAM formulation with the above LMM formulation and found the coefficient estimates and 

corresponding p-values to be sufficiently similar to each other. For the comparison, we fitted the GAMs with R-

function mgcv::bam (Wood, 2011, 2017) and the LMMs with the R-function lme4::lmer (Bates et al., 2015) on 

a random sample of 1000 calibration runs of our dataset. Thus, we compared coefficient estimates, p-values, and 99% 

coefficient intervals (results not shown). 

S1.2 Back-transformation of effects on log-transformed response variable 

The effect on model performance was analyzed with generalized additive models, which fitted factor and log-

transformed continuous explanatory variables to the log-transformed root mean square error. The resulting coefficient 

estimates may be back-transformed for easy interpretation as follows. 

Here, the log-transformed ŷ is the response variable of a linear equation with intercept 𝛼̂ and slope 𝛽̂𝑖 of the explanatory 

factor variable xi: 

𝑙𝑛(𝑦̂𝑖 ) = 𝛼̂ + 𝛽̂𝑖𝑥𝑖 

(Eq. S5) 

Solving for ŷ leads to 

𝑦̂𝑖 = 𝑒𝛼̂ × 𝑒𝛽̂𝑖𝑥𝑖 

(Eq. S6) 

To derive the relative increase q of ŷ when x0 = 0 and x1 = 1, we write 

𝑦̂0 (1 + 𝑞)

𝑦̂0 

=
𝑒𝛼̂ × 𝑒𝛽̂𝑖

𝑒𝛼̂
 

(Eq. S7) 

which leads to 
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𝑞 = 𝑒𝛽̂𝑖 − 1 

(Eq. S8) 

 

Here, the log-transformed ŷ is the response variable of a linear equation with intercept 𝛼̂ and slope 𝛽̂𝑖 of the log-

transformed continuous explanatory variable xi: 

𝑙𝑛(𝑦̂𝑖 ) = 𝛼̂ + 𝛽̂𝑖𝑙𝑛(𝑥𝑖) 

(Eq. S9) 

Solving for ŷ leads to 

𝑦̂𝑖 = 𝑒𝛼̂ × 𝑒𝑙𝑛(𝑥𝑖)𝛽̂𝑖 = 𝑒𝛼̂ × 𝑥𝑖
𝛽̂𝑖  

(Eq. S10) 

To derive the relative increase q of ŷ when xi observes a relative increase of p, we write 

𝑦̂𝑖 (1 + 𝑞)

𝑦̂𝑖 

=
𝑒𝛼̂ × [𝑥𝑖(1 + 𝑝)]𝛽̂𝑖

𝑒𝛼̂ × 𝑥𝑖
𝛽̂𝑖

 

(Eq. S11) 

which leads to 

𝑞 = (1 + 𝑝)𝛽̂𝑖 − 1 

(Eq. S12) 

 

and may be approximated for p = 0.01 by 

𝑞 ≈ 𝑝 × 𝛽̂𝑖 

(Eq. S13) 

 

S2 Influence of aggregated factors – ANOVA 

To estimate the relative influence (i.e. the explained variance) of aggregated factors (Ii) of phenology models, 

optimization algorithms, sampling procedures, or climate projections as well as of size proxies on either model 

performance or model projections, we derived a type-III ANOVA (Yates, 1934; Herr, 1986; Chandler and Scott, 2011) 

from the corresponding GAM output and thus divided the sum of squares (SSQ) of each factor family i by the total 

sum of squares (Eq. S14): 

 

𝐼𝑖 =
𝑆𝑆𝑄𝑖

∑ 𝑆𝑆𝑄𝑖
𝑛
𝑖=1

 

(Eq. S14) 

 

SSQi and corresponding p-values were calculated with the R-functions stats::aov and stats::drop1 (R Core 

Team, 2022). 
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