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Abstract. An appropriate representation of point source
emissions in atmospheric transport models is very challeng-
ing. In the Stochastic Time-Inverted Lagrangian Transport
model (STILT), all point source emissions are typically re-
leased from the surface, meaning that the actual emission
stack height plus subsequent plume rise is not considered.
This can lead to erroneous predictions of trace gas con-
centrations, especially during nighttime when vertical at-
mospheric mixing is minimal. In this study we use two
Weather Research and Forecasting (WRF)–STILT model
approaches to simulate fossil fuel CO2 (ffCO2) concen-
trations: (1) the standard “surface source influence (SSI)”
approach and (2) an alternative “volume source influence
(VSI)” approach where nearby point sources release CO2
according to their effective emission height profiles. The
comparison with 14C-based measured ffCO2 data from 2-
week integrated afternoon and nighttime samples collected
at Heidelberg, 30 m above ground level shows that the root-
mean-square deviation (RMSD) between modelled and mea-
sured ffCO2 is indeed almost twice as high during the night
(RMSD= 6.3 ppm) compared to the afternoon (RMSD=
3.7 ppm) when using the standard SSI approach. In con-
trast, the VSI approach leads to a much better performance at
nighttime (RMSD= 3.4 ppm), which is similar to its perfor-
mance during afternoon (RMSD= 3.7 ppm). Representing
nearby point source emissions with the VSI approach could
thus be a first step towards exploiting nocturnal observations
in STILT. The ability to use nighttime observations in atmo-

spheric inversions would dramatically increase the observa-
tional data and allow for the investigation of different source
mixtures or diurnal cycles. To further investigate the differ-
ences between these two approaches, we conducted a model
experiment in which we simulated the ffCO2 contributions
from 12 artificial power plants with typical annual emissions
of 1 million tonnes of CO2 and with distances between 5 and
200 km from the Heidelberg observation site. We find that
such a power plant must be more than 50 km away from the
observation site in order for the mean modelled ffCO2 con-
centration difference between the SSI and VSI approach to
fall below 0.1 ppm during situations with low mixing heights
smaller than 500 m.

1 Introduction

The Integrated Carbon Observation System (ICOS) research
infrastructure was established to set up a dense European
monitoring network of high-precision greenhouse gas mea-
surements of concentrations and fluxes, therewith providing
the observational basis to better understand the European car-
bon budget (Heiskanen et al., 2022). In Europe, one major
challenge is the quantification of anthropogenic fossil fuel
CO2 (ffCO2) emissions, but it is similarly important to un-
derstand “their redistribution among the atmosphere, ocean
and terrestrial biosphere in a changing climate” (Friedling-
stein et al., 2020). If the share of ffCO2 in the total conti-
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nental signal is modelled correctly, the remaining biogenic
share can be used as a top-down constraint on the continen-
tal biospheric CO2 fluxes (Basu et al., 2016). In this study,
we use the term ffCO2 to refer to not only CO2 emissions
resulting from the combustion of fossil fuels but also fos-
sil CO2 emissions that occur during cement production. A
well-established approach to determine the regional ffCO2
component in the observed atmospheric CO2 concentration
is via 114CO2 measurements (e.g. Levin et al., 2003). Since
CO2 emissions from fossil fuel combustion are devoid of 14C
(the half-life of 14C is 5700 years; Currie, 2004), the atmo-
spheric 114CO2 depletion measured in polluted areas rela-
tive to clean background air allows the regional (or “recently
added”) ffCO2 surplus to be determined. Many studies have
used this approach at various urban and rural sites (e.g. Levin
et al., 2008; Turnbull et al., 2015; Wenger et al., 2019). Some
2-week integrated air samples and hourly flask samples are
collected at ICOS class-1 stations for 14C analysis to esti-
mate regional ffCO2 concentrations (Levin et al., 2020), thus
helping to separate biospheric from fossil CO2 fluxes, e.g. in
an inverse modelling framework (Wang et al., 2018; Basu et
al., 2020).

Estimating ffCO2 fluxes from atmospheric CO2 and 14C
measurements within an inverse modelling framework re-
quires a correct representation of the atmospheric transport
and mixing processes. Geels et al. (2007) evaluated five dif-
ferent Eulerian atmospheric transport models with continu-
ous CO2 observations from various European sites, as well
as aircraft flask samples, and showed that the model pre-
dictions are much better in the afternoon hours during well-
mixed atmospheric conditions than during stable nocturnal
conditions. That is why they recommend to only use after-
noon observations from low-altitude sites to constrain CO2
sources or sinks. In addition, Lagrangian transport mod-
els like the Stochastic Time-Inverted Lagrangian Transport
model (STILT) are very sensitive to the representation of
the planetary boundary layer height (PBLH). STILT deter-
mines the sensitivity of atmospheric trace gas mixing ratios
at an observation site to upwind surface fluxes (Lin et al.,
2003). This so-called footprint defines the catchment area of
the observation site, and in STILT it is by default sensitive
to emissions from the bottom half of the planetary bound-
ary layer (PBL). In STILT it is assumed that surface emis-
sions are instantaneously mixed by turbulence in the bot-
tom half of the PBL within one model time step. Gerbig
et al. (2008) compared radiosonde-derived mixing heights
with mixing heights derived from the European Centre for
Medium-Range Weather Forecasts (ECMWF) meteorologi-
cal data for 2 European summer months in 2005 and used
STILT to assess the propagated uncertainty in the CO2 mole
fraction. During daytime, they found no significant rela-
tive bias between radiosonde and ECMWF-derived mixing
heights, but they found a relative standard deviation of about
40 % for the difference between both estimates. However,
nighttime situations showed a relative bias of more than 50 %

with a relative standard deviation of almost 100 %, mean-
ing that the ECMWF-derived nocturnal mixing heights are
on average larger compared to the radiosonde estimates. The
authors showed that the 40 % uncertainty in daytime mixing
heights already resulted in CO2 mole fraction uncertainties
of 3 ppm on average during the 2 summer months studied,
which corresponds to about 30 % of the simulated biogenic
signals.

There is an additional problem in a time-reversed La-
grangian particle dispersion model (LPDM) like STILT,
namely the incorrect representation of point source emis-
sions. First, the calculated footprints are usually stored on a
horizontal grid with limited resolution, which may lead to
false attribution of point source emissions in cases where
a higher-resolution footprint may actually have missed the
point source. Since STILT dynamically coarsens the foot-
print resolution with distance to the receptor location, this
problem may be more important for distant point sources.
However, false attribution may also happen for nearby point
sources due to a limited and inappropriate near-field foot-
print resolution. Second, point source emissions are often re-
leased from chimneys, whose stack height can be above the
bottom half of the PBL during the night depending on the
meteorological situation. However, in STILT the default is
that all emissions, including point sources, are released from
the ground and mixed into the bottom half of the PBL. Un-
der stable conditions this can result in large overestimations
of concentrations near the surface and large underestimations
of concentrations above the PBL.

In central Europe, about 45 % of the ffCO2 emissions are
released from point sources (Super et al., 2020), underlining
the potential impact of these elevated emissions on down-
wind measurement sites. Figure 1 shows the distributions of
ffCO2 point sources in Europe and illustrates how close some
of the ICOS stations are located to these big ffCO2 point
source emitters. An attempt was made to avoid station loca-
tions with strong emissions in the vicinity when designing
the ICOS atmosphere station network. Nevertheless, there
are eight ICOS class-1 or class-2 stations for which the emis-
sions of the energy and industrial ffCO2 point sources within
a 50km× 50km box around the station sum up to more than
1 million tonnes of CO2 per year. This calls for an appropri-
ate representation of point source emissions when modelling
ffCO2 concentrations at these ICOS stations.

Together, the inadequate representation of atmospheric
transport processes during stable (nighttime) conditions and
the incorrect release of point source emissions at ground level
restrict the use of observational data in STILT inversions to
daytime situations only. Atmospheric transport processes are
more reliably modelled for daytime situations and the ex-
act representation of the point source emission heights is
less important when atmospheric mixing is strong (Brunner
et al., 2019). However, using nighttime observations would
have several advantages. First, they contain more data. Usu-
ally (e.g. at ICOS stations) continuous greenhouse gas mea-
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Figure 1. (a) European ffCO2 point source emissions according to Super et al. (2020, red dots) and the locations of ICOS atmosphere class-1
and class-2 stations (black crosses). (b) ICOS atmosphere stations with a total of more than 1 million tonnes of ffCO2 emissions from point
sources within a 50km× 50km box around the station.

surements are available at all hours of the day and night. A
restriction to the afternoon hours means that about 75 % of
the available observations are not used. Second, they pro-
vide a different field of view. The average daytime foot-
print differs significantly from the average nighttime foot-
print. For tall towers (above the nocturnal PBL), the night-
time footprint is usually larger and more sensitive to distant
sources, whereas the daytime (convective) footprint is of-
ten dominated by more local sources. For observation sites
with sampling heights within the nocturnal PBL this may
be reversed. Third, they provide different source mixtures.
Nighttime (morning and evening) measurements sample dif-
ferent source mixtures than afternoon measurements. As an
example, diffuse sources such as heating or traffic are more
dominant during nighttime and the morning or evening rush
hours, respectively. Finally, they allow for the analysis of di-
urnal cycles. Including nighttime observations could help to
constrain diurnal emission patterns. For instance, Super et
al. (2021) showed that a correct representation of temporal
emission profiles is essential for inverse modelling in urban
areas. An important goal for the future should therefore be
to also exploit nighttime observations in modelling frame-
works. However, the important prerequisite for this is that
atmospheric transport models are able to realistically repro-
duce nighttime stable boundary layers and their erosion in
the morning hours.

In this study, we want to focus on point source emissions
and show the improvement in the agreement between model
and observations when using a more realistic representation
of point source emission heights. Instead of using the classi-
cal approach in STILT, where footprints describe the surface

influence on the bottom half of the PBL (hereafter called
“surface source influence” approach), we introduce the so-
called “volume source influence” approach that allows point
source emissions to be better represented in STILT. In the
volume source influence (VSI) approach, point source emis-
sions are distributed to pre-defined height intervals in the
catchment area of the observation site. If the height pro-
file of a point source emission is known, its contribution at
the observation site can then be estimated with this VSI ap-
proach. In the following, we first evaluate the VSI approach
against the standard surface source influence (SSI) approach
(Sect. 3.1). For this, we model the ffCO2 concentrations for
our study site, Heidelberg, from July 2018 to June 2020 by
applying (a) the SSI approach and (b) the VSI approach to
the point source emissions in the surroundings of Heidelberg.
We then compare modelled ffCO2 concentrations to ffCO2
estimates based on 2-week integrated daytime and nighttime
114CO2 data from samples collected in Heidelberg during
these 2 years. In a second step, we investigate how the surface
and volume source influence approaches behave for point
sources at increasing distances from the observation site dur-
ing different atmospheric conditions (Sect. 3.2). For this, we
placed 12 artificial (“pseudo”) power plants at distances of 5
to 200 km from our study site and modelled their mean con-
tribution during different atmospheric conditions.
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Figure 2. (a) Model domain and spatial resolution (in brackets) of nested WRF meteorological fields and TNO emission inventories. In the
blue-grey box, TNO has a resolution of about 1km× 1km and WRF has a resolution of 2km× 2km. Outside the blue-grey box, the WRF
resolution is decreased to 10km× 10km. Outside the yellow box the TNO inventory has a horizontal resolution of ca. 6km× 6km. Panel
(b) shows a closer view of the Rhine Valley with the TNO area (orange) and point (in blue) source emissions shown (from Super et al., 2020).
The observation site Heidelberg and the four closest point sources, i.e. a combined heat and power station (CHP), a cement production facility
(cement), a coal-fired power plant (CFPP) and the BASF company in Ludwigshafen, are labelled. The Map tiles are by Stamen Design and
used here under CC BY 3.0 (http://maps.stamen.com/terrain/, last access: 4 May 2022). The data are © OpenStreetMap contributors 2021
and distributed under the Open Data Commons Open Database License (ODbL) v1.0.

2 Methods

2.1 Site description

Heidelberg is a medium-sized city with about 160 000 in-
habitants located in the Upper Rhine valley in southwestern
Germany. It is part of the Rhine–Neckar metropolitan area
and includes the heavily industrialised cities of Mannheim
(310 000 inhabitants) and Ludwigshafen (170 000 inhabi-
tants) about 15–20 km northwest of Heidelberg. The mea-
surement site is in the northern outskirts of Heidelberg at the
Institute of Environmental Physics, which is located on the
university campus. There, continuous greenhouse gas mea-
surements and 14CO2 sampling are performed with the sam-
ple air intake on the roof of the Institute’s building about 30 m
above the ground. A more detailed description of the Hei-
delberg measurement site can be found in Hammer (2008).
Figure 2 shows the main ffCO2 point sources in the surround-
ings of Heidelberg. The largest nearby ffCO2 emitters are the
coal-fired power plant in Mannheim, the BASF company in
Ludwigshafen, a cement production facility (Heidelberg Ze-
ment) south of Heidelberg, and a combined heat and power
station about 500 m north of the measurement site.

2.2 Model configuration

We use the coupled Weather Research and Forecasting–
Stochastic Time-Inverted Lagrangian Transport model
(WRF–STILT) to simulate hourly ffCO2 concentrations for
our measurement site in Heidelberg. STILT is a well-
established particle dispersion model that uses the mean ad-
vection scheme from the Hybrid Single-Particle Lagrangian
Integrated Trajectory (HYSPLIT) model (Stein et al., 2015)
but with a different representation of turbulence. A de-
tailed description of the WRF–STILT model can be found in
Nehrkorn et al. (2010). Hourly ERA5 (European ReAnaly-
sis 5) model estimates at 0.25◦ resolution from the European
Centre for Medium-Range Weather Forecasts (ECMWF) are
used as input for the WRF model to generate two nested
WRF domains. The inner domain covers the Upper Rhine
valley with a horizontal resolution of 2 km. The outer do-
main with a 10 km horizontal resolution includes most of Eu-
rope. STILT is driven by these nested WRF fields to calcu-
late hourly back-trajectories for 100 released particles with
a maximum backward runtime of 72 h for the Heidelberg
observation site. Sensitivity studies with 500 released par-
ticles and a maximum backward runtime of 10 d, respec-
tively, showed only minor differences. Thus, we used the
mentioned configuration to save computational power for the
high-resolution simulations.
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Highly resolved ffCO2 emission inventories from the
Netherlands Organisation for Applied Scientific Research
(TNO) are used to describe the European ffCO2 area and
point source emissions separately (Super et al., 2020). The
area and point source ffCO2 emissions are again divided
into 15 different emission source sectors, each with its own
temporal (diurnal, weekly and seasonal) profiles. There are
two inventories with different horizontal resolutions avail-
able, which we nested for this study. The ffCO2 emissions
from Germany and its surroundings are resolved on a hori-
zontal grid of about 1 km2 (1/60◦× 1/120◦ longitude × lat-
itude). Emissions from the rest of Europe have a horizontal
resolution of 0.1◦× 0.05◦. Moreover, TNO provides source
sector-specific vertical height profiles for the point source
emissions, which we will use for the VSI approach. In the
following we explain the mapping of the ffCO2 emissions to
the back-trajectories calculated with WRF–STILT.

2.2.1 Surface source influence (SSI) approach

According to Lin et al. (2003) concentration changes
1C(xr , tr ) at the observation site at xr and at time tr can
be described by

1C (xr , tr)=
∫ tr

t0

dt
∫
V

dx dy dz I (xr , tr |x, t) · S(x, t), (1)

where S(x, t) describes volume ffCO2 sources (in ppm h−1)
and I (xr , tr |x, t) is the influence function for the observation
site (with units of m−3), which links the sources to concentra-
tion enhancements. The time and volume integration of the
influence function can be realised by tallying the total length
of time 1tp,m,i,j,k each released particle p spends in a vol-
ume element (i,j,k) over time step m (see Lin et al., 2003)
and then normalising to the number of released particlesNtot:∫ tm+τ

tm

∫ xi+1x

xi

dx
∫ yj+1y

yj

dy
∫ zk+1z

zk

dz I (xr , tr |x, t)

=
1
Ntot

∑Ntot

p=1
1tp,m,i,j,k. (2)

Moreover, the volume source S (x, t) can be linked to sur-
face fluxes F(x,y, t) (in units of mol m−2 s−1) by assuming
that turbulent mixing is strong enough to completely mix the
surface emissions from the ground into an air column with
height h within one model time step m. In STILT, this height
h is usually set to half of the planetary boundary layer height
hPBL: h= 1

2 hPBL. Using this method, one receives the fol-
lowing equation:

S (x, t)=
{ mair

hρ(x,y,t)
F (x,y, t) for z ≤ h

0 for z > h
, (3)

with the molar mass of air mair and the average air density
ρ (x,y, t) below h. Inserting Eqs. (2) and (3) into Eq. (1)

yields the contribution from each surface grid cell (i,j ) and
time step m to the total ffCO2 concentration enhancement
1C (xr , tr) at the observation site:

1Cm,i,j (xr , tr)=
mair

hρ
(
xi,yj , tm

)
·

1
Ntot

∑Ntot

p=1
1tp,m,i,j,k ·F

(
xi, yj , tm

)
≡ f

(
xr , tr |xi, yj , tm

)
· F

(
xi, yj , tm

)
. (4)

Here, we call f
(
xr , tr |xi, yj , tm

)
the footprint or surface

source influence element, which connects the surface fluxes
from grid cell (xi, yj ) at time tm to a surface source contribu-
tion 1Cm,i,j (xr , tr) to the concentration enhancement at the
observation site. The sum over all grid cells and times then
yields the total concentration enhancement 1C (xr , tr) at the
observation site at xr and time tr .

Fasoli et al. (2018) showed that nearby area sources in the
so-called hyper near field (i.e. typically within a distance of
less than 10 km) of the observation site are often diluted to
only a fraction of the PBLH due to insufficient mixing. Since
STILT assumes a complete dilution below 1

2 hPBL this leads
to an underestimation of the contribution of the nearby sur-
face fluxes at the observation site. A solution for this is to
calculate an effective mixing depth h′ in the hyper near field
based on homogeneous turbulence theory (Fasoli et al., 2018;
Taylor, 1922), which grows with the distance from the recep-
tor site until it reaches h′ = 1

2 hPBL outside the hyper near
field. The growth of this effective emission height h′ depends
on the meteorological conditions.

2.2.2 Volume source influence (VSI) approach

Here, we focus on nearby point source emissions, which are
released from stack heights of up to several hundred me-
tres. Handling these nearby point source emissions as surface
fluxes will cause errors in the concentration estimates. Con-
sider, for example, a sample collection at 30 m a.g.l. and a
200 m coal power plant exhaust at a distance of about 10 km,
which is the situation at our measurement site in Heidelberg
(see sketch in Fig. 3a). During typical summer nights with
nocturnal inversions, the emissions of the power plant can
be above the planetary boundary layer and its influence on
the Heidelberg measurements would be very small. But in
the surface source influence (SSI) approach, where all emis-
sions from this power plant are mixed into the bottom half
of the boundary layer, this will result in large ffCO2 over-
estimations at the measurement site. To tackle this prob-
lem and improve the representation of nearby point source
emissions in STILT, we use sector-specific height profiles
of the point source emissions from TNO and calculate the
so-called volume source influence (VSI) for each height in-
terval. Figure 3b shows the discrete TNO emission height
profiles for the relevant point source sectors, i.e. those which
are present in the 200km× 200km area around Heidelberg.
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Figure 3. (a) Sketch of a possible nocturnal situation when the planetary boundary layer height (PBLH) lies above the measurement height at
30 m a.g.l. but below the exhaust of a nearby power plant stack. (b) TNO height profiles for the public power (energy), industry and fugitive
sectors, which were used to calculate the volume influences for the associated point sources. These height profiles are source sector-specific
averages, which are representative for Europe.

These effective emission heights take the stack heights of the
point sources as well as subsequent plume rise into account
(Kuenen et al., 2022); however, these profiles are source-
sector-specific averages, which are representative for Europe.
We also used the sector-specific diurnal, weekly and sea-
sonal temporal emission profiles from TNO to consider time-
varying area and point source emissions.

The point source fluxes F(x,y, t) can be distributed into
these individual height intervals κ with the TNO sector-
specific and height-dependent weighting factors gκ so that
the volume source S (x, t) can be expressed for each height
interval κ by

Sκ (x, t)= Vmol (x, t) ·
F(x,y, t)

(zκ+1− zκ)
· gκ ,

for zκ ≤ z < zκ+1. (5)

For this, we simply assume the molar volume to be con-
stant throughout the different TNO height intervals (from
0 to 1106 m), i.e. Vmol

(
xi,yj ,zk, tm

)
= Vmol

(
xi,yj , tm

)
=

mair
ρ̃(xi ,yj ,tm)

, with ρ̃(xi,yj , tm) being the average of the air
densities at the particle positions in the air column above
(i,j ) at time step m. We now can calculate the contribution
1Cκ,m,i,j (xr , tr) to the total concentration enhancement at
the observation site for each height interval κ by tallying
the total length of time 1tp,m,i,j,κ each released particle p

spends in the volume element (i,j,κ) over time step m:

1Cκ,m,i,j (xr , tr)=
mair

ρ̃
(
xi,yj , tm

)
·

1
Ntot

∑Ntot

p=1
1tp,m,i,j,κ ·F

(
xi, yj , tm

)
·

gκ

(zκ+1− zκ)
≡ v

(
xr , tr |xi, yj , zκ , tm

)
·F
(
xi, yj , tm

)
·

gκ

(zκ+1− zκ)
. (6)

In analogy to the surface source influence, we here call
v
(
xr , tr |xi, yj , zκ , tm

)
the volume source influence and

1Cκ,m,i,j (xr , tr) the volume source contribution to the total
concentration enhancement at the observation site.

In this study we used the volume source influence ap-
proach to model the contributions from the TNO point
sources within a 200km× 200km box around Heidelberg.
All point sources that were further away and the area sources
were treated with the surface source approach.

2.3 CO2 sampling for 14C analysis

Since in Heidelberg separate nighttime (from 18:00 to
06:00 UTC) and daytime (from 11:00 to 16:00 UTC) 2-week
integrated CO2 samples for 14C analysis are available, the
model performance can be investigated separately for night
and day. The CO2 sampling technique is described in detail
by Levin et al. (1980), and the analysis technique is described
by Kromer and Münnich (1992). To estimate regional ffCO2
concentration enhancements from the measured114CO2, the
114CO2 signature of background air must be known. Here
we use a harmonic fit curve calculated through the 114CO2
observations from Mace Head on the western coast of Ireland
(MHD, 53◦20′ N, 9◦54′W, 25 m a.s.l.) and Izaña on Tener-
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ife (IZO, 28◦18′ N, 16◦29′W, 2400 m a.s.l.), which are both
presumably mainly influenced by clean Atlantic air masses
(at Mace Head only clean Atlantic air masses are collected
for114CO2 analysis). We assume this marine background to
be most comparable to the model ffCO2 background, which
is set to zero at the border of the model domain (Fig. 2a).
Footprint analyses also confirmed that Heidelberg is predom-
inantly influenced by westerly winds and air masses with At-
lantic origin. However, for situations with easterly winds and
continental air masses from Russia, neither the chosen obser-
vational background nor the model background may be fully
appropriate. The ffCO2 enhancement cff based on the Heidel-
berg 114CO2 measurements can then be calculated accord-
ing to

cff = cCO2 ·
114CO2,BG−

(
114CO2−1

14CO2,NUC
)

114CO2,BG+ 1000‰
, (7)

with cCO2 being the average CO2 concentration in Hei-
delberg during the 2-week integrated sampling period and
114CO2,BG being the 114CO2 signature of background
air. The 114CO2,NUC term describes the contributions from
14CO2 emissions from nuclear facilities and is modelled
with the volume source influence approach by assuming
that all nuclear 14CO2 emissions are released within a 20 m
height interval above a typical stack height of 120 m. In or-
der to avoid interference with our results, we used the VSI
approach to calculate the nuclear corrections regardless of
whether we later use the VSI or SSI approach for the com-
parison between modelled and observed ffCO2. To calcu-
late the nuclear corrections, we used the annual mean 14CO2
emissions from the European Commission RAdioactive Dis-
charges Database (RADD, 2021) for the year 2019. We cal-
culated a mean nuclear contribution of114CO2,NUC = 1.3±
0.7‰ and 1.4± 0.7‰ for the daytime and nighttime sam-
ples, respectively. This corresponds to about 7 % of the mean
114CO2,BG−1

14CO2 difference between the background
and measurement sites for both the daytime and nighttime
samples. A detailed derivation of Eq. (7) can be found, e.g.
in Levin et al. (2003).

3 Results

3.1 Comparison of observed and modelled ffCO2 in
Heidelberg

In the following section we present the ffCO2 concentrations
estimated based on the Heidelberg afternoon and nighttime
2-week integrated samples and compare them to two differ-
ent WRF–STILT model runs, i.e. the SSI and the VSI ap-
proach. Figure 4 shows the measured and modelled 2-week
integrated afternoon (left column) and nighttime (right col-
umn) ffCO2 enhancements for Heidelberg from July 2018 to
June 2020. The black lines show the 114CO2 observation-
based ffCO2 concentrations calculated using Eq. (7). They

represent the ffCO2 enhancement compared to a maritime
background introduced in Sect. 2.3. During these 2 years,
the 2-week integrated regional ffCO2 concentrations of the
afternoon and nighttime samples range from 0.8 to 26.9 and
from 2.3 to 23.7 ppm, respectively, with quite similar mean
concentrations of 8.2 ppm in the afternoon and 9.0 ppm dur-
ing the night. Both the afternoon and the nighttime samples
show a clear seasonal cycle, with about 3 to 4 times larger
ffCO2 concentrations during winter than during summer.

For the afternoon situations, the SSI and the VSI model
runs lead to similar root-mean-square deviation (RMSD)
between modelled and measured ffCO2 concentrations of
3.7 ppm considered over the whole 2-year period. Whereas
the SSI approach leads on average to a small (10 %) over-
estimation of the ffCO2 concentrations by 0.8 ppm, the VSI
approach tends to underestimate ffCO2 by 0.7 ppm (9 %). To
put the observed ffCO2 variability and the variability that
cannot be explained by the model into perspective, we cal-
culated the coefficient of determination (R2) of linear re-
gression. Both model approaches show similar R2 values
of 0.67 (SSI) and 0.63 (VSI) during the afternoon. How-
ever, there are seasonal differences in the performance of the
two approaches. Whereas both model runs lead to an RMSD
between modelled and measured ffCO2 concentrations of
2.0 ppm during the summer half year (from April to Septem-
ber), the RMSD during the winter half year (between October
and March) is more than twice as high (4.6 and 4.7 ppm with
the SSI approach and the VSI approach, respectively). The
worse model performance during winter could be caused by
synoptic events with suppressed atmospheric mixing, which
frequently occur in winter and are not well represented by
transport models. There are, however, differences between
the two modelled winters: whereas the VSI approach leads
to an improvement compared to the SSI approach during the
winter 2018/2019 (RMSD of 2.9 ppm vs. 4.3 ppm), the sub-
sequent winter 2019/2020 shows poorer performance by both
modelling approaches (RMSD of 5.9 ppm for the VSI ap-
proach and RMSD of 4.9 ppm for the SSI approach).

During nighttime situations we observe large differences
between the SSI and VSI approaches. The VSI approach
leads to a model–data mismatch comparable to the after-
noon situations, with a mean offset between model and ob-
servations of −0.7 ppm (8 %) and an RMSD of 3.4 ppm
(the RMSD is 3.3 ppm during summertime and 3.6 ppm dur-
ing wintertime). In contrast, the nighttime SSI run shows
by far the largest ffCO2 overestimations throughout the 2
years, with the largest model–observations deviations seen
during summer (the RMSD is 6.7 ppm during summertime
and 5.8 ppm during wintertime). Over the whole 2 years the
average offset is−4.6 ppm (51 %), and the RMSD of 6.3 ppm
is almost twice as high as the RMSD of the VSI approach and
that of the SSI approach in the afternoon. The poorer SSI per-
formance during the night can also be seen in the R2 values.
The VSI approach leads to aR2 of 0.62, which is comparable
to the afternoon performance, but the SSI approach shows a
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Figure 4. Comparison of 2-week integrated 14C-based measured (black) and modelled (coloured) ffCO2 concentration enhancements during
afternoon hours (between 11:00 and 16:00 UTC; a and b) and during nighttime (between 18:00 and 06:00 UTC; c and d) for the time period
of July 2018 until June 2020 in Heidelberg. The follow two modelling approaches were tested: the standard surface source influence (SSI)
approach (orange; a and c) and the volume source influence (VSI) approach (red; b and d); see the text for further details. For each of the
comparisons, the root-mean-square deviation (RMSD) between the model and observations, as well as the mean difference (observation
minus model) and the standard error of the mean, are given. At the top of each panel the winter and summer periods are marked in blue and
green, respectively.

lower R2 of 0.48 during the night. To check if the represen-
tation of the variability beyond the bias has been improved
in the case of the VSI approach, we calculated the bias-
corrected (centred) RMSD (CRMSD). It turns out that dur-
ing the night the SSI approach leads to a CRMSD of 4.2 ppm
and the VSI approach leads to a CRMSD of 3.4 ppm. Thus,
there is also a slight improvement of the VSI approach in the
CRMSD during the night. However, whereas the RMSD is
reduced by 46 % in the VSI approach compared to the SSI
approach during nighttime, the CRMSD is only reduced by
19 %. This indicates that the VSI approach mainly improves
the mean bias between observed and modelled ffCO2 con-
centrations.

We further investigated why the VSI approach is better
than the SSI approach during nighttime, whereas both ap-
proaches are comparable during afternoon situations. For this
we extracted the modelled planetary boundary layer height
for Heidelberg from the simulations and averaged it over

the nighttime or afternoon times for the full 2 weeks. Fig-
ure 5 shows the ffCO2 concentration difference between the
SSI and VSI approaches plotted vs. the planetary boundary
layer height for all 2-week integrated afternoon (in blue) and
nighttime (in red) situations over the 2 years of measure-
ments. During most of the afternoon situations the PBLHs
are large, indicating strong convective mixing. The SSI ap-
proach with emissions into the bottom half of the PBL then
yields similar concentrations at the measurement point as the
VSI approach because the VSI height profiles do not (or only
slightly) exceed the bottom half of the PBL. On the other
hand, low PBLHs result in large concentration differences
between the SSI and VSI approaches, which is the case in
most of the nighttime and in some afternoon situations be-
tween mid-October and February with suppressed convective
mixing. During these situations, the SSI approach releases
all point source emissions into a shallow layer below the bot-
tom half of the PBL, thus overestimating concentrations at
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Figure 5. Modelled ffCO2 differences between the SSI and VSI
approaches for Heidelberg afternoon (blue) and nighttime (red)
samples plotted against the modelled mean height of the planetary
boundary layer (PBL) during sampling.

30 m a.g.l. In contrast, the VSI approach releases emissions
at the actual plume height; however, due to the shallow PBL
and suppressed convective mixing this leads to only small
contributions for an observation site inside the PBL (as is the
case for low sampling heights such as at the measurement
site in Heidelberg).

3.2 Surface and volume source contributions from
nearby point sources in a “pseudo power plant
experiment”

Next, we wanted to evaluate if the VSI approach is also rel-
evant for typical continental tall tower stations with elevated
sampling heights of, e.g. 200 m a.g.l. For this we conducted
a so-called “pseudo power plant experiment”. This experi-
ment should also help determine up to which distance from
the measurement site point source emissions should be mod-
elled with the VSI approach to avoid strong overestimations
in modelled concentrations during nighttime. Figure 6 shows
the aggregated footprints for Heidelberg in 2019, calculated
with the SSI approach and our WRF–STILT configuration
presented in Sect. 2.2. This mean footprint shows a tail to-
wards the southwestern direction, which can be explained by
the channelling effect of the Rhine valley. In our experiment
we placed 12 artificial (pseudo) power plants along this foot-
print tail at distances of 5 to 200 km from Heidelberg, as indi-
cated by the black crosses, so that many situations with con-
tributions from these locations reaching the measurement site
in Heidelberg could be expected. All power plants were as-
signed a CO2 emission rate of 106 t yr−1, which corresponds
to typical emissions of small hard coal power plants in Ger-
many (Fraunhofer, 2021). For every hour in 2019, the ffCO2
contribution from each pseudo power plant was modelled
with the SSI and VSI approach. In the case of the VSI ap-

Figure 6. Aggregated hourly footprints in 2019, calculated with the
SSI approach for the observation site Heidelberg at 30 m height
a.g.l. The black crosses indicate the locations of the 12 pseudo
power plants, which are located at distances of 5, 10, 15, 20, 25,
30, 40, 50, 70, 100, 150 and 200 km from the Heidelberg observa-
tion site.

proach, we used the TNO emission height profile for the pub-
lic power (energy) sector (see Fig. 3b). We then selected only
those hours for which the volume source influence matrix of
Heidelberg for a height range between 0 and 1106 m a.g.l.
has nonzero entries in each of the 12 pseudo power plant
grid cells. By doing so, we have for each pseudo power plant
the identical number of selected events (with nonzero con-
tributions) for which we can compare the SSI and the VSI
approach. This yields 2060 selected hours in 2019. We then
extracted the PBLH at Heidelberg from the WRF–STILT
simulation and divided these events into two PBLH regimes
(PBLH< 500 and PBLH> 500 m). The PBLH< 500 m sit-
uations are predominantly nighttime situations, and those at
PBLH> 500 m are mainly daytime situations (in 2019, 84 %
of the nighttime hours have a PBLH< 500 m and 75 % of the
daytime situations have a PBLH> 500 m).

Figure 7a (7b) shows the mean ffCO2 contributions from
the individual pseudo power plants vs. their distances from
Heidelberg when the SSI (VSI) approach is used. Events
were separated into situations when the PBLH in Heidelberg
was smaller than 500 m (red dots) or larger than 500 m (blue
dots). The mean ffCO2 contribution differences between the
SSI and VSI approach (SSI minus VSI) for the individual
pseudo power plants are shown in Fig. 7c. It is obvious that

https://doi.org/10.5194/gmd-15-5391-2022 Geosci. Model Dev., 15, 5391–5406, 2022



5400 F. Maier et al.: Effects of point source emission heights

Figure 7. Mean ffCO2 contributions from pseudo power plants, which were placed at distances between 5 and 200 km from the observation
site Heidelberg at 30 m (a–c) and at a virtual 200 m height (d–f). Shown are the results from the SSI (a and d) and VSI approach when
using the TNO public power (energy) profile (b and e), as well as the mean difference between the SSI and VSI ffCO2 contributions (c
and f). From all hours in 2019, only those situations were selected for which each pseudo power plant grid cell is hit by at least 1 of the
100 back-trajectories, which were calculated for each hour. These selected hours are then divided into two planetary boundary layer height
(PBLH) regimes (blue and red) and averaged. For this, we always used the PBLH at the Heidelberg measurement site at the time when the air
parcels from the power plants arrived in Heidelberg. In (f), negative values are indicated with red (PBLH< 500 m) and blue (PBLH> 500 m)
arrows.

the mean ffCO2 contributions from the power plants decrease
with increasing distance from the observation site in both
modelling approaches. This can be explained by the disper-
sion of the power plant plumes and the associated dilution. To
restrict the mean ffCO2 contribution from these power plants
to below 0.1 ppm, the observation site should be more than
100 km (SSI) or 50 km (VSI) away from this power plant.
This is in line with the ICOS recommendations that suggest a
distance of at least 40 km from strong anthropogenic sources
(ICOS RI, 2020). Figure 7a shows that the SSI approach
yields larger contributions for stable PBLH< 500 m situa-
tions compared to (daytime) situations with PBLH> 500 m.
Since in the SSI approach the emissions are homogeneously
mixed into the bottom half of the PBL, the smaller mix-
ing volume during PBLH< 500 m situations leads to larger
ffCO2 concentrations. This is what we have already seen
from our daytime and nighttime simulations of real-world
ffCO2 (see Fig. 5). The reduction of the ffCO2 contributions
with increasing PBLH could be seen as an increased ver-
tical dispersion of the power plant plumes. In the “pseudo
power plant experiment” the VSI approach shows the same
behaviour as the SSI approach with larger ffCO2 contribu-
tions during stable PBLH< 500 m situations for most power
plants, which can also be explained by less dispersion of the
power plant plumes. However, there is one exception in the

VSI approach. The power plant with a 5 km distance yields
lower ffCO2 contributions during stable PBLH< 500 m con-
ditions than during PBLH> 500 m situations (in contrast to
the SSI approach). A possible explanation is that during sta-
ble PBL conditions the mixing is too weak to transport the
emissions from the power plant stack down to the sampling
height at 30 m within the time the air mass needs to travel the
5 km from the power plant to the observation site (see Fasoli
et al., 2018).

Looking at the mean ffCO2 contribution differences
(Fig. 7c) between the two model approaches reveals that for
the 30 m high observation site the SSI approach simulates al-
most 5 ppm larger ffCO2 contributions on average than the
VSI approach for the closest (5 km distance) power plant
during stable conditions. This can be explained by (i) the
large SSI contributions due to the shallow boundary layer
and (ii) the low VSI contributions due to suppressed down-
ward mixing of the power plant plume to the 30 m high
observation site. During PBLH> 500 m situations and for
more distant power plants the mean difference between the
SSI and VSI contributions decreases due to stronger mix-
ing or more time for mixing over the longer air mass travel
time between the power plant and observation site. In both
cases, the assumption in the SSI approach, i.e. an instanta-
neous and homogeneous dilution of all power plant emis-
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sions in the bottom half of the PBL, seems to be more jus-
tified than during PBLH< 500 m situations and for power
plants very close to the measurement site. Further, the dif-
ference between PBLH< 500 m and PBLH> 500 m situa-
tions decreases with distance to the power plants. One rea-
son for this could be that, due to the longer travel time (e.g.
> 12 h for the furthest power plant during wind velocities
of < 5 m s−1), a power plant plume arriving at nighttime in
Heidelberg was still well mixed over a large boundary layer
during the previous day.

Since ICOS tower stations have most of their air inlets
above 30 m a.g.l. (typically between 30 and 250 m), we also
investigated the behaviour of the SSI and VSI approach for
a virtual Heidelberg sampling height at 200 m a.g.l. The re-
sults are shown in Fig. 7d–f. In contrast to the 30 m air inlet,
for the 200 m air inlet the SSI approach shows less enhance-
ments compared to the VSI approach during stable condi-
tions and for power plants very close by. Whereas for ex-
ample the closest 5 km distant power plant leads to an SSI
minus VSI ffCO2 difference of 4.9 ppm in the case of the
30 m air inlet, this difference is reduced to 0.6 ppm in the
case of the 200 m air inlet. This means that the SSI contri-
bution in the case of the 30 m air inlet is 17.4 times larger
than the VSI contribution. In the case of the 200 m air in-
let, the SSI contribution from the closest power plant is only
1.8 times larger during PBLH< 500 m situations. This could
be explained by situations with very stable conditions (with
for PBLH< 200 m), when the sampling height at 200 m a.g.l.
is above the PBL and hardly sensitive to emissions that are
mixed within the bottom half of the PBL (in the SSI ap-
proach). In contrast, the VSI approach yields larger ffCO2
contributions from nearby power plants compared to the case
with the 30 m sampling height, since the sampling height
(200 m a.g.l.) is now closer to the effective emission height.
Consequently, the 200 m sampling height shows (in contrast
to the 30 m sampling height) on average lower ffCO2 contri-
bution differences between SSI and VSI approach, especially
for contributions from very close power plants and during
stable PBL situations.

4 Discussion

4.1 Effects of emission uncertainties on the comparison
between observed and modelled ffCO2 in
Heidelberg

The model–data mismatch presented in Fig. 4 depends not
only on the representation of atmospheric transport and the
handling of point source emissions but also on uncertain-
ties in the emission inventory. Since we interpret the model–
data mismatch difference for the evaluation of the SSI and
VSI approach, we need to ensure that it is not caused by
incorrect area or point source distribution or temporal pro-
files in the emission inventory. If, for example, the nocturnal

point source emissions were overestimated in the inventory,
we would consider the VSI approach to yield better agree-
ment with observations for the wrong reason. Therefore, we
first want to discuss uncertainties in the inventory and assess
which theoretical overestimation in the inventory would be
needed to generate the apparent improvement of the model–
data mismatch going from SSI to the VSI approach. Super
et al. (2020) identified four sources of uncertainties in the
high-resolution TNO inventory: (1) uncertainties in the na-
tional activity data, (2) uncertainties in the emission factors,
which quantify the ffCO2 emissions that are released per
unit of activity and are related to the carbon content of the
fuels, (3) uncertainties in the spatial distribution of the na-
tional emissions, which rely on spatial proxies like popula-
tion or traffic density and finally (4) uncertainties in the tem-
poral profiles of emissions. Super et al. (2020) used a Monte
Carlo approach to produce 10 high-resolution TNO inven-
tory ensembles for the annual emissions in 2015 by incorpo-
rating uncertainties (1) to (3) for the area sources. They re-
gard the point source emission uncertainties as quite low and
thus excluded them from the Monte Carlo simulations. For
a 200km× 200km area around Heidelberg, the annual total
ffCO2 area source emission calculated from the 10 emission
grid realisations spreads by about±3%. Based on the results
of Super et al. (2020), we may thus assume a very low un-
certainty for the area and point sources, which could not ex-
plain the observed differences in the model–data mismatch
between SSI and VSI.

In a thought experiment we tested how much we would
have to change the actual point source emissions so that SSI
and VSI approach lead to a similarly good agreement with
observations during nighttime. In Fig. 8 we show that the
point source emissions would have to be reduced by as much
as 70 % during nighttime to show a similar model–data mis-
match for the SSI approach to that of the VSI approach. Such
large point source emission uncertainties are unrealistic and
unexpected. Based on these considerations, we conclude that
it is highly unlikely that the improved model–data mismatch
of the nocturnal VSI approach is due to biases in the tem-
poral profile of the emissions. The improvement in the VSI
approach can therefore be attributed to the different vertical
representation of the point sources.

4.2 Representation of nearby point source emissions in
models

Typically, flask samples for model–observation comparisons
or inversions are collected in the afternoon during well-
mixed conditions when the atmospheric transport and mixing
processes can be best simulated (Geels et al., 2007). How-
ever, the inclusion of nighttime observations into inversion
modelling frameworks would drastically increase the num-
ber of observational data that could be used to optimise emis-
sions and could help draw conclusions about the mixture and
the diurnal emission profiles of source sectors that are more
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Figure 8. Root-mean-square deviation (RMSD) between measured and modelled ffCO2 concentrations of 2-week integrated afternoon (a)
and nighttime (b) 114CO2 samples collected during July 2018 and June 2020 in Heidelberg (HEI) at 30 m a.g.l. for the surface (SSI, in
orange) and volume source influence (VSI, in red) approaches for different relative changes in the TNO point source emissions. A relative
change of −1 means that all point source emissions are switched off, and a relative change of +1 means that the actual emissions of all point
sources are doubled. For instance, the actual point source emissions would have to be decreased by about 70 % (corresponds to −0.7 on the
x axis), and thus SSI and VSI approach lead to a similar RMSD for nighttime situations. The dashed lines show the additional impact of a
TNO area source emission uncertainty of±3% (see Super et al., 2020) on the RMSD between measured and modelled ffCO2 concentrations.

active during night or in the morning and evening hours. The
exploitation of nighttime observations in inverse modelling
studies relies on the model’s ability to realistically repro-
duce stable nocturnal boundary layers. Here, we discuss the
effect of point source emission heights on the model–data
mismatch, especially during nighttime, and assess when and
where the volume source influence approach should be ap-
plied.

The pseudo power plant experiment yields a mean SSI mi-
nus VSI contribution difference between about 0.5 ppm (for
a 15 km distant power plant) and 4.9 ppm (for a 5 km dis-
tant power plant) during stable conditions with low PBLHs.
Since the Heidelberg measurement site is surrounded by
several point sources, some of them emitting more than
106 t CO2 yr−1 (see Fig. 2), we decided to apply the VSI ap-
proach to all point sources within a 200km× 200km area
around Heidelberg and use the SSI approach for the point
sources further away, where we expect only small differ-
ences between the VSI and SSI approach. The ffCO2 re-
sults for the 2-week integrated nighttime samples showed
that the model–data mismatch could already be reduced by
about 3 ppm (RMSD= 3.4 ppm) when using this VSI ap-
proach for nearby point sources instead of the standard SSI
approach (RMSD= 6.3 ppm). During well-mixed conditions
the pseudo power plant experiment showed smaller differ-
ences between the VSI and SSI approach, which can also be
seen in the ffCO2 results for the 2-week integrated afternoon
samples, where the VSI approach and the SSI approach dif-
fer by merely ca. 1 % (both approaches lead to an RMSD of
about 3.7 ppm). Thus, we strongly recommend the applica-
tion of the VSI approach for measurement sites with sam-

pling heights typically within the nocturnal boundary layer
and with nearby point sources so that also nighttime obser-
vations could be used, e.g. for a model–observation compar-
ison. However, the VSI approach is accompanied by larger
computational costs since the volume influence field v must
be calculated for each height interval. In contrast, in the SSI
approach only one surface influence field f must be calcu-
lated (see Sect. 2.2). To save computational power we there-
fore suggest that the VSI approach only be used for nearby
point sources and to use the SSI approach for more distant
point sources where both model approaches lead to simi-
lar results. Depending on the distribution and the emission
strength of the point sources around the measurement site
and the intake height of the measurement site, the results
from the pseudo power plant experiment can help to decide
for which point sources the VSI approach should be applied.
From this experiment it follows that the SSI minus VSI dif-
ferences are substantial for low intake heights (e.g. 30 m) and
power plants within a radius of 5 to 15 km. When averaged
over the two PBLH regimes (< 500 and > 500 m), these dif-
ferences come to 3.9 and 0.5 ppm respectively, equivalent
to a 12- or 2-fold increase in the absolute VSI contribution
for a point source emitting 1 MtCO2 yr−1. Such a station and
point source configuration is realistic for urban observations.
For ICOS-like background stations, which should typically
be located 50 km from point sources, the SSI minus VSI dif-
ference is less than 0.1 ppm and thus even less than the World
Meteorological Organization (WMO) compatibility goal for
CO2 (WMO, 2018).

Since the 14CO2 samples are collected at many ICOS sta-
tions from a higher intake, we performed the pseudo power
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plant experiment also for a (virtual) Heidelberg observation
site at 200 m a.g.l. (where we do not have real measure-
ments). The results show that for nearby power plants the
mean SSI minus VSI contribution differences are roughly an
order of magnitude smaller than in the case of the obser-
vation site at 30 m a.g.l. However, one has to keep in mind
that although the SSI minus VSI contribution differences are
smaller in the case of the 200 m high observation site, the
SSI approach does not represent the atmospheric transport
processes any better than in the case of the observation site
at 30 m a.g.l. It simply means that the 200 m intake height
is less sensitive to the bottom half of the PBL during sta-
ble conditions, which leads to less overestimations for the
SSI compared to the VSI approach. The randomness of the
SSI contributions becomes immediately clear if one consid-
ers the 15 and 20 km distant power plant. Here, the SSI ap-
proach yields even smaller contributions than the VSI ap-
proach during stable conditions. Moreover, the 200 m intake
height is vertically closer to the effective emission height
of the power plants, which leads to larger VSI contributions
compared to the 30 m level. These two circumstances cause
the smaller mean SSI minus VSI contribution differences for
nearby point sources in the case of the 200 m level. The mean
SSI minus VSI contribution difference for a 106 t CO2 yr−1

emitting point source is below 0.1 ppm if the point source
is at least 10 km away from the measurement site. However,
one has to keep in mind that this absolute difference in SSI
minus VSI contribution increases linearly with the emission
strength of the point sources. Thus, for ICOS-like stations
and point sources at least 10 km away, the SSI approach again
seems to be well suited when there is enough time for mixing
throughout the PBL and the SSI assumptions are justified.

Inaccurate representation of point source emissions from
stacks is not limited to Lagrangian models but is found in
many Eulerian modelling setups as well. Super et al. (2017)
investigated how well a Eulerian model (WRF–Chem) alone,
as well as in combination with a Gaussian plume model,
agrees with CO2 and CO mixing ratios at an urban site in
the Netherlands. In the case of the Eulerian model, the point
source emissions are distributed over the different vertical
model levels according to the emission height profiles shown
in Fig. 3, which is rather similar to the VSI approach we used
in WRF–STILT. The Gaussian plume model is able to repre-
sent the exact emission stack heights and improves the de-
scription of the transport and dispersion of the point source
plumes, which in the case of Eulerian models are instantly
mixed within individual grid boxes (Super et al., 2017). The
authors could show that both the exact representation of the
stack heights and the more appropriate description of the
plume dispersion will lead to a better agreement to the obser-
vations in the case of the WRF–Chem model in combination
with the Gaussian plume model. Therefore, they recommend
to treat all large point source emissions within a 10 km radius
around the observation site with such a plume model.

5 Conclusions

In this study we used a 2-year record of afternoon and night-
time 2-week integrated 14C-based ffCO2 measurements con-
ducted in Heidelberg at 30 m a.g.l. to examine the perfor-
mance of the standard STILT surface source influence (SSI)
approach. We find that it is almost twice as good for af-
ternoon situations (RMSD= 3.7 ppm) than for the night-
time situations (RMSD= 6.3 ppm) when comparing mod-
elled and observed ffCO2 concentrations. The lower perfor-
mance during the night could be explained by the large over-
estimation of the contributions from nearby point sources.
We therefore introduced an alternative modelling approach
– the volume source influence (VSI) approach – which is
able to represent the emission height and the plume rise
of the point source emissions more correctly. With this ap-
proach, the performance of STILT is similar for the after-
noon (RMSD= 3.7 ppm) and nighttime samples (RMSD=
3.4 ppm).

We further investigated the behaviour of the SSI and VSI
approach for point sources at different distances to the mea-
surement site and under different atmospheric conditions.
For this we performed a pseudo power plant experiment by
modelling the ffCO2 contributions from 12 virtual power
plants with distances between 5 and 200 km from the ob-
servation site and annual emissions of one million tonnes
of CO2. This model experiment could confirm what we al-
ready observed in the model–observation comparison of the
2-week integrated samples, namely that the standard SSI ap-
proach leads to strong overestimations compared to the VSI
approach given stable atmospheric conditions with low plan-
etary boundary layer heights, especially for point sources
close to the observation site. For instance, point sources with
a distance between 5 and 15 km from the observation site
lead to a mean SSI minus VSI difference of 3.9 to 0.5 ppm
ffCO2, which is 12 to 2 times larger than the mean VSI ffCO2
contribution from these point sources. Thus, we strongly rec-
ommend the use of the VSI approach for these close-by
point sources when modelling their ffCO2 contribution at
low-altitude measurement sites. For ICOS-like background
stations, which should typically be located more than 50 km
away from point sources, the mean SSI minus VSI difference
reduces to below 0.1 ppm. We also performed this model ex-
periment for a virtual observation site with a 200 m sampling
height, which is more comparable to the uppermost measure-
ment height of typical ICOS stations. Here, the mean contri-
bution differences between the SSI and VSI approaches for
nearby point sources are smaller compared to those at the
30 m sampling height because the 200 m height is less sensi-
tive to the bottom half of the PBL during very stable situa-
tions (leading to smaller SSI contributions) and is vertically
closer to the effective power plant emission height (leading to
larger VSI contributions). Whereas for low sampling heights
the VSI approach is strongly recommended to model con-
tributions from nearby point sources in order to avoid large
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overestimations (on the order of several parts per million for
ffCO2) during stable conditions, we also suggest the use of
the VSI approach in the case of sampling heights well above
the nocturnal boundary layer since it is the physically more
correct approach for these situations with suppressed mixing.
The contributions from more distant point sources are gener-
ally smaller and also the assumptions in the SSI approach
seem to be more justified for longer air mass travel times
between the point source and observation site and during un-
stable atmospheric conditions. This explains the smaller dif-
ferences between the SSI and VSI approach for these situ-
ations. Depending on the atmospheric conditions, the sam-
pling height, the distance to the point source and the emission
strength of the point source, the results of our pseudo power
plant experiment can be used to assess the contribution of
the point source in both modelling approaches. Then one can
decide if the SSI approach is sufficient (e.g. for distant point
sources with lower emissions or during unstable conditions)
or if the VSI approach is the better alternative.

Whereas the modelling of transport and mixing processes
is still challenging during nighttime, we showed with this
study that using the VSI approach for nearby point sources
will greatly reduce the overestimations of contributions from
nearby point source emissions during periods with low
PBLH, especially for low-altitude measurement sites. There-
fore, this approach could possibly be a first step towards the
usage of nighttime observations for modelling purposes in
STILT. A further inevitable step towards the exploitation of
nighttime observations in models is the realistic representa-
tion of stable nocturnal boundary layers and their erosion in
the morning hours. Moreover, we want to underline the im-
portance of having an inventory containing the effective point
source emission heights for the whole globe, which is a pre-
requisite for applying this VSI approach also outside Europe.
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berg and the outcome of the pseudo power plant experi-
ment are available at the Heidelberg University data depository
(https://doi.org/10.11588/data/CK3ZTX, Maier et al., 2021). The R
script (“volume.infl.ffco2.timeres.r”) to calculate ffCO2 contribu-
tions from point sources and the used trajectory information calcu-
lated with WRF–STILT and the TNO point source emissions around
Heidelberg can be found at https://doi.org/10.5281/zenodo.5911518
(Maier et al., 2022). To calculate the trajectories for other locations
or times, one has to download the full STILT model, which is avail-
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repository.
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