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Abstract. In climate models, subgrid parameterizations of
convection and clouds are one of the main causes of the bi-
ases in precipitation and atmospheric circulation simulations.
In recent years, due to the rapid development of data sci-
ence, machine learning (ML) parameterizations for convec-
tion and clouds have been demonstrated to have the poten-
tial to perform better than conventional parameterizations.
Most previous studies were conducted on aqua-planet and
idealized models, and the problems of simulation instability
and climate drift still exist. Developing an ML parameteriza-
tion scheme remains a challenging task in realistically con-
figured models. In this paper, a set of residual deep neural
networks (ResDNNs) with a strong nonlinear fitting ability
is designed to emulate a super-parameterization (SP) with
different outputs in a hybrid ML–physical general circula-
tion model (GCM). It can sustain stable simulations for over
10 years under real-world geographical boundary conditions.
We explore the relationship between the accuracy and stabil-
ity by validating multiple deep neural network (DNN) and
ResDNN sets in prognostic runs. In addition, there are sig-
nificant differences in the prognostic results of the stable
ResDNN sets. Therefore, trial and error is used to acquire
the optimal ResDNN set for both high skill and long-term
stability, which we name the neural network (NN) param-
eterization. In offline validation, the neural network param-
eterization can emulate the SP in mid- to high-latitude re-
gions with a high accuracy. However, its prediction skill over
tropical ocean areas still needs improvement. In the multi-
year prognostic test, the hybrid ML–physical GCM simu-

lates the tropical precipitation well over land and signifi-
cantly improves the frequency of the precipitation extremes,
which are vastly underestimated in the Community Atmo-
spheric Model version 5 (CAM5), with a horizontal reso-
lution of 1.9◦× 2.5◦. Furthermore, the hybrid ML–physical
GCM simulates the robust signal of the Madden–Julian oscil-
lation with a more reasonable propagation speed than CAM5.
However, there are still substantial biases with the hybrid
ML–physical GCM in the mean states, including the tem-
perature field in the tropopause and at high latitudes and the
precipitation over tropical oceanic regions, which are larger
than those in CAM5. This study is a pioneer in achieving
multi-year stable climate simulations using a hybrid ML–
physical GCM under actual land–ocean boundary conditions
that become sustained over 30 times faster than the target SP.
It demonstrates the emerging potential of using ML parame-
terizations in climate simulations.

1 Introduction

General circulation models (GCMs) have been widely used
to study climate variability, prediction, and projections. De-
spite decades of GCM development, most GCMs continue
to suffer from many systematic biases, especially in low-
latitude regions. The prominent tropical bias of most cur-
rent GCMs is referred to as the double Intertropical Con-
vergence Zone (ITCZ) syndrome, which is characterized by
two parallel zonal bands of annual precipitation straddling
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the Equator over the central and eastern Pacific (Lin, 2007;
Zhang et al., 2019). Convectively coupled equatorial waves
and the Madden–Julian oscillation (MJO), which are char-
acterized by eastward-propagating convective cloud clusters,
are also not well simulated by GCMs (Ling et al., 2017; Cao
and Zhang, 2017).

Many studies have attributed most of these biases to de-
ficiencies in the parameterization schemes for atmospheric
moist convection and cloud processes in the current GCMs
(Zhang and Song, 2010; Cao and Zhang, 2017; Song and
Zhang, 2018; Zhang et al., 2019). Cloud-related processes
span a large range of spatial scales, from micrometer-scale
cloud nucleation to meter-scale turbulence and from indi-
vidual convective cells and organized convective systems,
which are a few kilometers to hundreds of kilometers in size,
to tropical disturbances, which have a spatial scale of thou-
sands of kilometers. They directly influence the radiation bal-
ance and hydrological cycle of the Earth system and interact
with the atmospheric circulation, affecting the transport and
distribution of energy (Emanuel et al., 1994). Therefore, it
is very important to simulate the cloud and convection pro-
cesses in GCMs correctly. However, the GCMs that are cur-
rently used for climate simulations have a horizontal resolu-
tion of∼ 100 km and a vertical hydrostatic coordinate. Thus,
in most GCMs, in addition to parameterized cloud micro-
physics, convection and its influence on atmospheric circula-
tion are represented by convective parameterization schemes,
which are usually based on simplified theories, limited obser-
vations, and empirical relationships (Tiedtke, 1989; Zhang
and McFarlane, 1995; Lopez-Gomez et al., 2020). These
schemes regard convective heat and moisture transport as
the collective effects of idealized individual kilometer-scale
convective cells. They cannot represent the effects of many
complicated convective structures, including organized con-
vective systems, which leads to large uncertainties and biases
in climate simulations (Bony et al., 2015).

In contrast, cloud-resolving models (CRMs) have long
been used to simulate convection. Because CRMs have
higher horizontal and vertical resolutions and can explic-
itly resolve the thermodynamic processes involved in con-
vection, they simulate convection more accurately, includ-
ing convective organization (Feng et al., 2018). In recent
years, CRMs have been used for super-parameterization (SP)
in low-resolution GCMs and have replaced conventional cu-
mulus convection and cloud parameterization schemes. The
most commonly used SP model is the super-parameterized
Community Atmosphere Model (SPCAM) developed by
the National Center for Atmospheric Research (NCAR)
(Grabowski and Smolarkiewicz, 1999; Grabowski, 2001,
2004; Khairoutdinov and Randall, 2001; Randall et al., 2003;
Khairoutdinov et al., 2005). Compared with conventional cu-
mulus convection and cloud parameterization schemes, SP-
CAM performs better in simulating mesoscale convective
systems, diurnal precipitation cycles, monsoons, the precipi-
tation frequency distribution, and the MJO (Khairoutdinov et

al., 2005; Bretherton et al., 2014; Jiang et al., 2015; Jin and
Stan, 2016; Kooperman et al., 2016). However, when using a
2-D CRM for SP, the improvement of the climate mean states
is not obvious (Khairoutdinov et al., 2005). In addition, SP-
CAM requires far more computing resources (i.e., an order of
magnitude or more) than a Community Atmosphere Model
(CAM) with the same resolution. Thus, the use of SPCAM
in long-term climate simulations and ensemble predictions
is restricted by the current computing resources. Developing
novel and computationally efficient schemes for convection
and cloud processes is highly desired in GCM development.

In the last 5 years, the rapid development of machine learn-
ing (ML) techniques, especially deep-learning techniques
such as neural networks (NNs), has provided novel ap-
proaches to constructing parameterization schemes. Machine
learning can identify, discover, and model complex nonlinear
relationships that exist in large datasets. Several studies have
used ML methods to develop convection and cloud param-
eterization schemes (e.g., Gentine et al., 2018; Rasp et al.,
2018). These studies followed a similar approach. The first
step is to derive a target dataset from a reference simulation,
which is later used to train the ML models. Following this,
the trained ML models are often evaluated offline against
other independent reference simulations, and they are finally
implemented in a GCM to replace the conventional parame-
terization schemes.

Krasnopolsky et al. (2013) first proposed a proof of con-
cept for developing convection parameterization based on
the NN technique. Specifically, an ensemble of shallow NNs
was applied to learn the convective temperature and moisture
tendencies, and the training data for the CRM simulations
was forced using observations in the tropical western Pacific.
The resulting convective parameterization scheme was able
to simulate the main features of the clouds and precipita-
tion in the NCAR CAM4 diagnostically. However, the key
issue of prognostic validation in 3-D GCMs has not been ad-
dressed. Recent studies have investigated ML parameteriza-
tions in prognostic mode in simplified aqua-planet GCMs.
For example, Rasp et al. (2018) developed a fully connected
deep NN (DNN) to predict convection and clouds, which
was trained using data from an aqua-planet SPCAM. The
DNN-based parameterization was then implemented in the
corresponding aqua-planet CAM and produced multi-year
prognostic results that were close to the SPCAM data. For
this DNN-based parameterization, Rasp (2020) found that
minor changes, either to the training dataset or to the in-
put/output vectors, can lead to model integration instabili-
ties. Brenowitz and Bretherton (2019) fitted a DNN for con-
vection and clouds to the coarse-grained data from a near-
global aqua-planet cloud-resolving simulation using the Sys-
tem for Atmospheric Modeling (SAM). The NN scheme was
then tested prognostically in a coarse-grid SAM. Their re-
sults showed that non-physical correlations were learned by
the network, and the information in the upper levels obtained
from the input data had to be removed to produce stable
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long-term simulations. Rather than using NNs, Yuval and
O’Gorman (2020) used the random forest algorithm to de-
velop an ML parameterization based on training data from
a high-resolution idealized 3-D model with a setup on the
equatorial beta plane. They used two independent random
forests to separately emulate different processes. Later, Yu-
val et al. (2021) ensured the physical constrains by using an
NN parameterization with a special structure to predict the
subgrid fluxes instead of tendencies. Both methods achieved
stable simulations for coarse resolution aqua-planet GCMs.
To determine why some methods can achieve stable prog-
nostic simulations and others cannot. Brenowitz et al. (2020)
also proposed methods for interpreting and stabilizing ML
parameterization for convection. In their study, a wave spec-
tra analysis tool was introduced to explain why the ML cou-
pled GCMs blew up.

In real-world climate models with varying underlying sur-
faces, convection and clouds are more diverse under differ-
ent climate backgrounds, which makes the task of develop-
ing ML-based parameterizations more complicated. A few
earlier studies demonstrated the feasibility of using neural
networks to emulate cloud processes in real-world models.
Han et al. (2020) used a 1-D deep residual convolutional neu-
ral network (ResNet) to emulate moist physics in SPCAM.
This ResNet-based parameterization fit the targets with a
high accuracy and was successfully implemented in a sin-
gle column model. Mooers et al. (2021) developed a high-
skill DNN using an automated ML technique and forced an
offline land model using DNN-emulated atmospheric fields.
However, neither of these studies tested their NNs prognos-
tically for long-term simulations. Similar to the idea of us-
ing several NNs for different processes proposed by Yuval
and O’Gorman (2020), in this study a set of NNs was used
to emulate convection and cloud processes in SPCAM with
the actual global land–ocean distribution. We used the resid-
ual connections of Han et al. (2020) to acquire super deep
neural networks with a great nonlinear fitting ability. Fur-
thermore, we conducted systematic trial-and-error analysis
to filter out unstable NN parameterizations and to obtain the
best residual deep neural network (ResDNN) set in terms of
both accuracy and long-term stability. The NN parameteri-
zation scheme was then implemented in a realistically con-
figured CAM to obtain long-term stable simulations. NNs
are commonly implemented using high-level programming
languages such as Python and deep-learning libraries. How-
ever, GCMs are mainly written in Fortran, making integrating
them with deep-learning algorithms inconvenient. Therefore,
we introduced an NN–GCM coupling platform in which NN
models and GCMs can interact through data transmission.
This coupling strategy facilitates the development of ML–
physical hybrid models with a high flexibility. Under real
geographic boundary conditions, we achieved more than 10-
year-long stable climate simulations in Atmospheric Model
Intercomparison Project (AMIP)-style experiments using a
hybrid ML–physical GCM. The simulation results exhibited

some biases in the mean climate fields, but they successfully
reproduced the variability in SPCAM. To our knowledge, this
is the first time a decade-long stable real-world climate sim-
ulation has been achieved using an NN-based parameteriza-
tion.

The remainder of this paper is organized as follows. Sec-
tion 2 briefly describes the model, the experiments, the NN
algorithm, and the NN–GCM coupling platform. Section 3
analyzes the simulation stability of the GCM using neural
network parameterizations (NNCAM). Section 4 presents the
offline validation of the NN scheme, focusing on the out-
put temperature and moisture tendencies. The results of the
multi-year simulations conducted using the NN parameteri-
zation scheme are presented in Sect. 5. A summary and the
conclusions are presented in Sect. 6.

2 Methods and data

In this study, we chose SPCAM as the reference model to
generate the target simulations. A set of NNs was trained
using the target simulation data and optimized hyperpa-
rameters. Following this, they were organized as a subgrid
physics emulator and were implemented in SPCAM, replac-
ing both the CRM-based SP and the radiation effects of
the CRM. This NN-enabled GCM is hereinafter referred to
as NNCAM.

2.1 SPCAM setup and data generation

The GCMs used in this study were the CAM5.2 developed by
the National Center for Atmospheric Research and its super-
parameterized version SPCAM (Khairoutdinov and Randall,
2001; Khairoutdinov et al., 2005). A complete description of
CAM5 has been given by Neale et al. (2012). The dynamic
core of CAM5 has a horizontal resolution of 1.9◦× 2.5◦ and
30 vertical levels with a model top at about 2 hPa. To repre-
sent moist processes, CAM5 adopts a plume-based treatment
for shallow convection (Park and Bretherton, 2009), a mass-
flux parameterization scheme for deep convection (Zhang
and McFarlane, 1995), and an advanced two-moment rep-
resentation for microphysical cloud processes (Morrison and
Gettelman, 2008; Gettelman et al., 2010). In the AMIP ex-
periments we conducted, CAM5 was coupled to the Com-
munity Land Model version 4.0 land surface model (Oleson
et al., 2010), and the prescribed sea surface temperatures and
sea ice concentrations were used.

In this study, SPCAM was used to generate the training
data. In SPCAM, a 2-D CRM was embedded in each grid
column of the host CAM as the SP. The 2-D CRM contained
32 grid points in the zonal direction and 30 vertical levels
that were shared with the host CAM. The CRM handled the
convection and cloud microphysics and replaced the conven-
tional parameterization schemes. The radiation was calcu-
lated on the CRM subgrids in order to include the cloud–
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radiation interactions at the cloud scale (Khairoutdinov et al.,
2005). Under a realistic configuration, the planetary bound-
ary layer processes, orographic gravity wave drags, and the
dynamic core were computed on the CAM grid. One concep-
tual advantage of using SPCAM as the reference simulation
is that the subgrid- and grid-scale processes are clearly sepa-
rated, which makes it easy to define the parameterization task
for an ML algorithm (Rasp, 2020).

2.2 NN parameterization

2.2.1 Datasets

The NN parameterization is a deep-learning emulator of the
SP and its cloud-scale radiation effects in SPCAM. There-
fore, the inputs of this emulator are borrowed from the SP
input variables, such as the grid-scale state variables and
forcings, including the specific humidity qv, temperature
T , large-scale water vapor forcing

(
∂qv
∂t

)
ls

, and temperature

forcing
(

∂T
∂t

)
ls. Additionally, we selected the surface pressure

Ps and solar insolation (SOLIN) at the top of the model from
the radiation module. The outputs of the NN parameteriza-
tion are subgrid-scale tendencies of the moisture

(
∂qv
∂t

)
and

dry static energy
(

∂s
∂t

)
at each model level. It should be noted

that
(

∂s
∂t

)
is the sum of the heating from the moist processes

in the SP and the heating from the SP radiation (shortwave
heating plus longwave heating). To complete the emulation
of the cloud radiation process, apart from the commonly used
net shortwave and longwave radiative fluxes at both the sur-
face and the top of the atmosphere (TOA) (Rasp et al., 2018;
Mooers et al., 2021), it is essential to include direct and dif-
fuse downwelling solar radiation fluxes as output variables in
order to force the coupled land surface model. Specifically,
they are the solar downward visible direct to surface (SOLS),
solar downward near-infrared direct to surface (SOLL), so-
lar downward visible diffuse to surface (SOLSD), and solar
downward near-infrared diffuse to surface (SOLLD) fluxes.
In the end, the precipitation is derived from column integra-
tion of the predicted moisture tendency to ensure basic water
conservation.

The large-scale forcings were often not included in previ-
ous studies that used an aqua-planet configuration. However,
under a realistic configuration, such forcings are composed
of the dynamics and the planetary boundary layer diffusion,
and thus they carry critical information about the complex
background circulations and surface conditions. Similarly,
the downwelling solar radiation fluxes with direct separation
versus diffusion record the solar energy received by the cou-
pled surface model for different land cover types and pro-
cesses (Mooers et al., 2021). If they are not included, the land
surface is not heated by the sun, which seriously weakens the
sea and land breeze and monsoon circulations. In this study,
we used the vertical integration of the NN-predicted moisture
tendency as an approximation of the surface precipitation,

which has also been used in previous studies (e.g., O’Gorman
and Dwyer, 2018; and Han et al., 2020). In the offline vali-
dation test, we observed negative precipitation events (27 %
occurrence in 1 year of results). Nonetheless, 93 % of the
negative precipitation events had a magnitude of less than
1 mm d−1. In the online prognostic runs, reasonable rain-
fall results (more details will be provided in Sect. 5) were
achieved using this approximation scheme.

Table 1 lists the input and output variables and their nor-
malization factors. There are 30 model levels for each pro-
file variable. Therefore, the input vector consists of 122 ele-
ments for four profile variables and two scalars, while the 68-
element output vector is composed of two profiles and eight
scalars. All of the input and output variables are normalized
to ensure that they are of the same magnitude before they are
input into the NN parameterization for the training, testing,
and prognostic model validation. It should be noted that each
variable is normalized as a whole at all levels. The normal-
ization factor for each variable shown in the supplemental
codebase was determined by the maximum of its absolute
value.

The training dataset used by all of the considered NNs con-
sisted of 40 % of the temporally randomly sampled data from
the 2-year SPCAM simulation from 1 January 1997 to 31 De-
cember 1998. It should be noted that random sampling was
only done in the time dimension and not in the latitude and
longitude dimensions, including all 13 824 samples from the
global grid points for each selected time step. To avoid any
mixing or temporal connection between the training set and
the offline validation set, we randomly sampled 40 % of the
time steps from the SPCAM simulation in 2000 to produce
the offline validation set used for the sensitivity test.

2.2.2 A ResDNN set

During the development of the NN parameterization scheme,
it was found that when different variables are used as the
output of the neural network, the difficulty of the training
is quite different. In particular, the neural network’s ability
to fit the radiation heating and scalar fluxes is significantly
stronger than the tendencies variables. Gentine et al. (2018)
also reported this, and they found that the coefficient of deter-
mination (R2) of the radiative heating tendency was higher
than that of the moisture tendency at most model levels. We
think that using a single NN with one output to train all of the
variables (i.e., the moisture tendency, dry static energy ten-
dency, and radiation fluxes) is possible to cause mutual in-
terference. Since gradient descending is applied to optimize
the network during the training, mutual interference between
different outputs will cause the gradient directions used for
the descending to cancel out (Yu et al., 2020), which will
ultimately affect the convergence of the network. Thus, we
used three different neural networks with the same hyperpa-
rameters to train the following variables:
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Table 1. Input and output variables. For the inputs, qv (z) is the vertical water vapor profile. T (z) is the temperature profile. dqv l.s. (z) and
dTl.s. are the large-scale forcings of the water vapor and temperature, respectively. Ps is the surface pressure, and Solin is the TOA solar
insolation. For the outputs, dqv(z) and ds(z) are the tendencies of the water vapor and dry static energy due to moist physics and radiative
processes calculated using the NN parameterization. The net longwave and shortwave fluxes at the surface and the TOA are the surface net
longwave flux (FLNS), surface net shortwave flux (FLNT), TOA net longwave flux (FLNT), and TOA net shortwave fluxes (FSNT). The
four downwelling shortwave solar radiation fluxes are the solar downward visible direct to surface (SOLS), solar downward near-infrared
direct to surface (SOLL), solar downward visible diffuse to surface (SOLSD), and solar downward near-infrared diffuse to surface (SOLLD)
fluxes reaching the surface.

Inputs Outputs

qv(z), T (z), dqvls(z), dTls(z), Ps, Solin dqv(z), ds (z), FLNS, FSNS, FLNT, FSNT, SOLS, SOLL, SOLSD, SOLLD

1. the tendency of the moisture,

2. the tendency of the dry static energy,

3. the radiation fluxes at the surface and TOA.

It should be noted that the radiation fluxes include the
net shortwave and longwave radiative fluxes at the surface
(FSNS and FLNS, respectively) and at the TOA (FSNT and
FLNT, respectively) and four solar radiation fluxes (SOLS,
SOLL, SOLSD, and SOLLD). By doing so, we avoided the
gradient cancellation and improved the convergence speed
and fitting accuracy when training the network. As will be
described in Sect. 3.1, when using the same network config-
uration, the radiation fluxes are trained more easily and have
a higher accuracy than the tendencies of the moisture and
temperature. We admit that putting the heating and moisten-
ing rates in two different NNs arbitrarily cuts the physical
connections between them. However, this separation makes
the training easier in the development stage.

In this study, to mimic the column-independent SP and its
radiation effects, the input and output of the NN parameteri-
zation both had to be 1-D vectors. This means that the input
and output of the NN parameterization are much simpler than
those in existing mainstream ML problems, such as image
recognition and text–speech recognition. Thus, it is impossi-
ble to directly apply most of the existing complex neural net-
works. Hornik et al. (1989) demonstrated that a single-layer
neural network can approximate any function. According to
the universal approximation theorem, it is feasible for a DNN
to map from a 122-element 1-D vector to a 1-D vector with a
length of 68, which is what the NN parameterization does.
Therefore, when constructing the NN parametrization, we
first tried to use a DNN for the fitting and introduced residual
connections to extend the DNN in to a ResDNN.

After numerous experiments, we obtained the best hy-
perparameters for the DNN and ResDNN. When training a
fully connected DNN, the hidden layer width of the network
should be set to 512, and the network’s depth should not ex-
ceed 7; otherwise, the convergence of the DNN will be af-
fected. In order to make the neural network capture more
nonlinear information, the fitting ability was enhanced. We
introduces skip connections to extend the 7-layer DNN to a

Figure 1. Schematic diagram of the structure of the ResDNN. It
consists of seven residual blocks, each of which (dashed box) con-
tains two 512-node-wide dense (fully connected) layers with a Rec-
tified Linear Unit (ReLU) (Glorot et al., 2011) as the activation and
a layer jump. The inputs and outputs are discussed in Sect. 2.2.2.

14-layer ResDNN. The network structure of the ResDNN is
shown in Fig. 1. In the training process, both the DNN and
ResDNN use an initial learning rate of 0.001 and a learning
rate decaying strategy for the cosine annealing (Loshchilov
and Hutter, 2016) without dropout and L2 regularization.
Adam (Kingma and Ba, 2014) was chosen as the optimizer
to minimize the mean square errors (MSEs). The specific hy-
perparameter searching space of the DNN and ResDNN is
documented in Table S1 in the Supplement.

Figure 2 shows that the ResDNN fits the data significantly
better than the DNN. We chose ResDNN sets as stable candi-
dates to build the NN parameterization. After obtaining well-
fitted ResDNN sets, the next step is to couple the candidates
into NNCAM one by one for the prognostic tests and to find
the sets that can support a stable simulation. All of the exper-
iments and analyses related to the stability will be introduced
in Sect. 3.

2.2.3 Implementation of NN parameterization

The NN parameterization is implemented into SPCAM to re-
place both the CRM-based super-parameterization and its ra-
diation effects based on the average of the coarse grid. At the
beginning of each time step, NNCAM calls the NN parame-
terization and predicts the moisture tendency

(
∂qv
∂t

)
, the dry
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Figure 2. Fitting accuracies (R2) of both the proposed ResDNN
(solid orange lines) and the DNN (dashed blue lines) for different
outputs. (a) The R2 of the moist static energy changing rate (dh)
versus the training epochs and (b) the fitting accuracy of the average
R2 for the eight radiation fluxes are shown. Note that the R2 values
are calculated for both space and time in the validation dataset.

static energy tendency
(

∂s
∂t

)
from the moist physics and radia-

tive heating, and all of the radiation fluxes at the surface and
the TOA. Following this, the DNN predictions are returned
to NNCAM, and the model states and radiation fluxes are up-
dated. Additionally, the total surface precipitation is derived
from the column integration of the predicted moisture ten-
dency. The near-surface conditions of the atmosphere and the
downwelling radiation fluxes are transferred to the land sur-
face model. After the land surface model and the prescribed
sea surface temperature (SST) are coupled, the host CAM5
performs the planetary boundary layer diffusion and lets its
dynamic core complete a time step integration. In the next
time step, the dynamic core returns the new model states to
the NN parameterization as inputs again. During the entire
process, the NN parameterization and GCM constantly up-
date each other’s status. Determining a way to couple the
NN parameterization with the GCM and to run them effi-
ciently and effectively is the key to the implementation of
NNCAM. To solve these problems, we developed the NN–
GCM coupler, which integrates the NNs into NNCAM. This
process will be introduced in the next section.

2.3 NN–GCM coupler

Deep-learning research mainly uses ML frameworks based
on Python interfaces to train neural network models, and they
are deployed through C++ or Python programs. In contrast,
GCMs are mainly developed in Fortran, which makes it very
challenging to call a neural network model based on a Python
or C++ interface in GCM codes written in Fortran. Solving
the problem of code compatibility between the NN and GCM
can significantly help develop NN-based parameterizations
for climate models.

To implement an NN-based parameterization in the cur-
rent climate models, which are mostly developed in For-
tran, many researchers have attempted to obtain the net-
work parameters (e.g., the weight and bias) from the ML
models and implement the NN models (e.g., DNNs) us-
ing hard coding in Fortran. At the runtime, NNCAM will

call an NN parametrization as a function (Rasp et al., 2018;
Brenowitz and Bretherton, 2019). Recently, some researchers
have developed a Fortran–neural network interface that can
be used to deploy DNNs in GCMs (Ott et al., 2020). This
interface can import neural network parameters from outside
of the Fortran program, and the Fortran-based implementa-
tion ensures that it can be flexibly deployed in GCMs. How-
ever, embedding an NN parameterization in NNCAM is still
a troublesome task, and there is no existing coupling frame-
work to support many of the latest network structures. This
problem prevents researchers from building more powerful
NNs and deploying them in NNCAM.

We developed a coupler to bridge the NN parameteriza-
tion with the host CAM5. Through this coupler, the neu-
ral network can communicate with the dynamic core and
other physical schemes in NNCAM in each time step. When
NNCAM is running (step 1 in Fig. 3), the coupler receives
the state and forcing output from the dynamic core in the
Fortran-based CAM5. For each input variable, we used the
native Message Passing Interface (MPI) interface in CAM5
to gather the data for all of the processes into the master pro-
cess into a tensor. Following this, the coupler transmits the
gathered tensor through the data buffer to the NN parame-
terization running on the same node as the master process
(step 2 in Fig. 3). The NN parameterization obtains the in-
put, infers the outputs, and transmits them back to the cou-
pler. As shown in step 3 in Fig. 3, the coupler writes these
tendencies and radiation fluxes back to the master process
and then broadcasts the data to the CAM5 processes running
on the computing nodes through the MPI transmission inter-
face. Therefore, other parameterizations obtain the predic-
tions from the NN parameterization to complete the follow-
up procedures (step 4 in Fig. 3).

In practice, the NN–GCM coupler introduces a data buffer
that supports a system-level interface, which is accessible
by both the Fortran-based GCM and the Python-based NN
without supplementary foreign codes. This can avoid code
compatibility issues when building ML coupled numerical
models. It supports all mainstream ML frameworks, includ-
ing native PyTorch and TensorFlow. Using the coupler, one
can efficiently and flexibly deploy the deep-learning model
in NNCAM and can even take advantage of the latest devel-
oped neural networks.

All neural network models deployed using the NN–GCM
coupler can support a GPU-accelerated inference to achieve
excellent computing performance. In this study, we ran SP-
CAM and NNCAM on 192 CPU cores. NNCAM also used
two GPUs for acceleration. During the NNCAM runtime,
each time step of NNCAM requires the NN parameteriza-
tion to complete an inference and conduct data communi-
cation with NNCAM. This is a typical high-frequency com-
munication scenario. We evaluated the amount of data (about
20 MB for CAM5 with a horizontal resolution of 1.9◦× 2.5◦)
that needs to be transmitted for each communication and de-
cided to establish a data buffer on a high-speed solid-state
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Figure 3. A flowchart of NNCAM, including the NN–GCM cou-
pler. NNCAM runs in the direction of the arrow, and each box rep-
resents a module. Among them, the NN–GCM coupler is indicated
by the pink box. The NN parameterization is shown in the box on
the right. In step (1), the dynamic core transmits data to the NN–
GCM coupler. In steps (2) and (3), the data communication between
the NN–GCM coupler and the NN parameterization takes place. In
step (4), the host GCM accepts the results from the NN parameteri-
zation.

drive to ensure a balance between performance and compat-
ibility. It takes about 1× 10−2 s to access the data buffer in
each time step, which is enough to support the efficient sim-
ulation of NNCAM. The simulation years per day (SYPD)
of NNCAM based on the NN–GCM coupler represents an
impressive performance improvement. When using 192 Intel
CPU cores, the SYPD of SPCAM is 0.3, the SYPD of CAM5
is 20, and the SYPD of NNCAM is 10. It should be noted that
NNCAM based on the NN–GCM coupler uses an additional
GPU to accelerate the NN parameterization. When the NN–
GCM coupler is not used, the NN parameterization is imple-
mented using Fortran and is accelerated by the Fortran-based
Math Kernel Library and the SYPD is 1.5.

3 A road to stability

3.1 Trial and error

To develop a stable NN parameterization, we propose the
use of a set of three ResDNNs, in which each neural net-
work is responsible for predicting a class of variables (see
Sect. 2.2.2). Ott et al. (2020) demonstrated that there is a neg-
ative correlation between the offline MSE and online stability
when using tendencies as outputs in aqua-planet simulations.
Since we also used tendencies as outputs in the real-world
simulations, we conclude that an NN-based parameterization
that can support long-term integration should have a high ac-
curacy regarding training and validation. As was described in

Figure 4. The mean square error of the offline moist static energy
versus the prognostic steps. The inverted black triangles (the three
inverted black triangles are above the infinity line to avoid over-
lapping) denote stable NN coupled prognostic simulations that last
for more than 10 years. The blue dots denote unstable simulations,
and the blue triangles denote unstable DNNs. The dots with colored
outlines are shown in Fig. 5 for the time evolution of the globally
averaged energy.

Sect. 2.2.2, we tried DNNs first and then extended the DNNs
to ResDNNs to achieve a high offline accuracy (Fig. 2). Even
though more accurate ResDNNs have a higher probability of
becoming stable parameterizations (Fig. 4), we still do not
have a way to determine the stability a priori. Therefore, we
still used the trial-and-error method to filter out unstable ones
and then selected the best ResDNN set that could reduplicate
the total energy time evolution of SPCAM with the least de-
viation, i.e., the NN parameterization.

3.2 Sensitivity tests

We conducted prognostic runs of all three neural networks
in each NN set using the NN–GCM coupler. To demonstrate
the reality behind the relationships between the offline accu-
racy and online stability under a real-world configuration, we
conducted sensitivity tests using 10 DNN sets and 27 Res-
DNN sets and conducted the training and evaluation using
the settings described in Sect. 2.2.2. In the sensitivity tests,
we conducted prognostic runs (see details in Sect. 3.2) using
all three neural networks in each NN set using the NN–GCM
coupler.

First, we selected the best ResDNN for the radiation fluxes
at the surface, and the TOA that was shared in every NN set
since their offline validation was exceptionally accurate with
R2 > 0.98 over 50 training epochs (Fig. 2b). In contrast to
the accurately trained radiation fluxes, the tendencies of the
dry static energy and moisture are less accurate and can af-
fect the prognostic performance. To evaluate those two ten-
dencies using one metric, we introduced the MSE of the rate
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Figure 5. Time evolution of the globally averaged column of the
integral total energy of NNCAM with different ResDNN param-
eterizations (marked with the same colors as in Fig. 4), SPCAM
target (black line), and CAM5 control run (dashed grey line). The
blue line indicates the stable and accurate ResDNN, the green line
indicates the stable but deviating ResDNN, and the orange and red
lines indicate unstable ResDNNs.

of change of the moist static energy (dh= ds+Lvdqv):

MSEh =

∥∥∥∥ 1
g

(dhNN− dhSPCAM)1p

∥∥∥∥
2
, (1)

where g is the acceleration due to gravity, Lv is the latent
heat of water vapor, and 1p is the layer thickness. Multiple
ResDNN pairs and DNN pairs for dqv and ds were trained
from 5 to 50 epochs, resulting in different offline validation
accuracies. We used the maximum number of steps until the
model crashed to measure the prognostic performance.

Figure 4 shows the offline validation MSEh versus the
maximum prognostic steps. The DNN parameterizations
(blue triangles) are systematically less accurate than the Res-
DNN parameterizations (blue dots and inverted black trian-
gles), which is consistent with Fig. 2a. They could not sus-
tain half a year of simulation in the prognostic tests with the
best DNN parameterization. For the ResDNNs, the less well-
trained ones with high MSEs also crashed after short sim-
ulation periods. However, when the offline MSE decreased
to a certain level (e.g., 290 W2 m−4), 10 of the ResDNN pa-
rameterizations were stable in long-term simulations of over
10 years (black inverted triangles). We speculate that the
more accurate ResDNN sets have a higher probability of be-
coming stable NN parameterizations since all of the stable
NN parameterizations are ResDNNs.

A few unstable ResDNN sets are equally or more accurate
than the stable ones. Previous studies have shown that high-
capacity (more hidden layers and more weights and biases)
models are harder to train and are more likely to produce
overfitting (Goodfellow et al., 2016). Some overly trained
ResDNNs with lowest validation loss are speculated to pro-
duce overfitting, and they are therefore less likely to gener-

Figure 6. Latitude–pressure cross sections of the annual and zonal
mean heating (top) and moistening (bottom) due to moist physics
during the year 2000 for (a, c) SPCAM simulations and (b, d) the
offline test using the NN parameterizations.

alize to unknown backgrounds caused by accumulated errors
in the ML–GCM system, causing the model to crash.

In the time evolution of the globally averaged total energy
(Fig. 5), the system energy grows exponentially and then
blows up for unstable ResDNN parameterizations (the red
and orange lines). In contrast, the stable ones can keep the
total energy at a certain level and reproduce the annual cycle
of fluctuations in SPCAM. Among the stable ResDNN sets,
some can almost perfectly reproduce the total energy evolu-
tion of SPCAM (the blue line). However, some inaccurately
simulate the climate state with a significant deviation (green
line). Apart from global averages, the prognostic results of
the 10 stable ResDNN sets vary from each other in terms
of the global distribution. Figure S1 shows the precipitation
spread across all of the stable NN sets for the prognostic sim-
ulation from 1999 to 2003. The obvious standard deviation
centers coincide with the heavy tropical precipitation areas.

3.3 Gravity wave diagnosis

It is still unclear why unstable NN parameterizations blow
up models. The fast-growing energy of the unstable runs in-
dicates a possible underlying unrealistic energy amplifying
mechanism in the coupled NN–GCM system. Brenowitz et
al. (2020) offered several interpretations. When an unstable
NN parameterization is coupled with dynamics, it tends to
amplify any unrealistic perturbations caused by emulation er-
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rors and pass it to the entire system through gravity waves.
In contrast, the stable NN parameterizations tend to dump all
of the perturbations quickly. This was found to be true in our
study for the realistic configuration. Such unstable gravity
waves were observed in the prognostic simulation of an un-
stable ResDNN (red line in Fig. 5). The animation in Movie
S1 records the first unrealistic wave, and Movie S2 docu-
ments the more intense waves with a perfectly round shape
after this point in time. Additionally, we found that our insta-
ble waves mostly occurred in the tropics, which is different
from the mid-latitude instability that occurs when using ML
parameterizations in aqua-planet simulations (Brenowitz et
al., 2020).

Brenowitz et al. (2020) also introduced an analysis tool
that calculates the wave energy spectra of a hierarchy model
that couples the linear response functions (LRF) of an NN-
based parameterization to a simplified two-dimensional lin-
ear dynamic system, in which perturbations can propagate
in 2-D gravity waves. We applied the tool in this study and
detected similar results in the unstable mode for the unsta-
ble ResDNN with a positive energy growth rate across all
wave numbers at phase speeds of 5–20 m s−1 (Fig. S2b). In
contrast, the stable ResDNN exhibited a stable mode for the
growth rate of nearly all wave numbers and phases below
zero (Fig. S2a).

4 Offline validation of NN parameterization

Before evaluating the prognostic results, the offline perfor-
mance with geographic information needs to be demon-
strated for the following purposes: (1) to show how well our
NN parameterization emulates the SP for a realistic config-
uration compared with the baseline CAM5 physics and pre-
vious studies and (2) to reveal the strengths and weaknesses
of the NN emulations with the correct input and to provide
clues to the analysis of the prognostic results in the follow-
ing section. We performed offline testing using a realisti-
cally configured SPCAM from 1 January 1999 to 31 Decem-
ber 2000, in which the NN parameterization was diagnosti-
cally run parallel to the SP in addition to the CAM5 physics.
The results for the entire second year of the simulation period
were chosen for evaluation, which was completely indepen-
dent from the training dataset. Following the conventions of
Han et al. (2020) and Mooers et al. (2021), we used the mean
fields and the coefficient of determination (R2) as the evalua-
tion metrics. It should be noted that the NN parameterization
was tuned to emulate the SP, and the CAM’s parameteriza-
tion was tuned to obtain close results to the observations. The
latter is merely introduced as a baseline.

The mean diabatic heating and drying rates produced by
convection, large-scale condensation, and cloud radiation ef-
fects in SPCAM and the NN parameterization are in close
agreement. Figure 6 shows the latitude–height cross sections
of the annual mean heating and moistening rates in SPCAM

and the corresponding NN parameterization. At 5◦ N, SP-
CAM exhibits the maximum latent heating in the deep tro-
posphere, corresponding to the deep convection in the ITCZ.
In the subtropics, heating and moistening occur in the lower
troposphere, corresponding to the stratocumulus and shallow
convection in the subtropics. In the mid-latitudes, there is a
secondary heating maximum below 400 hPa due to the mid-
latitude storm tracks. All of these features are well repro-
duced by the NN parameterization. It should be noted that the
peak in the drying rate in the ITCZ in the mid-troposphere is
slightly weaker in the NN parameterization than in SPCAM
(Fig. 6c and d).

In addition to the mean fields, the high prediction skill of
the NN parameterization is also demonstrated by the spatial
distribution of the R2 values. To illustrate the R2 values of
the 3-D variables, such as the diabatic heating and moist-
ening, the zonal averages were calculated in advance before
the R2 calculation for each location in the pressure–latitude
cross section following Mooers et al. (2021). For the diabatic
heating, the R2 value is > 0.7 throughout the middle and
lower troposphere, and the high-skill regions with R2 val-
ues of greater than 0.9 are concentrated in the low levels but
extend into the mid-troposphere in the storm tracks (Fig. 7a).
For the moistening rate, the high skill zones are concentrated
in the middle and upper troposphere (Fig. 7b), with low skill
areas below. The regions with lower accuracies are generally
located in the middle and lower troposphere in the tropics and
subtropics, which correspond to the deep convection in the
ITCZ and the shallow convection in the subtropics. Nonethe-
less, the tendencies of the diagnostic CAM5 parameteriza-
tion are not similar to those simulated by the SP, except for
a few locations in the middle and upper troposphere in the
tropics and polar regions (Fig. 7c and d).

The global distribution of the R2 values of the precipita-
tion predictions is shown in Fig. 8. Our NN parameterization
produced excellent predictions in most of the in mid- and
high-latitude regions, especially in the storm tracks. How-
ever, the prediction skill is relatively low in many of the
ocean areas between 30◦ S and 30◦ N and in some mid-
latitude areas over continents (Fig. 8a). In particular, the re-
sults are not ideal along the equatorial regions, in the sub-
tropical Eastern Pacific, and in the subtropical Eastern At-
lantic. These areas correspond to the low skill zones of the
moistening rate in the middle and lower troposphere from
the Equator to the subtropics (Fig. 7b). As a baseline, the total
precipitation simulated using the CAM5 parameterizations is
much less analogous to the SP than the NN parameterization
and has a systematically lower accuracy globally. The CAM5
precipitation can achieve a relatively high accuracy along the
mid-latitude storm tracks, but it fails in most regions in the
tropics (Fig. 8b).

Generally, the NN parameterization performed far better
than the CAM5 parameterization in the 1-year period in the
offline testing, and it had an accuracy similar to that of the
DNN used by Mooers et al. (2021). The use of real geo-
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Figure 7. Latitude–pressure cross sections of the coefficient of de-
termination (R2) for the zonally averaged heating (a, c) and moist-
ening (b, d) predicted using (a, b) the NN parameterization in the
offline 1-year SPCAM run, and (c, d) the offline CAM5 parameter-
izations. Both were evaluated at a 30 min time step interval. Note
that the areas where R2 is greater than 0.7 are contoured in pink,
whereas the areas where R2 is greater than 0.9 are contoured in
orange.

graphic data can significantly decrease the emulation skill
of a deep-learning model (Mooers et al., 2021). This is be-
cause the convection backgrounds of real geographic data are
much more complex with meridional and zonal asymmetric
and seasonally varying circulations. In addition, the orogra-
phy and various types of underlying land surfaces also add
complexity. In this case, the ResDNN is a valuable NN archi-
tecture that performs well as an automated hyperparameter
tuning algorithm that does not need to search for hundreds
of NN candidates. Our NN parameterization still produced
low-accuracy predictions along the Equator over the oceans
where the convection is complex and vigorous and in sub-
tropical ocean areas where the convection is weak and con-
centrated at low levels. This indicates that the NN parameter-
ization is still inadequate in rems of its emulation skill when
simulating various types of deep and shallow convection in
the tropics.

5 Long-term prognostic validation

The NN parameterization produced the best prognostic per-
formance in Sect. 3.1. It was coupled in the realistically con-
figured SPCAM to replace the SP and its cloud-scale radia-
tion effects. This coupled model is referred to as NNCAM
hereinafter and is compared with SPCAM and CAM5. The
start time of all three models was 1 January 1998. They were
all run for 6 years, with the first year used as spin up and the
next 5 years (1 January 1999 to 31 December 2003) used for
evaluation and comparison. Later, the simulation of NNCAM
was extended for another 5 years (to 31 December 2008) to
demonstrate its stability. Due to the excessive computing re-

Figure 8. Latitude–pressure cross sections of the coefficient of de-
termination (R2) for the time sequence at each location for (a) the
derived precipitation predicted using the NN parameterization and
(b) the total precipitation from the CAM5 parameterization com-
pared to the offline 1-year SPCAM run. The predictions and SP-
CAM targets are for a 30 min time step interval. Note that the areas
where R2 is greater than 0.7 are contoured in pink, whereas the ar-
eas where R2 is greater than 0.9 are contoured in orange.

sources required, the SPCAM simulation was not extended.
In the analysis of the prognostic results, the following vari-
ables were selected to demonstrate the multi-year climatol-
ogy and variability:

1. the mean temperature and humidity fields,

2. the mean precipitation field,

3. the precipitation frequency distribution,

4. the Madden–Julian Oscillation.

As was mentioned in the Sect. 1, SPCAM, which uses the
2-D SAM as the SP, does not simulate mean climate states
better than its host coarse-grid model CAM5, but it excels in
climate variability. What is remarkable about NNCAM is not
its performance in simulating the mean climate but its abil-
ity to achieve a stable multi-year prognostic simulation under
a real-world global land–ocean distribution. The advantages
and problems of this study will provide important references
for future research on NN-based stable long-term model in-
tegrations.
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Figure 9. Latitude–pressure cross sections of the zonal mean tem-
perature (a, c, e) and specific humidity (b, d, f) averaged from 1999
to 2003 predicted using (a, b) SPCAM, (c, d) NNCAM, and (e,
f) CAM5.

5.1 Climatology

5.1.1 Vertical profiles of temperature and humidity

In this section, we evaluate the vertical structures of the mean
temperature and humidity fields. Figure 9 shows the zon-
ally averaged vertical profiles of the air temperature and spe-
cific humidity simulated using NNCAM and CAM5 com-
pared to the SPCAM simulations. Overall, NNCAM simu-
lated reasonable thermal and moisture structures. However,
the multi-year mean temperature and moisture fields pro-
duced by NNCAM are more biased than those produced by
CAM5, which is reflected by the larger root-mean-square er-
rors (RMSEs) (Fig. 9) and larger differences compared to
those of CAM5 (Fig. 10). The larger deviations are tempera-
ture biases in the tropopause. In this region, the cold-point re-
gion is thinner and warmer in NNCAM than in SPCAM and
CAM5. In addition, there are cold biases above 200 hPa and
warm biases blow over the polar regions in NNCAM. For the

Figure 10. Latitude–pressure cross section of the zonal and annual
mean differences in the temperature (a, b) and specific humidity
(c, d) between (a, c) NNCAM and SPCAM and (b, d) CAM5 and
SPCAM. The simulation period for all of the models was from 1999
to 2003.

humidity field, there are slight dry biases over the Equator
and wet biases elsewhere in NNCAM. Even with these bi-
ases, the mean climate states are consistent with those in the
last 5 years of the simulation for NNCAM (Fig. S3), which
indicates that the climate states simulated by NNCAM are
constant in the long-term simulation.

5.1.2 Precipitation

Figure 11 shows the spatial distributions of the win-
ter (December–January–February) and summer (June–July–
August) mean precipitation simulated using SPCAM,
NNCAM, and CAM5. The SPCAM simulation results are
regarded as the reference precipitation. In SPCAM (Fig. 11a
and b), massive precipitation can be observed in the Asian
monsoon region and the mid-latitude storm tracks over the
northwest Pacific and Atlantic oceans. In the tropics, the pri-
mary peaks in the rainfall occur in the eastern Indian Ocean
and Maritime Continent regions. In addition, two zonal pre-
cipitation bands are located at 0–10◦ N in the equatorial Pa-
cific and Atlantic oceans, constituting the northern ITCZ.
The southern South Pacific Convergence Zone (SPCZ) is
mainly located at around 5–10◦ S near the western Pacific
warm pool region and tilts southeastward as it extends east-
ward into the central Pacific. The main spatial patterns of
the SPCAM precipitation are properly reproduced by both
NNCAM and CAM5. For NNCAM, the strong rainfall cen-
ters are well simulated over the tropical land regions of the
Maritime Continent, the Asian monsoon region, South Amer-
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Figure 11. The mean precipitation rate (mm d−1) averaged from 1999 to 2003 for June–July–August (a, c, e) and December–January–
February (b, d, f) predicted using (a, b) SPCAM, (c, d) NNCAM, and (e, f) CAM5.

ica, and Africa (Fig. 11c and d). In addition, the heavy sum-
mertime precipitation over the Northwestern Pacific simu-
lated by SPCAM is well represented by NNCAM (Fig. 11a
and c). For CAM5, there is too little precipitation over this
area (Fig. 11e). Moreover, NNCAM maintained the spatial
pattern and global average of the precipitation in the next
5 years of the simulation, demonstrating its long-term stabil-
ity (Fig. S4).

Generally, the NNCAM results are more similar to SP-
CAM than the CAM5 results in terms of the spatial dis-
tribution of the summertime multi-year precipitation, with
smaller RMSEs and globally averaged biases. However, on
a difference plot (Fig. S5), NNCAM moderately underesti-
mates the precipitation along the Equator, in the Indian mon-
soon region, and over the Maritime Continent in the sum-
mer (Fig. S5a). In the boreal winter, NNCAM simulates a
weak SPCZ that is excessively separated from the ITCZ, with
both precipitation centers shifted away from each other. As
a result, underestimation occurs in the equatorial regions of
the Maritime Continent and in the SPCZ, while overestima-

tion occurs to the north of the Equator in the western Pa-
cific (Fig. S5b); thus, NNCAM resembles SPCAM less than
CAM5 in this season. This underestimation of the precipi-
tation along the Equator can also be observed in the zonal
mean multi-year precipitation plots (Fig. 12). There is a
more significant minimum zone in the equatorial precipita-
tion near the Equator compared with in SPCAM and CAM5
for the annual average (Fig. 12a) and the boreal winter aver-
age (Fig. 12c).

In contrast to the oceanic rainfall, NNCAM predicts the
precipitation over the land surfaces with good skill in the
tropics (land fraction equal to 1), which resembles the trop-
ical land rainfall intensity of SPCAM and Tropical Rainfall
Measuring Mission (TRMM) (Huffmann et al., 2007) obser-
vations of the annual and boreal summer averages (Fig. 12d
and e). According to Kooperman et al. (2016), SPCAM pre-
dicts the Asian and African monsoon activity better, which
leads to the more accurate land rainfall in such areas. This is
related to the stronger convective variability in the SP than
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Figure 12. The zonal mean precipitation rate (mm d−1) averaged
from 1999 to 2003 for (a, d) the annual mean, (b, e) June–July–
August, and (c, f) December–January–February. The black, blue,
and red solid lines denote SPCAM, NNCAM, and CAM5, respec-
tively. The dashed dark green line denotes the averaged results of
the TRMM 3B42 daily rainfall product.

the conventional parameterizations. As an emulator of SP-
CAM, NNCAM inherits this strength.

5.2 Variability

5.2.1 Frequency distribution of precipitation

Moreover, NNCAM exhibited a better performance in simu-
lating the precipitation extremes. Figure 13 shows the proba-
bility density function of the simulated daily precipitation in
the tropics (30◦ S–30◦ N) with a precipitation intensity inter-
val of 1 mm d−1. For CAM5, the heavy precipitation events
exceeding 20 mm d−1 are greatly underestimated. In addi-
tion, for CAM5, the light to moderate precipitation events
(2–20 mm d−1) are overestimated, with an unreal probabil-
ity peak around 10 mm d−1, which is a typical simulation
bias found in simulations with parameterized convection and
no explicitly resolved convection (Holloway et al., 2012).

Figure 13. Probability densities of the daily mean precipitation in
the tropics (30◦ S–30◦ N) obtained from the three model simula-
tions. The black, blue, and red solid lines denote SPCAM, NNCAM,
and CAM5, respectively.

Compared with CAM5, the spectral distribution of the pre-
cipitation for NNCAM is much closer to that of SPCAM.
The heavy rainfall events are substantially enhanced, and the
overestimated moderate precipitation (2–20 mm d−1) is re-
duced, with no spurious peak at around 10 mm d−1.

5.2.2 The MJO

The MJO is a crucial tropical intraseasonal variability that
occurs on a timescale of 20–100 d (Wheeler and Kiladis,
1999). Figure 14 presents the wavenumber and frequency
spectra for the daily equatorial precipitation anomalies for
SPCAM, NNCAM, and CAM5 in four consecutive boreal
winters from 1999 to 2003. SPCAM shows widespread
power signals over zones 1–4 and periods of 20–100 d, as
well as a peak around zone numbers 1–3 and periods of
70–100 d for the eastward propagation (Fig. 14a). Simi-
larly, for NNCAM, there is a spectral peak at wavenumbers
of 1–2 and periods of 50–80 d for the eastward propaga-
tion (Fig. 14b), exhibiting intense intraseasonal signals. For
CAM5 (Fig. 14c), the spectral power is concentrated around
30 d and exhibits more extended periods (greater than 80 d)
at a wavenumber of 1 for the eastward propagation. In ad-
dition, CAM5 also shows signals of westward propagation
with a 30 d period. Compared with CAM5, NNCAM exhibits
stronger intraseasonal power and resembles SPCAM better.
To quantify this similarity, we calculated the coefficients of
determination R2 for the precipitation spectra of NNCAM
and CAM5 using the spectrum of SPCAM as the target value.
The R2 value of the precipitation spectrum NNCAM (0.51)
is much higher than that for CAM5 (0.40).
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Figure 14. The wavenumber–frequency spectra for the daily precipitation anomalies at 10◦ S–10◦ N for (a) SPCAM, (b) NNCAM, and
(c) CAM5 simulations in boreal winter.

The MJO is characterized by the eastward propagation of
deep-convective structures along the Equator. Generally, it
forms over the Indian Ocean, strengthens over the Pacific
Ocean, and weakens over the eastern Pacific Ocean due to
interactions with cooler SSTs (Madden and Julian, 1972).
Figure 15 presents the longitude-time lag evolution for the
10◦ S–10◦ N meridional averaged daily anomalies of the in-
traseasonal (filtered using a 20–100 d bandpass) precipitation
and 200 hPa zonal wind (U200) in the boreal winter. The re-
sults show that both SPCAM and NNCAM reasonably re-
produce the eastward propagation of the convection from the
Indian Ocean across the Maritime Continent and into the Pa-
cific (Fig. 15a and b). This is confirmed by both the pre-
cipitation field and U200 field. Therefore, we conclude that
NNCAM captures the key MJO propagation simulated by
SPCAM. In contrast, the time lag plot for CAM5 depicts an
inaccurate westward propagation. Similar to the precipitation
spectrum, the R2 value of the time lag coefficient is shown to
quantify the similarities between the simulations. The time
lag coefficient of the U200 field for NNCAM is much closer
to that for SPCAM than CAM5, with a much higher R2

value, indicating that the NN parameterization successfully
emulates the convection variability of the SP, which is re-
flected in the dynamic fields.

6 Summary and conclusions

In this study, the potential of deep neural network-based pa-
rameterizations in SPCAM to reproduce long-term climatol-
ogy and climate variability was investigated. We developed
an NN parameterization via a ResDNN set to emulate the SP
with a 2-D CRM and its cloud-scale radiation for a realisti-
cally configured SPCAM with a true land–ocean distribution
and orography. The input variables of the NN parameteriza-
tion include the specific humidity, temperature, large-scale

water vapor and temperature forcings, surface pressure, and
solar insolation. The output variables of the NN parameteri-
zation include the subgrid tendencies of the moisture and dry
static energy and the radiation fluxes. We propose a set of
14-layer deep residual neural networks, in which each NN
is in charge of one group of output variables. With such a
design, we gained a best emulation accuracy for each predic-
tor. Through systematic trial-and-error searching, we were
able to select sets of ResDNNs that support stable prognos-
tic climate simulations, and we then chose the best set with
the lowest climate errors as the formal NN parameterization.
Moreover, the mechanism of the unreal perturbation amplifi-
cation was identified in the GCM simulations with unstable
NN parameterizations using the spectrum diagnostic tool in-
vented by Brenowitz et al. (2020).

The offline tests demonstrated the good skills of the
NN parameterization in emulating the SP outputs and the
cloud scale radiation effects of SPCAM. The overall dia-
batic heating and drying rates in the NN parameterization
and SPCAM are in close agreement. When implemented in
the host SPCAM to replace its time-consuming SP and its
radiation effects, the NN parameterization successfully pro-
duced an extensive stable long-term prognostic simulation
and predicted reasonable mean vertical temperature and hu-
midity structures and precipitation distributions. Compared
with the SPCAM target simulation, NNCAM still produces
some biases in the mean fields, such as a warmer troposphere
over the polar regions and in the tropopause and underesti-
mation of strong precipitation in the equatorial regions. In
addition, the better climate variability of SPCAM compared
to CAM5 was learned well by our NN parameterization and
was reproduced by NNCAM, with better frequency for ex-
treme rainfall and a similar MJO spectrum, propagation di-
rection, and speed. Despite the current biases in the climate
states, NNCAM can still be regarded as a first attempt to cou-
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Figure 15. Longitude–time evolution of the lagged correlation coefficient for the 20–100 d bandpass-filtered precipitation anomalies (aver-
aged over 10◦ S-−10◦ N) against the regionally averaged precipitation (shading) and zonal wind at 200 hPa (contours) over the equatorial
eastern Indian Ocean (10◦ S−-10◦ N, 80−-100◦ E) for (a) SPCAM, (b) NNCAM, and (c) CAM5.

ple a NN-based parameterization and a realistically config-
ured 3-D GCM.

Many previous studies have investigated ML parameteri-
zations implemented in aqua-planet configured 3-D GCMs.
Some faced instability problems in coupled simulations
(Brenowitz and Bretherton, 2019), while others succeeded in
producing stable long-term prognostic simulations with deep
fully connected neural networks (Rasp et al., 2018; Yuval et
al., 2021), as well as random forest algorithms (Yuval and
O’Gorman, 2020). In contrast to aqua-planet simulations, the
spatial heterogeneity is prominent over the land in GCMs,
which are configured using real geographic boundary condi-
tions. The convection, clouds, and interactions with the radi-
ation in the CRM and the real geographic boundary condi-
tions are without a doubt far more complicated than in ideal-
ized models. To meet the new demand for realistic configura-
tions, we designed a ResDNN with sufficient depth to further
improve the nonlinear fitting ability of the NN parameteriza-
tion. With the skip connections, the 7-layer DNN models can
be extended to 14 layers, thereby significantly improving the
offline accuracy. In the prognostic tests, a dozen ResDNN pa-
rameterizations supported a stable long-term run, while all of
the DNN parameterizations tested were found to be unstable.

Trial and error is still our only way to find stable NN-
based parameterizations. Thus far, we have not developed an
a priori method that guarantees stability. However, we did
find some clues in the sensitivity tests. We believe sufficient
offline accuracy is essential for online stability and can be
achieved by confirming all of the inaccurate NN parameteri-
zations as unstable. In addition, some of the highly accurate
ones still crash the prognostic simulation. In this case, the
total energy was found to increase rapidly. This mechanism
is that unstable NNs cannot damp the neural network emula-

tion errors, and they amplify and propagate them to the entire
system through gravity waves.

The prognostic biases of the mean fields are speculated
to be a result of the combined effect of the emulation errors
of all of the NN parameterization prediction fields. Further
study is required. Still, it may be related to the spatially non-
uniform accuracy of the NN parameterization, such as the
relatively low fitting accuracy in the tropical deep-convective
regions and the shallow subtropical convection and strati-
form cloud regions. Such problems have also been reported
in previous studies (Gentine et al., 2018; Mooers et al., 2021).
We believe that an NN parameterization with heterogeneous
characteristics across different regions, rather than a globally
uniform scheme, can further improve the fitting accuracy in
these tropical and subtropical regions.

Embedding deep neural networks into Fortran-based at-
mospheric models is still a handicap. Before this study, re-
searchers mainly used hard coding to build neural networks
(Rasp et al., 2018; Brenowitz and Bretherton, 2019). An eas-
ier method is to use Fortran-based neural network libraries
that can flexibly import network parameters (Ott et al., 2020).
These methods have been used to successfully implement
NNs in GCMs, but they can only support dense, layer-based
NNs. As a result, developers cannot take advantage of the
most advanced neural network structures, such as convo-
lution, shortcut, self-attention, and variational autoencoder
structures, to build powerful ML-based parameterizations. In
this study, using an NN–GCM coupler, the NN parameteriza-
tion could support the mainstream GPU-enabled ML frame-
works. Thanks to the simple and effective implementation of
the NN–GCM coupler, our NNCAM achieved an SYPD 30
times that of SPCAM by using a ResDNN set and NN pa-
rameterization, even though these DNNs are much deeper
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than the previous state-of-the-art fully connected NNs in this
field.

Code and data availability. In this study, all NN parameteri-
zations are developed using Pytorch (Paszke et al., 2019).
The original training and testing data can be accessed at
https://doi.org/10.5281/zenodo.5625616 (Wang and Han, 2021a).
The source codes of SPCAM version 2 and NNCAM have
been archived and made publicly available for downloading from
https://doi.org/10.5281/zenodo.5596273 (Wang and Han, 2021b).
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