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Abstract. Earth system models have considerably increased
their spatial resolution to solve more complex problems and
achieve more realistic solutions. However, this generates an
enormous amount of model data which requires proper man-
agement. Some Earth system models use inefficient sequen-
tial input/output (I/O) schemes that do not scale well when
many parallel resources are used. In order to address this is-
sue, the most commonly adopted approach is to use scalable
parallel I/O solutions that offer both computational perfor-
mance and efficiency.

In this paper we analyse the I/O process of the European
Centre for Medium-Range Weather Forecasts (ECMWF) op-
erational Integrated Forecasting System (IFS) CY43R3. IFS
can use two different output schemes: a parallel I/O server
developed by Météo-France used operationally and an ob-
solete sequential I/O scheme. The latter is the only scheme
that is being exposed by the OpenIFS variant of IFS. “Down-
stream” Earth system models that have adopted older ver-
sions of an IFS derivative as a component – such as the EC-
Earth 3 climate model – also face a bottleneck due to the lim-
ited I/O capabilities and performance of the sequential out-
put scheme. Moreover, it is often desirable to produce grid-
point-space Network Common Data Format (NetCDF) files
instead of the IFS native spectral and grid-point output fields
in General Regularly-distributed Information in Binary form
(GRIB), which requires the development of model-specific
post-processing tools.

We present the integration of the XML Input/Output
Server (XIOS) 2.0 into IFS CY43R3. XIOS is an asyn-

chronous Message Passing Interface (MPI) I/O server that of-
fers features especially targeted at climate models: NetCDF
output files, inline diagnostics, regridding, and, when prop-
erly configured, the capability to produce CMOR-compliant
data. We therefore expect our work to reduce the computa-
tional cost of data-intensive (high-resolution) climate runs,
thereby shortening the critical path of EC-Earth 4 experi-
ments.

The performance evaluation suggests that the use of
XIOS 2.0 in IFS CY43R3 to output data achieves an ade-
quate performance as well, outperforming the sequential I/O
scheme. Furthermore, when we also take into account the
post-processing task, which is needed to convert GRIB files
to NetCDF files and also transform IFS spectral output fields
to grid-point space, our integration not only surpasses the
sequential output scheme but also the operational IFS I/O
server.

1 Introduction

Over the years, the computing power of high-performance
computing (HPC) has grown exponentially (Poyraz et al.,
2014). Earth system models (ESMs) have employed it to con-
siderably improve the accuracy of weather forecasts and the
fidelity of climate models (Yashiro et al., 2016) by increas-
ing both the computational complexity of the models and
their spatial resolution. The added complexity has accommo-
dated improved physics parameterisations and the introduc-
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tion of new components simulating the interaction with sec-
ondary processes (biochemistry, ice sheets, etc.). Increasing
the model resolution has enabled higher accuracy of the un-
derlying fluid dynamics, yielding, for example, better repre-
sentation of convection, cloud processes, and turbulent fluxes
and leading to a more faithful simulation of key phenomena
such as the Gulf Stream (Chassignet and Marshall, 2008),
tropical cyclones (Zhao et al., 2009), and the global water cy-
cle (Demory et al., 2013). As a result, high-resolution climate
models have been shown to improve seasonal predictability
(Prodhomme et al., 2016), reduce persistent biases in, for ex-
ample, the tropical Pacific Ocean (Roberts et al., 2009), and
enable systematic studies of regional climate that account
for the transition of small-scale phenomena to large-scale
weather, such as the development of Atlantic hurricanes into
storms in western Europe (Haarsma et al., 2013).

The growing burden of model output is one of the key
computing aspects at higher model resolutions, especially
for the climate community. One of the immediate challenges
is to efficiently write the larger time slices to disk during
the model run, preferably without halting the entire execu-
tion of the parallel code. A second potential problem is the
post-processing of model output data: regridding (or spectral
transformations), data reduction through time or spatial aver-
ages, and computing derived diagnostics, for example. These
tasks can prove hard to parallelise efficiently and impose a
heavy burden on the storage system. Finally, transferring and
analysing the resulting data becomes a more demanding pro-
cess, which are issues that will not be addressed in this paper.

Although the ESM community has made considerable ef-
forts in using HPC techniques to improve the hardware utili-
sation and scaling of algorithms (Jackson et al., 2011), the
input/output (I/O) performance aspect has not received as
much attention because it was not deemed critical enough
(except in operational weather forecasting). Improved I/O ef-
ficiency, however, is becoming a necessary ingredient to sus-
tain the throughput of next-generation Earth system models,
with their increasing resolution, output frequency, and grow-
ing number of diagnostics. With the exascale era approaching
rapidly, an inefficient output scheme that blocks the model
time stepping and fails to utilise the network bandwidth to
the parallel file system (Liu et al., 2013) will become a bot-
tleneck and may prevent the model from taking advantage of
this enormous compute capability.

Among the codes that may run into this conundrum are
Earth system models that build upon the Integrated Forecast-
ing System (IFS). IFS (Barros et al., 1995) is a global data as-
similation and forecasting system developed by the European
Centre for Medium-Range Weather Forecasts (ECMWF) and
used by several institutions in Europe. IFS has two different
output schemes: an efficient parallel I/O server using ded-
icated resources and an obsolete sequential output scheme
which gathers all data and writes via the single master pro-
cess. While ECMWF uses the IFS I/O server for its oper-
ational forecasts and research, partner institutions using the

OpenIFS derivative are bound to employ the sequential out-
put scheme, as the parallel I/O server code of IFS is not pro-
vided with OpenIFS. We describe IFS and OpenIFS in more
detail in Sect. A1.

One Earth system model that comes to mind is EC-Earth 3
(Hazeleger et al., 2010), a global circulation model (GCM)
that couples IFS (based on the ECMWF IFS CY36R4 op-
erational code) to the Nucleus for European Modelling of
the Ocean (NEMO) 3.6 and other Earth system components
using the Ocean Atmosphere Sea Ice Soil 3 Model Cou-
pling Toolkit (OASIS3-MCT). Climate models such as EC-
Earth are a good example to demonstrate why an efficient
I/O scheme for the atmospheric sub-model is needed. The
EC-Earth 3 experiments for the PRIMAVERA project (https:
//www.primavera-h2020.eu/, last access: 17 January 2022)
(Haarsma et al., 2020), consisting of a 100-year projection,
generated a total amount of 244 TB of data, with I/O account-
ing for 30 % of the total execution time. For a typical EC-
Earth simulation requiring over 2 million core hours, this rep-
resents a significant waste of processor time caused by the se-
rial I/O blocking the parallel model execution. This time does
not include the post-processing stage, which adds a signifi-
cant additional computation time; EC-Earth atmospheric out-
put needs to be converted from General Regularly-distributed
Information in Binary form (GRIB) to Network Common
Data Format (NetCDF) files. Whereas GRIB, the de facto
standard in numerical weather prediction (NWP), is a highly
compressed data format designed to offer high I/O perfor-
mance in the time-critical operational forecast, NetCDF is
the one accepted format for coordinated climate model inter-
comparison projects such as CMIP6 (Eyring et al., 2016).
Furthermore, the raw EC-Earth output requires a transfor-
mation of spectral fields to grid-point space and production
of additional derived diagnostics to comply with the CMIP6
data request. This workflow – including pre-processing of in-
put such as forcing fields or initial conditions – has been de-
picted in the workflow in Fig. 1a, and we refer to it as the
critical path, or the series of inter-dependent tasks that must
be executed in sequence.

The work we present in this paper aims to shorten the
critical path for Earth system models that incorporate IFS
or OpenIFS by optimising the I/O scheme and providing the
foundations to absorb the post-processing into the model ex-
ecution. We start in Sect. 2 with an extensive motivation of
this work and discuss related efforts. An analysis of the two
IFS output schemes is given in Sect. 3. Section 4 explains the
development done for the IFS CY43R3 and XIOS 2.0 inte-
gration, as well as the optimisation techniques applied. The
computational performance of the integration is evaluated in
Sect. 5, followed by the model output validation in Sect. 6.
Finally, we summarise the work and present conclusions in
Sect. 7.
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Figure 1. Schematic showing the typical key components involving pre- and post-processing of the critical path of a forecast or climate
simulation. The arrows indicate the flow of the input and output. When using XIOS to perform the post-processing, the critical path is
more efficient as post-processing no longer requires input/output from file system storage and post-processing happens concurrently to the
simulation.

2 Motivation and related work

While IFS (and OpenIFS) offers the performance, stability,
and numerical accuracy to be run at seasonal, decadal, and
climate timescales, it does not offer the flexibility to con-
figure its output to comply with widely accepted standards
in the climate community. Furthermore, the old sequential
IFS I/O scheme that EC-Earth 3 still uses incurs a heavy per-
formance penalty for higher-resolution model versions and
output-intensive experiments. This scheme is certainly a bot-
tleneck which prevents the EC-Earth community from push-
ing the resolution of IFS to ultra-small eddy-resolving scales.
We intend to resolve these issues by providing a concurrently
executing parallel XIOS I/O server to the IFS output produc-
tion module. We foresee the following benefits of this inte-
gration.

1. Improving scalability of IFS derivatives that have no
access to the ECMWF operational parallel I/O server.
XIOS is capable of writing output in parallel and as
such provides a better utilisation of the storage system
bandwidth. Furthermore, XIOS output servers can asyn-
chronously perform this task without blocking the IFS
time stepping.

2. Providing a mechanism to produce NetCDF files from
IFS, optionally with user-provided metadata. XIOS is
also capable of post-processing the IFS fields and com-
puting additional diagnostics, such as time means, by
its server processes. Furthermore, we transform all data
to grid-point space, eliminating the need to do this af-

terwards, as depicted in the workflow in Fig. 1b. When
configured appropriately, XIOS can produce all CMIP-
compliant data for IFS. Note that inline post-processing,
which consists of concurrently running the model time
stepping with the post-processing, also often reduces
the output significantly, thereby contributing to the I/O
performance as well.

3. Providing a more integrated output configuration strat-
egy for coupled models which already employ XIOS,
such as EC-Earth. Since XIOS already handles output
from NEMO, a more uniform configuration across the
ocean and atmosphere can be pursued for EC-Earth.
Also, derived fields combining output from multiple
sub-models will be feasible.

4. Alleviating the engineering effort to secure a high-
performance I/O strategy from the climate science com-
munity towards the developers of XIOS, thereby lever-
aging the expertise of computer scientists and research
software engineers (and vice versa), increasing the im-
pact of the XIOS initiative throughout the European cli-
mate and weather modelling landscape.

We stress that the idea of deploying parallel I/O with ded-
icated servers and inline diagnostics for Earth system mod-
els has a long history, and almost all state-of-the-art climate
models adopt these techniques in some way. Parallel I/O is
usually achieved by inserting new layers in the I/O software
stack between the application and the parallel file system: a
high-level I/O library and the required I/O middleware lay-
ers. For the latter, the most commonly adopted library is the
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MPI-IO (Message Passing Interface Forum, 2003), whereas
for the high-level layer one usually encounters either HDF5
(Folk et al., 2011), PnetCDF (Li et al., 2003), or NetCDF4
(https://www.unidata.ucar.edu/software/netcdf/, last access:
2 January 2018). Other less widespread I/O libraries include
PIO (Hartnett and Edwards, 2021a, b) and Gtool5 (Ishiwatari
et al., 2012).

There is a particular class of parallel I/O tooling that uses
dedicated computing resources to exclusively perform I/O,
known as I/O servers. They are separately executing pro-
cesses responsible for writing data into the storage system
in order to hide the disk latency from the model processes,
and they use the network bandwidth as efficiently as possible
e.g. by aggregating writes. Some of the I/O servers available
in the literature are ADIOS (Jin et al., 2008), CDI-pio (https:
//code.mpimet.mpg.de/projects/cdi, last access: 24 October
2017), CFIO (Huang et al., 2014), Damaris (Dorier et al.,
2012), and XIOS (Joussaume et al., 2012).

There have been efforts to improve the tools used to anal-
yse the I/O performance of parallel applications by producing
lighter traces in size with a low runtime overhead (Vijayaku-
mar et al., 2009; Uselton et al., 2010). Other studies adopt
novel techniques to improve I/O performance, such as the
ones from Gao et al. (2009) and Nisar et al. (2008). In addi-
tion, Poyraz et al. (2014) give an overview of different opti-
misations such as file system striping, data aggregation, inter-
leaving of data, collective MPI-IO, and data staging. Liu et al.
(2013), Zou et al. (2014), and Tseng and Ding (2008) have
reported case studies involving the climate models GEOS-
5, CAM, and GRAPES, respectively. Kern and Jöckel (2016)
integrate a diagnostic interface into the ICON model to apply
post-processing operations during runtime to achieve output
reduction.

We have selected the XML Input/Output Server (XIOS)
as our I/O library of choice because it provides the flexi-
bility and performance needed to serve the climate commu-
nity and because it is widely used within the European ESM
groups. The abundant technical expertise of XIOS increases
the chances of our work being adopted by other parties, such
as the EC-Earth consortium. We describe XIOS in full detail
in Sect. A2.

3 Analysis of the IFS CY43R3 I/O schemes

3.1 Communication and I/O strategy

The old sequential output scheme of IFS is characterised by
performing serial writing. First, all processes independently
perform an internal post-processing with the IFS FullPos di-
agnostic output package (ECMWF, 2017a). This component
is mainly dedicated to vertical interpolation, e.g. to user-
defined pressure levels. Then, 2D and 3D fields are gath-
ered by the master Message Passing Interface (MPI) process,
which encodes the data in GRIB format. Finally, this MPI

task sequentially writes data onto the storage system. At high
resolutions one expects excessive memory usage at the I/O
node after the gathering and long waiting times for the I/O
process to flush the field buffers.

The IFS I/O server in the ECMWF operational IFS uses
the concept of dedicated server processes to execute the
model I/O. IFS sends data to these servers using asyn-
chronous MPI communications to achieve high throughput
and faster runtime. However, unlike XIOS, this output server
lacks the flexibility to define derived diagnostics or perform
time averaging, nor does it support writing anything other
than GRIB files.

3.2 Profiling of communication and I/O

In order to corroborate the described performance of the pre-
vious two schemes, two IFS CY43R3 forecasts are profiled
using Extrae and Paraver tracing tools (see Appendix B) on
the ECMWF Cray HPCF (see Appendix C). The trace of
IFS with the sequential output scheme, as expected, reveals
a huge serialisation in the gather of data. Figure 2a shows
that the master process (first process in the trace) receives a
point-to-point message from each of the rest of the IFS MPI
processes. In addition, between received messages, the mas-
ter process performs some computation corresponding to the
GRIB encoding. Meanwhile, the rest of the model processes
are blocked by a global synchronisation barrier. The trace
shows that the time devoted to perform the gather, encoding,
and writing is equivalent to the time needed to run three regu-
lar model time steps. Note that there are two regions of gath-
ers in the output area: the first one, which is the smaller, cor-
responds to spectral fields, and the second one corresponds to
3D grid-point fields. Although this output scheme works ac-
ceptably when running low resolutions or with very reduced
model output, it is clearly insufficient at higher resolutions.

Figure 2b also indicates that the IFS with the parallel I/O
server enabled runs smoothly and efficiently, without expe-
riencing observable delays, and achieves an adequate perfor-
mance. This is possible due to the use of non-blocking asyn-
chronous communication (MPI_Isend) and a proper data dis-
tribution among I/O servers.

4 Integration of XIOS 2.0 into IFS CY43R3

4.1 Framework design

Figure 3 shows the integration scheme and illustrates how
the different parts of IFS CY43R3 and XIOS 2.0 are inter-
connected. The IFS processes, shown in green, execute the
client side of XIOS through its library Application Program-
ming Interface (API). They send data using non-blocking
MPI communication to XIOS server processes, coloured or-
ange. Finally, these servers send data to the storage sys-
tem (in purple) through the NetCDF library and parallel I/O
middleware. Both XIOS clients and servers are configured
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Figure 2. Panel (a) illustrates the serialisation caused by the sequential output scheme, whereas panel (b) illustrates the fact that IFS with
the internal parallel I/O server runs efficiently with no observable delays. Both traces have the timeline on the x axis and the MPI processes
on the y axis. Along the timeline, many MPI call events happen, with each colour representing an MPI function.

with XML files. Note that post-processing is performed on
both clients and servers. The type of post-processing deter-
mines whether some operations are performed on the client
side, such as horizontal interpolations, and some other on the
server side, such as NetCDF compression.

In order to initialise XIOS correctly, a series of steps
is needed. The MPI configuration in XIOS must first be
initialised, noting that IFS and XIOS binaries are run on
multiple-program multiple-data (MPMD) mode, thus sharing
the MPI_COMM_WORLD communicator. Then it is essen-
tial to set up the XIOS context, which includes the calendar
and the grid geometry. The former informs XIOS about how
time step numbering translates to time stamps, and the lat-
ter communicates the spatial (and parallel) distribution of the
arrays that are sent from IFS, including a horizontal domain
and a vertical axis.

During the execution, IFS informs XIOS about the current
time step and does the following steps.

1. Running FullPos to perform vertical interpolations,
spectral smoothing, and other preliminary post-
processing of internal IFS fields.

2. Transforming spectral fields to grid-point space us-
ing IFS’s internal TRANS package (ECMWF, 2017a),
which yields extra inter-node communication overhead.

Figure 3. Scheme of the IFS CY43R3 and XIOS 2.0 integration. It
overviews how the different parts are interconnected.

3. Copying the fields to longitude, latitude, and verti-
cal levels arrays suitable for XIOS. IFS uses a cache-
friendly tiled data structure for the grid-point fields to
optimise memory accesses during the physics parame-
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terisation routines. These data need to be reshuffled be-
fore sending the fields to the XIOS output servers, an
operation which is completely local with respect to the
MPI decomposition of the domain.

4. Sending the fields to XIOS servers, which aggregate the
data and either store the data in memory buffers or write
them to disk.

Note that steps 2–4 are not carried out when XIOS signals
that a field is not requested at a certain time step. Once the
simulation finishes, XIOS must be finalised, which internally
finalises MPI as well.

Also note that in our implementation, spectral fields are
transformed onto the native reduced Gaussian grid of IFS.
This means that a subsequent interpolation to a regular lat–
long grid by XIOS introduces interpolation errors with re-
spect to a direct transform. Furthermore, we have adopted
all conventions from the ECMWF model: fluxes are accu-
mulated in the XIOS output (unless otherwise specified in
the IFS configuration), the direction of vertical model level
numbering is downward, and we do not apply any unit con-
versions or arithmetic transformations. Users requiring dif-
ferent behaviour may therefore need to configure XIOS and
IFS to produce the fields they need.

4.2 Implemented optimisations

This section describes the computational behaviour of the
implementation of XIOS 2.0 in IFS CY43R3 to detect per-
formance issues and possible optimisations. As we will show
below (see Sect. 5), the performance of the IFS CY43R3 and
XIOS 2.0 integration is adequate in terms of computational
efficiency, but the XIOS 2.0 performance depends on the ma-
chine (especially the file system) and on the output size of the
NetCDF files.

To anticipate potential performance bottlenecks, two dif-
ferent optimisations are included in the integration, which
are switchable at runtime through the XML input configura-
tion files of XIOS. Although these optimisations might not
always be useful, the user can test them without recompiling
the code in case they offer a performance advantage.

IFS CY43R3 internally uses double-precision (8-byte) nu-
merics, but for many output fields, single-precision represen-
tation in the NetCDF file suffices. Thus, the first optimisation
consists of sending data from IFS processes to XIOS servers
in single precision instead of double precision to consider-
ably reduce the transferred data volumes through the cluster
network.

The second optimisation aims to take advantage of over-
lapping IFS computation with communication from IFS to
XIOS servers. Although data are sent to XIOS using asyn-
chronous communications, the transfer is initiated at the be-
ginning of the time step, whereas IFS performs synchronous
internal communications. These IFS communications may be
stalled because nodes and the network are already occupied

by data transfers involving the I/O servers. We include an op-
tion to delay the I/O data transfers until the physics tendency
computation, which accounts for a large portion of the com-
pute cost and is free of MPI communication. The two traces
in Fig. 4 illustrate this. At the beginning of the time step data
should be output, but instead they are buffered. Then in the
physics computation region of the same time step, buffers
are flushed and data are sent to the XIOS servers. Note that
data are buffered at three different points corresponding to
non-lagged surface fields, spectral fields, and 3D grid-point
fields.

5 Performance evaluation

5.1 Model setup

The performance evaluation is carried out using three differ-
ent tests.

1. A search of the optimal number of XIOS servers in re-
lation to the output size (see Sect. 5.2).

2. A comparison between all the output schemes (see
Sect. 5.3).

3. The same type of previous comparison, but adding
the post-processing time needed to convert GRIB to
NetCDF files to simulate a production Earth system
model that requires delivery of products to end users
within a specified time (see Sect. 5.4).

The model setup of tests 2 and 3 is based on three differ-
ent configurations of the IFS CY43R3 as run on the ECMWF
Cray HPCF (see Appendix C). For these two tests, different
cases are compared: sequential output, IFS I/O server, XIOS
server, and no output, which serves as a reference to mea-
sure the overhead of the output schemes. The model setup
of test 1 is also based on the same three configurations, but
with small differences in forecast length and number of out-
put fields (see Sect. 5.2). The results of these three tests are
obtained from the average execution time of three runs.

Table 1 shows a summary of the IFS CY43R3 parameters
for the three different Model Intercomparison Project (MIP)
configurations (Gates et al., 1999) that use a cubic octahe-
dral Gaussian grid. AMIP and HighResMIP configurations
are based on analogous experiments of the CMIP6 project,
without having inserted the appropriate CMIP6 metadata.
The third configuration, as its name suggests, is a theoreti-
cal MIP experiment aimed to stress both the IFS–XIOS in-
terface code and XIOS 2.0 itself to be as close as possible
to future high-resolution MIP configurations (matching the
current ECMWF operational horizontal resolution). Depend-
ing on the configuration, we use a different amount of com-
putational resources to strike a good balance between per-
formance and efficiency. Note that we also use different re-
source allocations when comparing the output schemes, as
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Figure 4. Panel (a) illustrates where fields are sent if the computation and communication overlapping optimisation is disabled, whereas
panel (b) illustrates the delayed sending of the fields until the physics tendency computation if the optimisation is enabled.

Table 1. Summary of the IFS CY43R3 configurations as run on the ECMWF Cray HPCF.

AMIP HighResMIP Theoretical MIP

Horizontal resolution 255 (39 km) 511 (23 km) 1279 (9 km)
Vertical resolution 91 levels 91 levels 137 levels
Forecast length 10 d 10 d 5 d
Time step 2700 s 900 s 600 s
Output frequency 3 and 6 h 3 and 6 h 1 h
IFS MPI processes 22 (2 nodes) 56 (5 nodes) 702 (59 nodes)
IFS processes per node 12 12 12
OpenMP threads per process 6 6 6
IFS I/O server MPI processes 2 (1 node) 4 (1 node) 30 (3 nodes)
XIOS MPI processes 2 (1 node) 4 (2 nodes) 40 (20 nodes)
Hyper-threading Yes Yes Yes
Output size (GRIB) 20 GB 77 GB 2.4 TB
Output size (NetCDF) 48 GB 206 GB 9.9 TB

it makes no sense to allocate dedicated resources for the se-
quential scheme. The IFS I/O server and XIOS require dif-
ferent amounts of resources (see Sect. 5.2) due to the out-
put volume being considerably smaller for the GRIB output
than the XIOS-produced NetCDF files. This is a result of the
intrinsic (lossy) compression in GRIB, whereby most hori-
zontal field slices are scaled and translated to be encoded in
16-bit numbers. Conversely, we have not configured XIOS to

use NetCDF compression, so every value is represented by a
32-bit float. We will elaborate on this in Sect. 6.

We note that a tuning of the compilation, the job schedul-
ing, and configuration of the hardware platform may sig-
nificantly increase the performance of the I/O scheme. We
have used the -O3 optimisation flag to compile XIOS, which
yields a notable improvement of the execution time. Sec-
ondly, we carefully configure the process affinity of the two
parallel binaries which have such different computational
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patterns. Although both IFS CY43R3 and XIOS 2.0 are run
in MPMD mode, independent affinity for each component
is crucial: we tune the number of processes, number of pro-
cesses per node, and number of processes per non-uniform
memory access (NUMA) socket within a node for maximal
performance. Finally, we configure the Lustre parallel file
system at the ECMWF Cray HPCF. By default, Lustre only
uses one object storage target (OST) device to store a file.
However, it is possible to split the file into chunks that are
stored in different OSTs. This is known as striping, and it
is applied to the XIOS output NetCDF files to improve the
performance, especially for very large files.

5.2 Resources usage of XIOS 2.0 servers

XIOS 2.0 servers consume a considerable amount of mem-
ory, for example whilst accumulating data before flushing
to NetCDF output. As a consequence, a minimum number
of exclusive cluster nodes may need to be allocated to pro-
vide sufficient memory. This number depends on the model
resolution, the number of output variables, and the output
frequency and has to be determined by trial and error. The
more XIOS servers are working at the same time, the more
fields can be processed in parallel, avoiding a potential bot-
tleneck during the output process. Figure 5 uses four differ-
ent output sizes: the first configuration uses a resolution of
∼ 39 km on a cubic octahedral grid with 91 vertical levels
(Tco255L91); the second configuration uses a resolution of
∼ 23 km on a cubic octahedral grid with 91 vertical levels
(Tco511L91); and the last two configurations use a resolution
of ∼ 9 km on a cubic octahedral grid with 137 vertical lev-
els (Tco1279L137), with different sets of output fields. We
observe that the required number of output nodes grows sig-
nificantly with the output size, especially for 2.4 and 9.9 TB
cases that need at least 8 and 20 nodes, respectively. In these
configurations we place only a single XIOS MPI task per out-
put node, since there is scarce computational demand on the
post-processing server side.

5.3 Output scheme comparison

This test compares the computational performance of the dif-
ferent output schemes described in Sect. 3. We measure the
I/O overhead of the scheme by comparing the model wall-
clock time with the “no output” scheme (Fig. 6), which does
not write any actual output but does perform vertical inter-
polations with FullPos of the requested output fields. We
also include a “no output” version, “no output+spectral”,
that performs the spectral transforms needed to send dynam-
ical fields in grid-point space to XIOS. Whereas sequential
output and the IFS I/O server have to be compared with the
“no output” case, XIOS has to be compared with the “no
output+spectral” case.

Figure 5. Number of nodes needed by XIOS 2.0 servers in relation
to the output size and writing frequency.

Figure 6 contains three different plots corresponding to the
three configurations described above. We first notice that the
sequential output scheme does not scale at all with the out-
put volume, and its I/O overhead increases model wall-clock
time up to 54 %. In contrast, the IFS I/O server has a low
I/O overhead in all configurations, even for the theoretical
MIP one (less than 1.2 %). It it important to remark that for
AMIP and HighResMIP configurations the execution time of
the IFS I/O server is smaller than the “no output” case, which
might be attributed to the variability of executions. The I/O
overhead of XIOS is also small, which is less than 2.1 % for
the theoretical MIP case. The I/O overhead of XIOS is only
slightly higher than the IFS I/O server, which may well be a
consequence of the much larger output size of the NetCDF
output (9.9 and 2.4 TB, respectively). The optimisation ef-
forts described in Sect. 4.2 were tested in these experiments
but were found to have no significant speedup. Nevertheless,
we have kept the options in the code, since other configura-
tions may benefit from them.

5.4 Comparison including post-processing

This test is the same as the previous test in Sect. 5.3 but adds
the cost of transforming spectral fields as well as converting
GRIB files to NetCDF files. This cost is only added to the
sequential output and IFS I/O server schemes as they write
data in GRIB format. This test is useful to know the poten-
tial benefit of using XIOS to avoid the costly post-processing
performed in climate simulations.

Figure 7 compares the three output schemes, with the post-
processing script consisting of the following steps.

1. Filter the GRIB files produced by IFS according to level
type, which is necessary for the Climate Data Operator
(CDO) to be able to read them. In this step, we also
concatenate the single-time-step files.
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Figure 6. Comparison of the execution time of different output schemes for the three configurations evaluated.

2. For the grid-point fields, remap to a regular grid, and
for the spectral fields, do a spectral transform using the
sp2gpl tool in CDO.

3. Write all data back in NetCDF4 uncompressed format.

The last two steps are carried out concurrently for the co-
ordinate and spectral space variables as well as vertical axis
types. The post-processing steps are made sequentially for
all time steps on a single node. We consider this script to
represent the minimal post-processing workflow for climate
applications of IFS, such as EC-Earth production runs. Al-
most all monitoring and post-processing scripts and tooling
for additional diagnostics perform these steps in one way or
another.

Post-processing of the AMIP configuration takes about
523 s, HighResMIP configuration about 4497 s, and post-
processing only the last output time step of the theoreti-
cal MIP configuration takes about 1845 s. The estimation to
post-process all 120 output time steps of this last configu-
ration would take about 221 400 s (2.56 d) unless 120 nodes
were concurrently allocated to post-process all 120 output
time steps.

After including this post-processing penalty, the true ben-
efit of the XIOS integration becomes apparent. As shown
in Fig. 7, the XIOS scheme outperforms the IFS I/O server
by 21.4 %, 66 %, and 33.4 % for the AMIP, HighResMIP,
and theoretical MIP configuration, respectively. For the se-
quential scheme the speedup is even larger, being 25.5 %,
69.4 %, and 139.3 %, respectively. Note we only included
post-processing of the last time step output for the theoret-
ical MIP configuration.

6 Data validation

To compare the XIOS-produced NetCDF output with the
original GRIB files, we configured the XIOS I/O server to
produce all variables on the original reduced Gaussian grid
for the Tco255L91-resolution AMIP-benchmark run. The
output data in the NetCDF files are represented by 32-bit
floating-point numbers, whereas the original GRIB fields are
usually encoded into 16-bit numbers, translated, and scaled
to span the interval defined by the minimum and maximum of
the field. The scaling and offset are defined for every record
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Figure 7. Comparison of the execution time of different output schemes for the three configurations evaluated: both sequential output and
the IFS I/O server have the additional cost of transforming spectral fields and converting GRIB files to NetCDF files.

separately and are therefore non-uniform across time steps
and model levels.

The resolution of a GRIB record with field values f and
encoding bits B is therefore given by

ε =
max(f )−min(f )

2B
. (1)

This resolution dominates the error in the difference be-
tween the original output and the XIOS-produced data, since
it is orders of magnitude larger than the internal floating-
point error for the typical value B = 16 used at ECMWF. In
Fig. 8 we depict the vertical profile of the error in specific hu-
midity, showing that the maximal difference between the two
output methods is compatible with zero within error bounds.

The same conclusion is drawn for a selection of surface
fields in Fig. 9, where the relative differences and errors
are depicted by dividing with the lower bound of the GRIB
records. Finally, no spatial patterns in the error along the hor-
izontal directions have been observed throughout the bench-
mark output, nor have any irregularities regarding the trans-
formed spectral fields other than expected interpolation er-
rors.

7 Summary and conclusions

In this paper we have integrated XIOS 2.0 into IFS CY43R3
with a twofold objective: provide IFS with a more flexible
output tool to comply with widely accepted standards in the
climate modelling community and replace the obsolete se-
quential I/O scheme that would otherwise incur a heavy per-
formance penalty for high-resolution model configurations
in Earth system models derived from IFS. The use of XIOS
provides the following advantages.

1. Improve scalability of IFS derivatives as XIOS is capa-
ble of writing in parallel.

2. Produce NetCDF files by IFS derivatives and, if con-
figured appropriately, with user-provided metadata to
be CMIP-compliant. XIOS is also capable of post-
processing the IFS fields and computing additional di-
agnostics inline.

3. Provide a more integrated output configuration strat-
egy for coupled models which already employ XIOS.
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Figure 8. Maximal absolute errors (over grid points and time steps)
for specific humidity for each model level. The error bars denote the
error on the GRIB values obtained by evaluating Eq. (1).

Figure 9. Maximal relative errors (over grid points and time steps)
for a few surface fields. The error bars denote the error on the GRIB
values obtained by evaluating Eq. (1).

Also, derived fields combining output from multiple
sub-models will be feasible.

4. Increase the impact of the XIOS initiative throughout
the European climate and weather modelling landscape
to secure a high-performance I/O strategy.

In order to achieve these objectives, we presented a devel-
opment effort which performs a series of steps when model
output is required: run FullPos to perform vertical interpo-
lations; transform spectral fields to grid-point space; reshuf-
fle IFS data arrays from a cache-friendly tiled data structure
to longitude, latitude, and vertical levels arrays suitable for
XIOS; and send fields to XIOS servers.

The performance evaluation shows that the XIOS server
outperforms the sequential I/O scheme. While the latter does
not scale at all as its overhead is up to 54 %, XIOS has a
low overhead of less than 2.1 %. However, the overhead of
the IFS I/O server is slightly better (less than 1.2 %), but this
might be due to the difference in size of the data (9.9 and
2.4 TB for NetCDF and GRIB files, respectively).

When we also take into account the post-processing task
to compare performance results, the benefit of using XIOS is
greater. The post-processing of sequential output and IFS I/O
server schemes consists of converting GRIB files to NetCDF
files as well as transforming spectral fields. These two oper-
ations are expensive in terms of wall-clock time, especially
when the output volume is large. For example, the time de-
voted to post-process AMIP and HighResMIP output con-
figurations is about 523 and 4497 s, increasing the IFS I/O
server time by 21.4 % and 66 %, respectively, and increas-
ing the sequential output scheme time by 25.5 % and 69.4 %,
respectively.

We have also ported the integration to OpenIFS 43R3V1.
This aims to shorten the critical path of Earth system models
that use an IFS CY43R3 derivative or OpenIFS 43R3V1 as
their atmospheric component by optimising the I/O scheme
and providing inline post-processing. It is planned that
OpenIFS 43R3V1 will replace IFS CY36R4 in EC-Earth 4,
foreseeably saving thousands of core hours and storage
space.

Appendix A: Description of the components

A1 IFS and OpenIFS

The Integrated Forecasting System (IFS) (Barros et al., 1995;
ECMWF, 2017b) is an operational global meteorological
forecasting model and data assimilation system developed
and maintained by ECMWF. It is a spectral model that discre-
tises the Euler equations of motion, resolving flow features to
approximately four to six grid cells at the nominal resolution.
The subgrid-scale features and unresolved processes are de-
scribed by atmospheric physics parameterisations. There are
many different unresolved physical processes in the atmo-
sphere, such as radiation, clouds, and subgrid turbulent mo-
tions.

The dynamical core of IFS is hydrostatic, two-time-level,
semi-implicit, and semi-Lagrangian, and it applies spectral
transforms between grid-point space (where the physical pa-
rameterisations and advection are calculated) and spectral

https://doi.org/10.5194/gmd-15-379-2022 Geosci. Model Dev., 15, 379–394, 2022



390 X. Yepes-Arbós et al.: Evaluation and optimisation of I/O scalability for ESMs

Figure A1. Overview of the XIOS architecture. Model processes are communicated with the XIOS servers using asynchronous MPI mes-
sages. The framework is configured using an XML file (reproduced from Meurdesoif et al., 2016).

space. In the vertical the model is discretised using a finite-
element scheme. A cubic octahedral reduced Gaussian grid
is used in the horizontal.

OpenIFS is derived from IFS and designed to be run on
systems external to ECMWF. It has the same forecast capa-
bility of IFS where the data assimilation or observation han-
dling functionality has been removed. It is licensed software
provided free to research and educational institutes.

A2 XIOS

The XML Input/Output Server (XIOS) (Joussaume et al.,
2012; Meurdesoif et al., 2016; Hanke et al., 2013; Maison-
nave et al., 2017) (http://forge.ipsl.jussieu.fr/ioserver, last ac-
cess: 2 January 2018) is an asynchronous MPI parallel I/O
server used by Earth system models to avoid contention in
their I/O. It focuses on offering high performance to achieve
very high scalability with support for high-resolution out-
put. XIOS is developed by the Institute Pierre Simon Laplace
(IPSL). It has the following features:

– usability in the definition and management of the
I/O with a user-friendly Extensible Markup Language
(XML) configuration file;

– avoids the I/O performance issue with dedicated parallel
and asynchronous servers; and

– post-processing of fields can be performed inline using
an internal parallel workflow and dataflow.

XIOS is especially targeted to Earth system models with
these characteristics: coupled models, long simulations, a

lot of model data generated, and contributed to the CMIP
project. They are inherent in climate models, such as EC-
Earth.

In Fig. A1 there is an overview of the schematic architec-
ture used in XIOS. Each one of the model processes runs
its own XIOS client using the XIOS API. This is part of
the client side; i.e. it is run on the model processes. Then,
XIOS clients communicate data to XIOS servers using asyn-
chronous MPI messages. They are run on independent nodes
with regard to the nodes running the model. This is the server
side, which uses its own MPI communicator to perform in-
line post-processing over the received data. After that, XIOS
servers can write post-processed data into the storage system
using two different strategies: one single file or multiple files
(one per XIOS server).

Furthermore, although Fig. A1 shows an XIOS configu-
ration using the server mode (dedicated I/O processes), it is
also possible to use the client mode. In this case XIOS clients
are responsible for post-processing and writing data into the
storage system and will block progress of the model time step
in doing so.

Appendix B: BSC profiling tools

Tracing is the process of recording event-based performance
data along the execution of a program. Using a viewer it
is possible to see the behaviour of the application in the
machine used, focusing on hardware counters, communica-
tion patterns, or memory hierarchy. The tools used to trace
the model are Extrae and Paraver, which are open-source
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and developed by the BSC Performance Tools group (https:
//tools.bsc.es, last access: 28 February 2018).

– Extrae is a package used to instrument the code auto-
matically and/or manually through its API. It generates
Paraver trace files with hardware counters, MPI mes-
sages, and other information for a post-mortem analy-
sis.

– Paraver is a trace browser that can show a global visual
qualitative perspective of the application behaviour for
later focus on the bottlenecks with a detailed quantita-
tive analysis. The tool allows for the creation of views
with any parameter recorded and points to a region of a
code, making the process of modification easier.

Figure B1 shows an example of a trace, which has the
timeline on the x axis and the MPI processes on the y axis.
Along the timeline, some (or many) events happen, which
can be related to MPI calls, cache misses, MIPS, and many
other performance metrics. The trace of the Fig. B1 shows
MPI call events, with each colour representing an MPI func-
tion. Note that the first colour, black, is actually not an MPI
function, but it represents computation (outside MPI).

Figure B1. Example of a trace with MPI call events. The timeline is on the x axis, and MPI processes are on the y axis.

Appendix C: HPC platform and compilation
environment

ECMWF’s high-performance computing facility (HPCF)
(ECMWF, 2018) is a Cray system that has two identical Cray
XC40 clusters. It has a peak performance of 8499 teraflops.

Each Cray XC40 cluster has 3610 compute nodes running
the Cray CLE 5.2 UP04 operating system. Nodes are made
of 128 GB of memory and two Intel E5-2695v4 “Broad-
well” processors, each with 18 cores. It is possible to activate
hyper-threading, offering a total of 72 threads.

Cores have three levels of cache available: L1, L2, and
L3, with 64 KiB, 256 KiB, and 45 MiB (shared) of memory,
respectively. They operate at a clock frequency of 2.1 GHz.

The cluster uses the Aries™ Interconnect network technol-
ogy, which implements a “dragonfly” topology. In addition,
Lustre is used as the parallel file system.

The Cray Developer Toolkit (CDT) version 16.04 and the
Cray Compiling Environment (CCE) version 8.4.6 were used
to compile both IFS CY43R3 and XIOS 2.0. They were built
with Cray MPICH 7.3.3.

https://doi.org/10.5194/gmd-15-379-2022 Geosci. Model Dev., 15, 379–394, 2022

https://tools.bsc.es
https://tools.bsc.es


392 X. Yepes-Arbós et al.: Evaluation and optimisation of I/O scalability for ESMs

Code and data availability. The source code of the integration
is available on Zenodo (https://doi.org/10.5281/zenodo.4905832,
Yepes-Arbós and van den Oord, 2021) and on GitLab (https://
earth.bsc.es/gitlab/xyepes/ifs-cy43r3-and-xios-2.0-integration, last
access: 27 January 2021). GRIB and NetCDF dataset files of
the AMIP configuration can be used to check the correctness at
https://doi.org/10.5281/zenodo.4473008 (Yepes-Arbós et al., 2021).
The IFS source code is available subject to a licence agreement
with ECMWF. ECMWF member-state weather services will be
granted access. The IFS code without modules for data assimi-
lation is also available for educational and academic purposes as
part of the OpenIFS project (https://confluence.ecmwf.int/display/
OIFS/OpenIFS+Home, last access: 23 February 2021), which in-
cludes the integration with XIOS. The XIOS source code is avail-
able on Zenodo (https://doi.org/10.5281/zenodo.4905653 Meurdes-
oif, 2017) and on the official repository (http://forge.ipsl.jussieu.
fr/ioserver, last access: 2 January 2018). The validation scripts
are available on Zenodo (https://doi.org/10.5281/zenodo.4906175,
van den Oord, 2021) and on GitHub (https://github.com/goord/
xios-grib-compare, last access: 11 February 2021).
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S., Wang, X., Wyser, K., Dutra, E., Baldasano, J. M., Bin-
tanja, R., Bougeault, P., Caballero, R., Ekman, A. M. L., Chris-
tensen, J. H., van den Hurk, B., Jimenez, P., Jones, C., Kåll-
berg, P., Koenigk, T., McGrath, R., Miranda, P., Van Noije, T.,
Palmer, T., Parodi, J. A., Schmith, T., Selten, F., Storelvmo,
T., Sterl, A., Tapamo, H., Vancoppenolle, M., Viterbo, P., and
Willén, U.: EC-Earth: A Seamless Earth-System Prediction Ap-
proach in Action, B. Am. Meteorol. Soc., 91, 1357–1363,
https://doi.org/10.1175/2010BAMS2877.1, 2010.

Huang, X. M., Wang, W. C., Fu, H. H., Yang, G. W., Wang,
B., and Zhang, C.: A fast input/output library for high-
resolution climate models, Geosci. Model Dev., 7, 93–103,
https://doi.org/10.5194/gmd-7-93-2014, 2014.

Ishiwatari, M., Toyoda, E., Morikawa, Y., Takehiro, S., Sasaki,
Y., Nishizawa, S., Odaka, M., Otobe, N., Takahashi, Y. O.,
Nakajima, K., Horinouchi, T., Shiotani, M., Hayashi, Y.-
Y., and Gtool development group: “Gtool5”: a Fortran90 li-
brary of input/output interfaces for self-descriptive multi-
dimensional numerical data, Geosci. Model Dev., 5, 449–455,
https://doi.org/10.5194/gmd-5-449-2012, 2012.

Jackson, A., Reid, F., Hein, J., Soba, A., and Saez, X.: High
Performance I/O, in: 2011 19th International Euromicro Con-

ference on Parallel, Distributed and Network-Based Process-
ing, 9–11 February 2011, Ayia Napa, Cyprus, IEEE, 349–356,
https://doi.org/10.1109/PDP.2011.16, 2011.

Jin, C., Klasky, S., Hodson, S., Yu, W., Lofstead, J., Abbasi, H.,
Schwan, K., Wolf, M., Liao, W.-k., Choudhary, A., Parashar, M.,
Docan, C., and Oldfield, R.: Adaptive IO System (ADIOS), in:
Cray User Group (CUG) Workshop, 5–8 May 2008, Helsinki,
Finland, 1–8, available at: https://cug.org/5-publications/
proceedings_attendee_lists/2008CD/S08_Proceedings/
pages/Authors/16-19Thursday/Klasky-White-Thursday18C/
Klasky-White-Thursday18C-paper.pdf (last access: 26 October
2017), 2008.

Joussaume, S., Bellucci, A., Biercamp, J., Budich, R., Daw-
son, A., Foujols, M., Lawrence, B., Linardikis, L., Mas-
son, S., Meurdesoif, Y., Riley, G., Taylor, K., and Vidale,
P.: Modelling the Earth’s climate system: data and comput-
ing challenges, in: 2012 SC Companion: High Performance
Computing, Networking Storage and Analysis, 10–16 Novem-
ber 2012, Salt Lake City, UT, USA, IEEE, 2325–2356,
https://doi.org/10.1109/SC.Companion.2012.361, 2012.

Kern, B. and Jöckel, P.: A diagnostic interface for the ICOsahe-
dral Non-hydrostatic (ICON) modelling framework based on
the Modular Earth Submodel System (MESSy v2.50), Geosci.
Model Dev., 9, 3639–3654, https://doi.org/10.5194/gmd-9-3639-
2016, 2016.

Li, J., Liao, W.-k., Choudhary, A., Ross, R., Thakur, R.,
Gropp, W., Latham, R., Siegel, A., Gallagher, B., and Zin-
gale, M.: Parallel netCDF: A High-Performance Scientific I/O
Interface, in: Proceedings of the 2003 ACM/IEEE confer-
ence on Supercomputing – SC ’03, p. 39, 15–21 November
2003, Phoenix, AZ, USA, ACM Press, Phoenix, AZ, USA,
https://doi.org/10.1145/1048935.1050189, 2003.

Liu, Z., Wang, B., Wang, T., Tian, Y., Xu, C., Wang, Y.,
Yu, W., Cruz, C. A., Zhou, S., Clune, T., and Klasky, S.:
Profiling and Improving I/O Performance of a Large-Scale
Climate Scientific Application, in: 2013 22nd International
Conference on Computer Communication and Networks (IC-
CCN), 30 July–2 August 2013, Nassau, Bahamas, IEEE, 1–7,
https://doi.org/10.1109/ICCCN.2013.6614174, 2013.

Maisonnave, E., Fast, I., Jahns, T., Biercamp, J., Sénési,
S., Meurdesoif, Y., and Fladrich, U.: CDI-pio & XIOS
I/O servers compatibility with HR climate models,
Tech. rep., CERFACS, available at: https://is.enes.org/
archive-1/phase-2/documents/deliverables/is-enes2_d9-4_
cdi-pio-xios-i-o-servers-compatibility-with-hr-climate-models/
at_download/file (last access: 5 January 2022), 2017.

Message Passing Interface Forum: MPI-2 : Extensions to the
Message-Passing Interface, Tech. rep., University of Ten-
nessee, available at: https://www.mpi-forum.org/docs/mpi-2.0/
mpi2-report.pdf (last access: 8 January 2018), 2003.

Meurdesoif, Y.: XIOS 2.0 (Revision 1297), Zenodo [code],
https://doi.org/10.5281/zenodo.4905653, 2017.

Meurdesoif, Y., Caubel, A., Lacroix, R., Dérouillat, J., and
Nguyen, M. H.: XIOS Tutorial, CEA/LSCE and IPSL, avail-
able at: http://forge.ipsl.jussieu.fr/ioserver/raw-attachment/wiki/
WikiStart/XIOS-tutorial.pdf (last access: 15 May 2019), 2016.

Nisar, A., Liao, W.-K., and Choudhary, A.: Scaling parallel I/O per-
formance through I/O delegate and caching system, in: SC ’08:
Proceedings of the 2008 ACM/IEEE Conference on Supercom-

https://doi.org/10.5194/gmd-15-379-2022 Geosci. Model Dev., 15, 379–394, 2022

https://doi.org/10.5194/gmd-13-3507-2020
https://doi.org/10.1002/grl.50360
https://is.enes.org/archive/documents/IS-ENES_D7.3.pdf
https://is.enes.org/archive/documents/IS-ENES_D7.3.pdf
https://www.researchgate.net/publication/348169990_THE_PARALLELIO_PIO_CFORTRAN_LIBRARIES_FOR_SCALABLE_HPC_PERFORMANCE
https://www.researchgate.net/publication/348169990_THE_PARALLELIO_PIO_CFORTRAN_LIBRARIES_FOR_SCALABLE_HPC_PERFORMANCE
https://www.researchgate.net/publication/348169990_THE_PARALLELIO_PIO_CFORTRAN_LIBRARIES_FOR_SCALABLE_HPC_PERFORMANCE
https://www.researchgate.net/publication/348170136_THE_PARALLELIO_PIO_CFORTRAN_LIBRARIES_FOR_SCALABLE_HPC_PERFORMANCE
https://www.researchgate.net/publication/348170136_THE_PARALLELIO_PIO_CFORTRAN_LIBRARIES_FOR_SCALABLE_HPC_PERFORMANCE
https://www.researchgate.net/publication/348170136_THE_PARALLELIO_PIO_CFORTRAN_LIBRARIES_FOR_SCALABLE_HPC_PERFORMANCE
https://doi.org/10.1175/2010BAMS2877.1
https://doi.org/10.5194/gmd-7-93-2014
https://doi.org/10.5194/gmd-5-449-2012
https://doi.org/10.1109/PDP.2011.16
https://cug.org/5-publications/proceedings_attendee_lists/2008CD/S08_Proceedings/pages/Authors/16-19Thursday/Klasky-White-Thursday18C/Klasky-White-Thursday18C-paper.pdf
https://cug.org/5-publications/proceedings_attendee_lists/2008CD/S08_Proceedings/pages/Authors/16-19Thursday/Klasky-White-Thursday18C/Klasky-White-Thursday18C-paper.pdf
https://cug.org/5-publications/proceedings_attendee_lists/2008CD/S08_Proceedings/pages/Authors/16-19Thursday/Klasky-White-Thursday18C/Klasky-White-Thursday18C-paper.pdf
https://cug.org/5-publications/proceedings_attendee_lists/2008CD/S08_Proceedings/pages/Authors/16-19Thursday/Klasky-White-Thursday18C/Klasky-White-Thursday18C-paper.pdf
https://doi.org/10.1109/SC.Companion.2012.361
https://doi.org/10.5194/gmd-9-3639-2016
https://doi.org/10.5194/gmd-9-3639-2016
https://doi.org/10.1145/1048935.1050189
https://doi.org/10.1109/ICCCN.2013.6614174
https://is.enes.org/archive-1/phase-2/documents/deliverables/is-enes2_d9-4_cdi-pio-xios-i-o-servers-compatibility-with-hr-climate-models/at_download/file
https://is.enes.org/archive-1/phase-2/documents/deliverables/is-enes2_d9-4_cdi-pio-xios-i-o-servers-compatibility-with-hr-climate-models/at_download/file
https://is.enes.org/archive-1/phase-2/documents/deliverables/is-enes2_d9-4_cdi-pio-xios-i-o-servers-compatibility-with-hr-climate-models/at_download/file
https://is.enes.org/archive-1/phase-2/documents/deliverables/is-enes2_d9-4_cdi-pio-xios-i-o-servers-compatibility-with-hr-climate-models/at_download/file
https://www.mpi-forum.org/docs/mpi-2.0/mpi2-report.pdf
https://www.mpi-forum.org/docs/mpi-2.0/mpi2-report.pdf
https://doi.org/10.5281/zenodo.4905653
http://forge.ipsl.jussieu.fr/ioserver/raw-attachment/wiki/WikiStart/XIOS-tutorial.pdf
http://forge.ipsl.jussieu.fr/ioserver/raw-attachment/wiki/WikiStart/XIOS-tutorial.pdf


394 X. Yepes-Arbós et al.: Evaluation and optimisation of I/O scalability for ESMs

puting, 15–21 November 2008, Austin, TX, USA, IEEE, 1–12,
https://doi.org/10.1109/SC.2008.5214358, 2008.

Poyraz, E., Xu, H., and Cui, Y.: Application-specific I/O Op-
timizations on Petascale Supercomputers, in: ICCS 2014.
14th International Conference on Computational Science, 10–
12 June 2014, Cairns, Australia, Elsevier, vol. 29, 910–923,
https://doi.org/10.1016/J.PROCS.2014.05.082, 2014.

Prodhomme, C., Batté, L., Massonnet, F., Davini, P., Bellprat, O.,
Guemas, V., Doblas-Reyes, F. J., Prodhomme, C., Batté, L., Mas-
sonnet, F., Davini, P., Bellprat, O., Guemas, V., and Doblas-
Reyes, F. J.: Benefits of Increasing the Model Resolution for
the Seasonal Forecast Quality in EC-Earth, J. Climate, 29, 9141–
9162, https://doi.org/10.1175/JCLI-D-16-0117.1, 2016.

Roberts, M. J., Clayton, A., Demory, M. E., Donners, J., Vidale,
P. L., Norton, W., Shaffrey, L., Stevens, D. P., Stevens, I., Wood,
R. A., and Slingo, J.: Impact of Resolution on the Tropical Pacific
Circulation in a Matrix of Coupled Models, J. Climate, 22, 2541–
2556, https://doi.org/10.1175/2008JCLI2537.1, 2009.

Tseng, Y.-H. and Ding, C.: Efficient Parallel I/O in Community At-
mosphere Model (CAM), Int. J. High Perform. C., 22, 206–218,
https://doi.org/10.1177/1094342008090914, 2008.

Uselton, A., Howison, M., Wright, N. J., Skinner, D., Keen,
N., Shalf, J., Karavanic, K. L., and Oliker, L.: Parallel I/O
performance: From events to ensembles, in: 2010 IEEE In-
ternational Symposium on Parallel & Distributed Processing
(IPDPS), 19–23 April 2010, Atlanta, GA, USA, IEEE, 1–11,
https://doi.org/10.1109/IPDPS.2010.5470424, 2010.

van den Oord, G.: XIOS-GRIB compare (v1.0), Zenodo [code],
https://doi.org/10.5281/zenodo.4906175, 2021.

Vijayakumar, K., Mueller, F., Ma, X., and Roth, P. C.: Scalable I/O
tracing and analysis, in: Proceedings of the 4th Annual Work-
shop on Petascale Data Storage – PDSW ’09, 14 November 2009,
Portland, OR, USA, ACM Press, New York, New York, USA,
p. 26, https://doi.org/10.1145/1713072.1713080, 2009.

Yashiro, H., Terasaki, K., Miyoshi, T., and Tomita, H.: Performance
evaluation of a throughput-aware framework for ensemble data
assimilation: the case of NICAM-LETKF, Geosci. Model Dev.,
9, 2293–2300, https://doi.org/10.5194/gmd-9-2293-2016, 2016.

Yepes-Arbós, X. and van den Oord, G.: IFS CY43R3
and XIOS 2.0 integration (v1.0), Zenodo [code],
https://doi.org/10.5281/zenodo.4905832, 2021.

Yepes-Arbós, X., van den Oord, G., Acosta, M. C., and Carver,
G.: Evaluation and optimisation of the I/O scalability for the
next generation of Earth system models: IFS CY43R3 and
XIOS 2.0 integration as a case study (1.0), Zenodo [data set],
https://doi.org/10.5281/zenodo.4473008, 2021.

Zhao, M., Held, I. M., Lin, S.-J., and Vecchi, G. A.: Sim-
ulations of Global Hurricane Climatology, Interannual
Variability, and Response to Global Warming Using
a 50-km Resolution GCM, J. Climate, 22, 6653–6678,
https://doi.org/10.1175/2009JCLI3049.1, 2009.

Zou, Y., Xue, W., and Liu, S.: A case study of large-scale
parallel I/O analysis and optimization for numerical weather
prediction system, Future Gener. Comp. Sy., 37, 378–389,
https://doi.org/10.1016/J.FUTURE.2013.12.039, 2014.

Geosci. Model Dev., 15, 379–394, 2022 https://doi.org/10.5194/gmd-15-379-2022

https://doi.org/10.1109/SC.2008.5214358
https://doi.org/10.1016/J.PROCS.2014.05.082
https://doi.org/10.1175/JCLI-D-16-0117.1
https://doi.org/10.1175/2008JCLI2537.1
https://doi.org/10.1177/1094342008090914
https://doi.org/10.1109/IPDPS.2010.5470424
https://doi.org/10.5281/zenodo.4906175
https://doi.org/10.1145/1713072.1713080
https://doi.org/10.5194/gmd-9-2293-2016
https://doi.org/10.5281/zenodo.4905832
https://doi.org/10.5281/zenodo.4473008
https://doi.org/10.1175/2009JCLI3049.1
https://doi.org/10.1016/J.FUTURE.2013.12.039

	Abstract
	Introduction
	Motivation and related work
	Analysis of the IFS CY43R3 I/O schemes
	Communication and I/O strategy
	Profiling of communication and I/O

	Integration of XIOS 2.0 into IFS CY43R3
	Framework design
	Implemented optimisations

	Performance evaluation
	Model setup
	Resources usage of XIOS 2.0 servers
	Output scheme comparison
	Comparison including post-processing

	Data validation
	Summary and conclusions
	Appendix A: Description of the components
	Appendix A1: IFS and OpenIFS
	Appendix A2: XIOS

	Appendix B: BSC profiling tools
	Appendix C: HPC platform and compilation environment
	Code and data availability
	Author contributions
	Competing interests
	Disclaimer
	Acknowledgements
	Financial support
	Review statement
	References

