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Abstract. This paper introduces the Bergen Dynamical
Model (Bedymo), an idealized atmospheric circulation
model, which combines the quasi-geostrophic approximation
and the hydrostatic primitive equations into one modelling
framework. The model is designed such that the two sys-
tems of equations are solved as similarly as possible, such
that differences can be unambiguously attributed to the dif-
ferent approximations, rather than the model formulation or
the numerics. As a consequence, but in contrast to most other
quasi-geostrophic models, Bedymo uses σ coordinates in the
vertical. In addition to the atmospheric core, Bedymo also
includes a slab ocean model with options for prescribed and
wind-induced currents. Further, Bedymo has a graphical user
interface, making it particularly useful for teaching.

Bedymo is evaluated for four atmosphere-only test cases
and one coupled test case including the slab ocean compo-
nent. The atmosphere-only test cases comprise the growth
of a cyclonic disturbance in a baroclinic environment and the
excitation of Rossby waves and inertia–gravity waves by iso-
lated orography, as well as the simulation of a mid-latitude
storm track, all in a mid-latitude channel. The atmosphere–
ocean coupled test case is based on an equatorial channel and
evaluates the coupled response to an isolated equatorial tem-
perature anomaly in the ocean mixed layer. For all test cases,
results agree well with expectations from theory and results
obtained with more complex models.

1 Introduction

Since the 1950s, several studies introduced different quasi-
geostrophic (QG; e.g. Charney and Phillips, 1953) and hy-
drostatic primitive-equation models (PE; e.g. Smagorinsky,
1958). Table 1 of Schär and Wernli (1993) lists a more re-
cent selection of QG and PE models, and the development
of idealized models is still ongoing (e.g. Hogg et al., 2003;
Maze et al., 2006). Given this wealth of existing models,
why should one develop another model? The main reason
for developing the Bergen Dynamical Model (Bedymo) is to
combine two approximations – quasi-geostrophy and the dry
hydrostatic primitive equations – into one modelling frame-
work. To our knowledge, there is no other model that com-
bines several approximations in one numerical framework.
Hence, Bedymo provides the only dynamical core that incor-
porates two levels in the Held (2005) hierarchy of models.

Typically, the approach to solve the underlying set of equa-
tions is different for each approximation. For example, QG
models usually forecast the QG potential vorticity (QGPV)
and diagnose the geostrophic wind and temperature field by
inverting the QGPV (e.g. Charney and Phillips, 1953). In
contrast, in PE models the horizontal winds are forecasted in-
dependently rather than diagnostically derived from geostro-
phy. This remains true even if many PE models forecast vor-
ticity and divergence instead of the wind components directly
(e.g. Smagorinsky, 1958). As our main goal is to combine the
different approximations in one model, we devise a common
approach based on prognostic equations for temperature and
surface pressure. This approach allows us to solve the respec-
tive set of equations as similarly as possible. In contrast to
previous studies (e.g. Whitaker, 1993; Rotunno et al., 2000),
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we can then intercompare QG with PE without using differ-
ent models.

The simplifications from QG to PE have far-reaching
consequences for the representation of the mid-latitude at-
mospheric dynamics. While in general the synoptic-scale
dynamics are relatively well represented in QG (Charney
and Phillips, 1953), there are several aspects of synoptic-
scale weather systems that QG cannot represent. First and
foremost, QG cyclones cannot develop fronts (cf. Hoskins,
1975), which are otherwise the most dynamically active
parts of a cyclone. Further, the neglect of advection by
the ageostrophic winds makes QG cyclones and anticy-
clones much more symmetrical than their real counterparts
(Wolf and Wirth, 2015). Both fronts and cyclone–anticyclone
asymmetries are well represented in a PE model.

From a more conceptual perspective, the difference be-
tween QG and PE is the difference between a model that
solely represents a balanced component of the flow (QG)
and a model that can support flow imbalances (PE). In QG,
the model state is given by the distribution of a single vari-
able (i.e. QGPV), all other variables are derived diagnosti-
cally from balance relations. In contrast, in PE the horizontal
winds and temperature can evolve principally independently
from each other. As a consequence, only a PE model can
represent the unbalanced flow associated with inertia–gravity
waves. The ability to switch between the QG and PE repre-
sentations makes Bedymo thus ideally suited to address long-
standing questions on the relation between the balanced and
unbalanced flow components and the role of the unbalanced
flow to keep the flow nearly balanced (Plougonven and Sny-
der, 2007; McIntyre, 2009; Plougonven and Zhang, 2014).

Another reason for starting the model development from
scratch was to make use of comparatively new features of
Fortran 95 and 2003. These features aid the modularity and
readability (and hence maintainability) of the source code.
In addition to the combined QG-PE atmospheric model,
Bedymo also includes a slab ocean and atmospheric trac-
ers as optional modules. Furthermore, the source code is or-
ganized in a way to make it easily accessible from Python.
Besides allowing for flexible yet easy-to-read runscripts, the
Python bindings provide the basis for a graphical user inter-
face (GUI) that allows us to interactively run the model and
watch the flow evolution “live” while the model is running. A
user guide is available (Spensberger, 2022b). All these fea-
tures make Bedymo an ideal tool not only for research but
also for education and student research projects.

2 The model

2.1 Atmospheric dynamics

Our joint approach to solve the equations for QG and for
hydrostatic PE is based on the thermodynamic equation, be-
cause it features only small modifications between the differ-

Table 1. Summary of the common approach to solve the QG and
PE systems. Prognostic equations are marked in bold. In this table,
u and v denote advecting wind velocities.

Variable QG PE

T Eq. (15) Eq. (5)
ps Eq. (16) Eq. (7)
u, v = (ug,vg) Eqs. (1), (2)
φ Eq. (4) Eq. (4)
ug, vg Eq. (13)
ω, σ̇ Eqs. (18), (23) Eqs. (8), (9)

ent approximations. The only difference is the wind veloc-
ity components used in the advection (Table 1). In conjunc-
tion with a lower boundary condition provided by the fore-
casted surface pressure, the temperature distribution fully de-
termines the atmospheric state in the QG system via hydro-
static and geostrophic balance. In PE, the horizontal wind
velocity components evolve independently, and hence they
must be forecasted separately.

In both systems, pressure and σ vertical velocity is re-
quired to integrate the thermodynamic equation forward in
time. In QG, the pressure vertical velocity follows from an in-
version of the omega-equation, which implicitly establishes
the three-dimensional QG-balance, and σ -vertical velocity is
derived from there. In PE, both vertical velocities are de-
rived from the continuity equation using the divergence of
the forecasted horizontal flow and the local surface pressure
tendency. In PE, the local surface pressure is given by the
column-integrated mass flux divergence and thus also fol-
lows from continuity. In contrast, in QG the local surface
pressure tendency is derived from the pressure vertical ve-
locity at the lower surface and thus by the lower boundary
condition used for the ω-inversion. This boundary condition
is given by the vorticity equation evaluated at the lower sur-
face such that in QG surface pressure evolves following QG
vorticity dynamics.

In the following, we summarize the model equations for
QG and PE. We use a β-plane approximation for the Coriolis
parameter f = f0+βy. In order to derive a self-consistent
QG system, we need to approximate the specific volumes
by time-invariant and horizontally homogeneous background
values α = α(σ). This approximation is optional for PE, and
we will introduce and evaluate both variants. All symbols
used in the following equations are summarized in Table 2.

2.1.1 Full primitive equations

The PE equations, as used in Bedymo, are as follows:

du
dt
− (f0+βy)v =−

∂φ

∂x
−ασ

∂ps

∂x
− ru+D∇2u, (1)

dv
dt
+ (f0+βy)u=−

∂φ

∂y
−ασ

∂ps

∂y
− rv+D∇2v, (2)
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Table 2. List of symbols. Where ambiguous, superscripts “a” or “o”
denote atmospheric or oceanic variables, respectively.

Symbol Explanation

x, y Horizontal Cartesian coordinates.
σ Vertical coordinate defined by σ = p

ps
.

ps Surface pressure.
u, v Horizontal atmospheric or oceanic flow velocity

components.
ug, vg Geostrophic flow velocity components.
ω, σ̇ Pressure and σ vertical velocity, respectively.
ue, ve Ekman flow velocity in the ocean.
up, vp Prescribed flow velocity in the ocean.
u Three-dimensional atmospheric or oceanic flow

velocity vector.
v Horizontal atmospheric or oceanic flow velocity

vector.
f Spatially variable Coriolis parameter
f0, β Constant Coriolis and β = ∂f

∂y
parameters.

s Stability parameter defined in Eq. (21).
α, α Specific volume, with α = α(σ) as with the ho-

mogenous density approximation.
T , 0 Background state temperature profile and strat-

ification.
φ Hydrostatic geopotential.
ψg Geostrophic stream function defined by

Eq. (14).
r Linear (Ekman) friction coefficient.
rT Temperature relaxation coefficient.
D Scale-selective damping coefficient.
R Ideal gas constant for air.
cp , cv Isobaric and isochoric specific heat capacity.
φs Time-invariant surface geopotential, represent-

ing orography.
J Specific diabatic heating rate (J kg−1 s−1).
Q1, Q2 Components of the Hoskins et al. (1978)Q vec-

tor.
H Depth of the slab ocean mixed layer.
Fsh Sensible heat transport between the atmosphere

and ocean.
ε Small non-rotating flow coefficient for wind-

driven flow in the ocean.
Csh, CD Exchange coefficients for sensible heat and mo-

mentum fluxes.

α =
RT

σps
(3)

∂φ

∂σ
=−

RT

σ
, (4)

dT
dt
−
α

cp
ω =

J

cp
, (5)

1
ps

dps

dt
+∇σ · v+

∂σ̇

∂σ
= 0. (6)

In order to provide an energy sink for long and short waves,
respectively, the momentum equations include non-scale-

selective linear Ekman friction and a scale-selective damping
term.

In this system, we infer geopotential φ by integrating the
hydrostatic Eq. (4) upwards, starting from the time-invariant
surface geopotential φs which represents the model orogra-
phy. The local surface pressure tendency results from conti-
nuity,

∂ps

∂t
=−

1∫
0

∇ · (vps) dσ . (7)

And finally,

σ̇ =−
σ

ps

∂ps

∂t
−

1
ps

σ∫
0

∇ · (vps) dσ , and (8)

ω =−

σ∫
0

∇ · (vps) dσ + σv · ∇ps , (9)

which closes the system of Eqs. (1)–(6). All other parameters
in the equations are either time-invariant fields, are constants,
or represent an external forcing.

2.1.2 Homogeneous density approximation

As a first step towards quasi-geostrophy, we first assume
horizontally homogeneous density within the PE system. In
mathematical form, the approximation α ≈ α(σ) resembles
the anelastic approximation in Cartesian z coordinates. How-
ever, while the continuity equation for the anelastic approxi-
mation reduces to that for incompressible flow, the continu-
ity equation in σ coordinates is unchanged by this approx-
imation. As a result of this difference, (barotropic) acoustic
waves are still supported, while they are not with the anelas-
tic approximation.

As a result of the homogeneous density approximation,
the pressure gradient terms become linear because ασ only
varies with height. In fact, using the ideal gas law ασ = RT

ps
,

the product ασ becomes constant with an isothermal back-
ground state. Further, vertical temperature advection is ap-
proximated by advection of the homogeneous background
state only, σ̇ ∂T

∂σ
≈ σ̇0 with 0 = ∂T

∂σ
.

In summary, the resulting momentum and thermodynamic
equations are

du
dt
− (f0+βy)v =−

∂φ

∂x
−ασ

∂ps

∂x
− ru+D∇2u , (10)

dv
dt
+ (f0+βy)u=−

∂φ

∂y
−ασ

∂ps

∂y
− rv+D∇2v , (11)

dhT

dt
+0σ̇ −

α

cp
ω =

J

cp
. (12)

Continuity (Eq. 6), hydrostasy (Eq. 4), and Eqs. (7)–(9) that
determine the surface pressure tendency and the vertical ve-
locities all remain unchanged.
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2.1.3 Quasi-geostrophy

In QG, the geostrophic wind follows from the geostrophic
streamfunction ψg ,

vg =−k×∇ψg , (13)

which is in turn defined by

f0ψg = φ+ασps . (14)

The prognostic equations are

dgT

dt
+0σ̇ −

α

cp
ω =

J

cp
and (15)

dgps

dt
=
∂ps

∂t
+ vgs · ∇ps = ωs , (16)

in which the surface pressure tendency Eq. (16) is evaluated
at the lower surface (σ = 1), indicated by the subscript “s”.

The remaining unknown variables at this point are the ver-
tical wind σ̇ and the pressure vertical velocity ω. Starting
from the following form of continuity

∇σ · va+
1
p0

∂ω

∂σ
= 0 , (17)

the pressure vertical velocity can be derived from the ω equa-
tion

s∇2
σω+

f 2
0
p0

∂2ω

∂σ 2 = 2∇σ · (Q1,Q2)+βf0
∂vg

∂σ

+ f0
∂rζg

∂σ
− f0

∂D∇2ζg

∂σ
−
κ

σ
∇

2J , (18)

in which Q1 and Q2 represent the two components of the
Hoskins et al. (1978) Q vector

Q1 =+f0
∂vg

∂x
· ∇σ

∂ψg

∂σ
, (19)

Q2 =−f0
∂vg

∂y
· ∇σ

∂ψg

∂σ
. (20)

Further, s = s(σ ) is a horizontally homogeneous stability pa-
rameter

s =−
α

σ

cv

cp
−
∂α

∂σ
. (21)

In order to solve the elliptic ω equation (Eq. 18), we require
a condition for ω at the lower surface. We obtain ωs from the
vorticity tendency equation evaluated at the lower surface.
The resulting condition is

αs∇
2ωs−

f 2
0
p0

∂ω

∂σ

∣∣∣
s
=−vgs · ∇(∇

2φs)

− f0βvgs− f0rsζgs+ f0Ds∇
2ζgs , (22)

in which the subscript “s” again indicates variables that are
evaluated at the surface. Finally, after using ωs to obtain ω
for the entire model domain, we derive σ̇ from

σ̇ =
1
p0
(ω− σωs− σ(vg− vgs) · ∇ps) , (23)

which closes the system of equations.
QG potential vorticity q is not used anywhere in the model.

Nevertheless, for reference, q takes the form

q =∇2
σψg+βy+

f 2
0
p0

∂

∂σ

[
1
s

∂ψg

∂σ

]
, (24)

in this QG system.

2.2 Ocean dynamics

In addition to the atmospheric component, Bedymo also in-
cludes a slab ocean. The slab ocean is intended to represent
an oceanic mixed layer that interacts with the atmosphere
on timescales on which the internal ocean dynamics can be
neglected. Nevertheless, as the oceanic heat transport might
play a role even at these timescales, we provide several op-
tions to provide oceanic flow and heat transport.

The only prognostic variable in the slab ocean model is the
mixed-layer temperature T o,

∂T o

∂t
=−

Fsh

ρoco
pH
−OHT− ro

T(T
o
− T o

e ) . (25)

It can change due to sensible heat exchange Fsh between the
ocean and the atmosphere and oceanic heat transport (OHT).
In addition, the model includes a relaxation term towards
a prescribed climatological temperature T o

e , which may be
used to crudely represent the neglected oceanic circulation
(see Table 2 for other symbols).

The heat exchange is parameterized with a bulk flux for-
mulation,

Fsh = ρ
a
s c

a
pCsh|v

a
s |(T

a
s − T

o) . (26)

Here (and in the following equations) atmospheric variables
are denoted by a superscript “a”, and the index “s” denotes
values at the interface between the atmosphere and ocean.
Details on how these surface variables are defined are given
in Sect. 2.4.

The options for parametrizing the oceanic heat transports
are

OHT=

 0 for a 0.5-layer model,
vo
· ∇hT

o for a 1-layer model, and
∇ · (uoT o) for a 1.25-layer model.

(27)

The first option represents a motionless ocean, while the
other two options differ in the way divergence in the flow
field is treated, with uo denoting the 3D-flow field and vo

the horizontal part of the flow. Whereas divergence does not
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influence the mixed-layer temperature in the 1-layer model,
the 1.25-layer model assumes a compensating vertical flow
(positive upwards):

wo
=∇h · v

o,

that transports water from a lower layer of temperature T o
2

into the mixed layer,

∇ · (uoT o)=∇h · (v
oT o)−

{
woT o if downwelling, wo < 0 ,
woT o

2 if upwelling, wo
≥ 0 .

The temperature T o
2 might vary spatially but is kept constant

over time. By not letting T o
2 vary with time, we implicitly

assume the deeper layer to be motionless and to have infinite
heat capacity.

Formally, both the 1-layer model and the 1.25-layer model
for the OHT do not conserve energy because the average
mixed-layer temperature can change without temperature re-
laxation or heat exchange with the atmosphere. Upwelling
in the 1.25-layer model lets the average mixed-layer temper-
ature approach the deep-layer temperature without the latter
changing due to the downwelling required by continuity. The
1.25-layer model reduces to the 1.0-layer model if T o

2 = T
o,

such that the average mixed-layer temperature will over time
approach the local mixed-layer temperature in locations of
divergent flow.

The total transporting flow vo
= ve+ vp is a combination

of a user-prescribed flow pattern vp and the wind-driven Ek-
man flow ve. Our formulation of ve also includes a small
parameter ε in addition to the standard Ekman flow,

ve =
ρa

sCD|v
as |

ρoH(ε2+ f 2)
(εvas − f k× vas) , (28)

which controls the magnitude of the non-rotating flow ex-
cited by wind stresses. This addition results in finite Ekman
velocities at the Equator. Codron (2012) refers to ε as the
inverse damping timescale of oceanic currents.

2.3 Numerics and model infrastructure

2.3.1 Coordinate system and discretization

Bedymo uses Cartesian coordinates in the horizontal and a
terrain-following pressure coordinate σ in the vertical, which
is defined by

σ =
p

ps
. (29)

Variations in surface pressure thus affect the coordinate sys-
tem throughout the atmospheric column up to the model top
at p = 0.

In both the horizontal and the vertical directions, the ve-
locity components are staggered with respect to the main
grid points, following the C-grid setup of Arakawa and Lamb

(1977). Temperature, geopotential, specific volume, and sur-
face pressure are all defined on the unstaggered grid.

Bedymo uses the third-order Runge–Kutta time integra-
tion scheme in conjunction with a third-order upwind-biased
interpolation of the advected quantities to determine the ad-
vective fluxes at the staggered locations of the wind speed
components, following the derivations of Smolarkiewicz
(1982) and Tremback et al. (1987). A first-order upwind-
biased interpolation is only used for vertical advection in the
uppermost and lowermost level. We tested higher- and lower-
order advection schemes for the interior of the model do-
main, but this choice turned out to be largely inconsequential.
The explicit scale-selective damping active for most of the
test setups dominates the numerical diffusion (see Table 3).
The remainder of the model is discretized using second-order
centred differences and interpolations.

2.3.2 Elliptical solver

In QG mode, an elliptic equation has to be solved to de-
termine the vertical velocity. Through extensive testing, we
found the full multigrid method (e.g. Saad, 2003) in con-
junction with the bi-conjugate gradient stabilized (BiCGstab)
method of van der Vorst (1992) to be the most effective and
stable configuration for Bedymo. We use BiCGstab both to
solve the elliptic equation on the coarsest grid and to itera-
tively refine the solution on finer grids.

2.4 Boundary conditions

The boundaries of the model domain are located at staggered
grid points. At the model top, p = 0 and also both vertical
velocities vanish, i.e. σ̇ = 0 and ω = 0. At the surface σ̇ = 0,
but ωs 6= 0 as surface pressure can change both locally and
in a Lagrangian reference frame. In QG, ωs is determined
through a condition derived from the surface vorticity ten-
dency (Eq. 22); in PE, it is derived from continuity (Eq. 9).

There are two available options for boundary conditions
along the lateral boundaries. The first option represents peri-
odic boundaries in the respective direction, and the second
option features an impermeable free-slip “wall” with zero
boundary-normal fluxes.

2.5 Python bindings and graphical user interface

While the model is written in Fortran, the code is structured
such to make it easily accessible from python using F2PY
(NumPy Developers, 2022). In particular, the model can be
run from python and model variables are accessible from
python during runtime.

These python bindings are the basis for a rudimentary
python run script illustrating the basic use of the model
through python, as well as a graphical user interface (GUI)
based on python and PyQt (Fig. 1). The GUI allows us to
start, stop, and single-step the model and watch the evolution
of all prognostic and pertinent diagnostic variables interac-
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Figure 1. Screenshot of the graphical user interface for Bedymo taken while the model is running.

Table 3. Summary of pertinent model parameters for the test setups used to evaluate the model. The first four columns represent the four
mid-latitude test cases discussed in Sect. 3.1, with IGW being short for inertia–gravity wave. The fifth column represents the coupled test
case, which is the Matsuno–Gill-like response to equatorial heating discussed in Sect. 3.2.

Parameter Cyclogenesis Storm track Rossby waves IGWs Matsuno–Gill

Hor. resolution 100 km 100 km 100 km 10 km 100 km
Hor. grid dimensions 120× 160 120× 160 120× 160 120× 160 120× 400
Vertical levels 3 3 10 30 3
Time step QG/PE 1200 s/180 s 1200 s/180 s 1200 s/180 s –/18 s –/180 s
Simulation length 10 d 11 520 d 10 d 2 d 60 d
f0 1.117× 10−4 s−1 1.117× 10−4 s−1 1.117× 10−4 s−1 1.117× 10−4 s−1 0
β 1.472× 10−11 (s m)−1 1.472× 10−11 (s m)−1 1.472× 10−11 (s m)−1 0 1.472× 10−11 (s m)−1

r 0 1.0× 10−6 s−1 0 0 0
D 0 1.0× 10−5 m2 s−1 1.0× 10−4 m2 s−1 1.0× 10−4 m2 s−1 1.0× 10−5 m2 s−1

rT 0 1.0× 10−6 s−1 0 0 0

tively while the model is running. Both the run script and the
GUI are included in the Bedymo source code repository.

3 Evaluation

We subject Bedymo to several test cases to evaluate the per-
formance of the model. We chose different test cases to iso-
late pertinent aspects of the atmospheric and coupled dynam-
ics. Furthermore, we chose test cases that have been stud-
ied comprehensively, such that the expected results are well
established. The first four test cases focus on important as-
pects of the mid-latitude atmospheric dynamics in isolation.
In a fifth test case, we evaluate the PE model in conjunction

with the slab ocean by simulating the coupled response to a
temperature anomaly in the ocean mixed layer located at the
Equator. A summary of pertinent model parameters for all
test cases is given in Table 3.

3.1 Atmospheric test cases

The first atmosphere-only test case evaluates the represen-
tation of baroclinic cyclogenesis in a mid-latitude channel
on the f and β plane, as well as the sensitivity of the baro-
clinic development to the magnitude of the initial baroclin-
icity. Second, we extend the baroclinic channel setup by in-
cluding temperature relaxation and friction and evaluate the

Geosci. Model Dev., 15, 2711–2729, 2022 https://doi.org/10.5194/gmd-15-2711-2022
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Figure 2. Baroclinic development in a three-layer channel model on an β plane for (a, d, g) QG, (b, e, h) homogeneous-density PE, and (c,
f, i) full PE. From top to bottom, the rows show the development after (a–c) 1 d, (d–f) 3 d, and (g–i) 5 d lead time, respectively. The shading
shows temperature in Kelvin, and the barbs show the winds (in m s−1), both representing the lowest of the three layers at σ = 5/6. The
contours show surface pressure with a contour interval of 10 hPa centred on 1000 hPa, with contours below 1000 hPa shown as dashed lines.
Note that the entire model domain is not shown in the y direction.

long-term zonal-mean statistics of the storm track simulated
by Bedymo. Finally, test cases three and four evaluate the de-
velopment towards the stationary wave responses to isolated
orography, with a focus on Rossby waves and inertia–gravity
waves, respectively.

3.1.1 Baroclinic cyclogenesis on an f and β-plane

The baroclinic channel for the cyclogenesis test case is
16 000 km long and periodic in the zonal direction. In the
meridional direction it is 12 000 km wide and bounded by im-
permeable walls. The horizontal resolution is 100 km, and we
use three levels in the vertical. We initialize a baroclinic zone
with a temperature contrast of in total about 32 K distributed
over about 3000 km. Temperature stratification is determined
by 0 = 0.80d, with 0d the dry adiabatic lapse rate in σ coor-
dinates. This approximately corresponds to an overall Brunt–
Väisälä frequency N2

= 1.2×10−4 s−2. The baroclinic zone
is meridionally centred in the channel. There is no initial sur-
face pressure gradient, and thus there are no initial surface
winds. With Coriolis parameters corresponding to a latitude
of 50◦ N, the baroclinic zone is initially balanced by a jet of
maximum intensity of about 50 m s−1 in the uppermost layer
(σ = 1/6).

To localize the baroclinic development, we perturb this
initial state by a warm anomaly of 2 K located at the cen-
tre of the baroclinic zone. The temperature perturbation is
invariant with height and has a zonal and meridional ex-
tent corresponding to the width of the baroclinic zone (ap-
prox. 3000 km). The perturbation is initially balanced by a
perturbation thermal wind.

In our control setup, we use the β plane approximation,
as it is this setup we will later extend to multi-decadal storm
track simulations. We will compare this control setup to sim-
ulations on an f plane and to simulations in which we vary
the initial baroclinicity to yield a balanced initial jet of either
about 30 or 70 m s−1, respectively.

The baroclinic development for the control setup and the
three model variants is summarized in Fig. 2. For the first
3 d, the evolution in the three model variants is quite similar
(Fig. 2a–f), and only at day 5 do structural differences be-
come apparent between QG and the two PE variants (Fig. 2g–
i). In QG, cyclones are considerably larger in scale than in
the PE variants and largely symmetric in size and structure
compared to the anticyclones. In contrast, PE cyclones are
smaller, more circular, and surrounded by steeper pressure
gradients than PE anticyclones. Further, only PE produces
qualitatively realistic fronts with near-discontinuities in the
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Figure 3. Growth rate of eddy kinetic energy averaged over 24 h
periods for QG (orange) and the two variants of PE (blue, light
blue). Line weight indicates the initial and jet strength with max-
imum winds of 30 m s−1 (thin), 50 m s−1 (medium), and 70 m s−1

(bold).

temperature field. This is expected from theory, as Hoskins
(1975) showed that advection by ageostrophic winds must be
taken into account in order to realistically capture the evolu-
tion of fronts.

Comparing the two PE variants, only minor differences
occur up to day 5 (Fig. 2h and i). The two most apparent
differences are a slightly slower cyclone intensification with
homogeneous-density PE and potentially related changes in
the temperature structure. In the homogeneous-density PE,
cyclone cores are comparatively warmer, and anticyclones
are comparatively cooler than their counterparts in full PE.
Given that the only differences between the two PE vari-
ants is linearized vertical advection and a linearized pressure
gradient force, it seems implausible that these differences in
temperature originate from the linearized vertical advection.
Warmer cyclones and colder anticyclones yield an overall
somewhat reduced baroclinicity in homogeneous-density PE
compared to full PE, which is consistent with the slightly
slower intensification in homogeneous-density PE.

Considering the growth rate of the eddy kinetic energy,
both variants of PE develop somewhat slower and later
than QG (Fig. 3), with maximum growth rates of 17.7 h
(QG), 19.0 h (full PE), and 21.1 h (homo. PE). For our chan-
nel setup, the Rossby deformation radius is approximately
930 km (e.g. Vallis, 2006), which implies a most unstable
wave length of about 3600 km, and a maximum Eady growth
rate of

σE = 0.31
umax

Ld
≈ 1.66× 10−5 s−1 ,

for the control jet intensity of 50 m s−1. This corresponds to
an e-folding timescale of τE = 16.7 h, which fits quite well,
particularly with the QG variant.

Further, the simulated evolution generally follows the ex-
pectations from theory for varying magnitudes of the baro-
clinicity. For a stronger jet of 70 m s−1, the Eady growth
timescale reduces to 11.9 h. This fits almost perfectly to
the simulated maximum intensification with a timescale of
11.7 h in the QG variant (darkest blue line in Fig. 3). The two
PE variants are again somewhat slower and later in their de-
velopment (lighter blue lines in Fig. 3). For the weaker jet of
30 m s−1, the correspondence between theory and simulation
is less tight, with an Eady growth timescale of 27.8 h and
a QG maximum intensification with a time scale of 35.6 h.
This might at least partly be due to the β effect and down-
stream development playing a comparatively larger role with
weaker baroclinicity. But this cannot be the full explanation
because for full PE the reduction in the peak growth rate
(about 44 %) is only slightly larger than the reduction in baro-
clinicity (40 %).

Despite these differences in growth rate, structurally the
evolution remains very consistent across the three tested
magnitudes of the baroclinicity (Fig. 4). Considering lead
times normalized by the different jet intensities, the wave
structures are nearly identical within each model variant
(columns in Fig. 4), showing that downstream propagation
of wave energy scales largely linearly with the jet intensity
despite the considerable amplitude of the waves.

The evolution of the cyclone is qualitatively similar on the
f and β plane for all three model variants (compare Figs. 2
and A1). In particular the differences in the size and shape of
cyclones and anticyclones translate from the β to the f plane.
However, at day 5 it becomes apparent that meridional move-
ment is much less constrained on the f plane compared to
the β plane. The meridional scale of the synoptic systems is
markedly larger, and soon after day 5 the large cold sectors
in the zonal centre of the domain start to interact with the
southern boundary of the domain.

Overall, the structure and sensitivities of the simulated cy-
clone development is very much in line with previous simula-
tions of idealized cyclones with more complex models (e.g.
Schemm et al., 2013; Terpstra and Spengler, 2015, and the
cyclones in the colder environments of Tierney et al., 2018).
This consistency is not surprising given the much earlier re-
sults of Simmons and Hoskins (1978), for instance, which
used a model similar in complexity to Bedymo to study cy-
clogenesis. However, the consistency remains worth noting
because these more recent studies typically employ a factor
of 5–10 higher resolution in both the horizontal and vertical
and use a full suite of physics parameterizations.

3.1.2 Mid-latitude storm track

The control setup for the baroclinic instability test case also
serves as the basis for long-term simulations to evaluate the
representation of a mid-latitude storm track in Bedymo. In
order to achieve a statistically stationary storm track, we fol-
low Held and Suarez (1994) and add simple parameteriza-
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Figure 4. Sensitivity of the downstream development to the initial jet speed in a three-layer channel model on a β plane using jet speeds of
(a–c) 30 m s−1, (d–f) 50 m s−1, and (g–i) 70 m s−1. The presented lead times are scaled linearly with the initialized jet speed, such that the
rows show the development after (a–c) 8.25 d, (d–f) 5 d, and (g–i) 3.5 d lead time, respectively. Columns show the different versions of the
model: panels (a, d, g) show QG, panels (b, e, h) show homogeneous-density PE, and panels (c, f, i) show full PE. Barbs and contours are
the same as in Fig. 2, and panels (d–f) are identical to panels (g–i) of Fig. 2 except for the temperature scale.

tions for three physical processes to the model setup. First,
we enable a temperature relaxation towards the initial state
with a timescale of 106 s≈ 11.6 d throughout the model do-
main to represent all processes that replenish baroclinicity in
real storm tracks. Second, we enable linear Ekman friction in
the lowest model layer with r = 106 s. Finally, we enable bi-
harmonic diffusion that damps 21x waves with a timescale
of 105 s≈ 28 h. This timescale increases quadratically with
increasing wave length and thus predominantly affects the
shortest waves. The storm track simulations cover a time pe-
riod of 32 years of 360 d each, of which the first 2 years are
discarded as spin-up. After 1–1.5 years there is no discernible
trend anymore in the distribution of sea level pressure in any
of the simulations, which we take as an indication that a sta-
tistical equilibrium has been reached.

Because of the absence of any zonal asymmetries, the re-
sulting storm track statistics are zonally symmetric. Figure 5
thus presents the zonal and time-average state for the last
30 years of the simulations. In addition to the average tem-
perature and zonal winds, we also show the eddy momentum
and heat fluxes, in which the temperature and wind pertur-
bations (indicated by primes) are taken to be the deviations
from the zonal and time average. These fluxes are interest-
ing, because ∂

∂y
u′v′ < 0 indicates a convergence of eddy mo-

mentum fluxes in the time mean, for example, analogous to
∂
∂y
v′T ′ < 0 and ∂

∂σ
σ̇ ′T ′ < 0 that indicate a convergence of

heat in the meridional and vertical, respectively. To keep the
line plots legible, we restrict our presentation and discussion
to QG and full PE.

In QG, the resulting storm track is symmetric and centred
on the imposed baroclinic zone. In the angular momentum
budget, weak surface easterlies on either side of the baro-
clinic zone balance the near-surface westerlies under the jet
(Fig. 5a). Maximum zonal winds in the uppermost level are
just below 50 m s−1, which would be the wind speed re-
quired to thermally balance the initial and relaxation tem-
perature gradient in the absence of near-surface winds. Con-
sistent with the mean zonal winds, the mean convergence
of momentum is symmetric around the imposed baroclinic
zone with maximum momentum convergence at the jet core,
which is also strongest at the jet level (Fig. 5b). In contrast,
heat transports are strongest in the lowest level (Fig. 5d and
e), consistent with the largest deviation of mean temperature
from the relaxation state (Fig. 5c).

The described QG storm track is qualitatively similar
to the storm tracks produced by other models (e.g. Held
and Suarez, 1994; Vallis et al., 2004; Frierson et al., 2006;
Voigt and Shaw, 2016) and the ones actually observed (e.g.
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Figure 5. Statistical equilibrium state of the QG and full PE storm tracks, respectively. Line colour and weight are consistent throughout all
the panels and identical for panels (a), (b), and (d). Throughout this figure, blue lines represent full PE, and orange represent lines QG. Line
weight indicates the vertical level, with the boldest lines representing the uppermost level.

Figs. 7.7 and 11.8 of Peixoto and Oort, 1992). While these
qualitative similarities are encouraging, the evaluation of
Bedymo through comparison with existing models is some-
what limited by important differences between these mod-
els. Aquaplanet and Held–Suarez-type model simulations are
global and thus both include a Hadley circulation and take
into account the spherical geometry of the Earth. Both of
these features are missing in Bedymo but will certainly af-
fect the simulated storm track in these other models. For ex-
ample, by construction, the storm track and jets in Bedymo
are purely eddy-driven, while Held–Suarez-type simulations
also include a thermally driven subtropical jet.

In contrast to QG, the simulated PE storm track is not sym-
metric around the imposed baroclinic zone. The core of the
jet is shifted poleward at all levels, and near-surface easterlies
mainly occur on the equatorward side of the imposed baro-
clinic zone. This asymmetry is likely related to the asymme-
try between cyclones and anticyclones observed in the cyclo-
genesis test case (Fig. 2). As discussed there, the strongest
gradients in both sea level pressure and temperature occur
around cyclones and are thus on average somewhat poleward
of the imposed baroclinic zone (Fig. 2). It thus seems plausi-
ble that the time mean reflects this asymmetry. If this inter-
pretation is correct, the asymmetric storm track would thus
be another consequence of taking into account advection by

the ageostrophic winds (cf. Hoskins, 1975; Wolf and Wirth,
2015).

The storm tracks observed on Earth display a similar
meridional asymmetry with regards to the surface winds.
Near-surface easterlies are much more pronounced in the
subtropics, on the equatorward side of the baroclinic zone,
compared to the polar regions. Despite the similarity, the
mechanisms leading to these easterlies might nevertheless be
different, with spherical geometry and the Hadley circulation
again likely affecting the dynamics. In fact, some setups of
the spherical one-layer QG model of Vallis et al. (2004) yield
meridional asymmetries similar to the one seen here for PE.

In addition to the asymmetries, the PE storm track features
larger heat and momentum fluxes at all levels compared to
QG. Nevertheless, the meridional profiles of these fluxes are
generally consistent across QG and PE at all levels. The only
exception is near-surface eddy momentum transport, but here
amplitudes are quite small both in QG and PE. Consistent
with the more vigorous heat transport in PE, the average tem-
perature deviations from the relaxation state are larger in PE
than in QG. On the equatorward side of the mean jet, weak
but noticeable temperature deviations extend all the way to
the southern boundary. Interactions with the boundary do not,
however, affect the PE storm track, as the meridional profiles
of all parameters remain nearly unchanged in a simulation
with a meridionally wider channel.
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Figure 6. Sensitivity of the full PE storm track to the strength of temperature relaxation. The panels (a–c) here correspond to panels (a), (b)
and (d) in Fig. 5, with the control simulation here being identical to the PE simulation there. Line colour and weight is consistent across
panels.

Finally, the simulated storm track remains largely con-
sistent across a range of temperature relaxation timescales
(Fig. 6). In addition to the default relaxation with a timescale
of 11.6 d, we conducted simulations with full PE using
timescales of 3.47 and 34.7 d. These simulations are called
“strong” and “weak” in Fig. 6, respectively. Within this range
of parameters, stronger relaxation yields a more vigorous
storm track with more intense heat and momentum transports
and stronger jets (Fig. 6).

3.1.3 Rossby waves excited by orography

The third mid-latitude test case evaluates the developing sta-
tionary wave response to isolated orography. Orographically
forced stationary waves are one of the main ingredients de-
termining the zonal asymmetries in the Northern Hemisphere
storm tracks (Held et al., 2002). The test case considered
here uses the same mid-latitude channel used in the previous
test cases, but the model is initialized by homogeneous zonal
winds of 10 m s−1, which are balanced by a surface pressure
gradient. In order to better resolve the vertical structure of
the Rossby wave pattern, we use 10 vertical levels compared
to 3 for the storm track test cases. Orography is introduced
as an isolated elliptical cone-shaped mountain, meridionally
centred in the domain, with a meridional scale of 1500 km, a
zonal scale of 1000 km, and a height of 100 m2 s−2.

Finally, we increase the scale-selective damping parameter
D to 1× 10−4 m2 s−1 to be able to damp out gravity waves
from slight initial imbalances in the PE solutions. These im-
balances are zonally symmetric and thus appear as zonally
symmetric anomalies in the meridional wind on top of the
Rossby wave pattern. Such anomalies are visible at day 1
and 5 (Fig. 7b, c, e, f) but have largely disappeared at day 9
(Fig. 7h and i).

Figure 7 shows the developing Rossby wave train ex-
cited by the mountain for the three model variants. As ex-
pected from theory, the QG response is meridionally sym-
metric. In contrast, the two variants of the PE again show
slight meridional asymmetries. These asymmetries become
increasingly more pronounced with increasing mountain
height (not shown) and are thus most likely due to non-linear
interactions of the perturbation flow with the mountain and

itself. But despite the slight asymmetries in the PE solutions,
the response is very consistent in both shape and amplitude
across the three model variants.

Further, the response fits qualitatively well to the response
expected from linear wave theory (Fig. 8; Hoskins and
Karoly, 1981; Held et al., 2002). The horizontal wave pattern
in particular compares very well between the analytic model
and Bedymo, whereas there is about a factor 2 and 4 differ-
ence in amplitude compared with the PE and the QG solu-
tions, respectively (Figs. 7 and 8). For reasonably low values
of the damping parameter (corresponding to r in Bedymo),
the amplitude in the analytic model is first and foremost set
by the lower boundary condition, which is markedly differ-
ent from both the QG and the PE modes in Bedymo. In the
analytic model, the lower boundary is given by a tempera-
ture anomaly at z= 0, whereas in Bedymo it is given by a
surface geopotential at σ = 0. The surface geopotential en-
ters the QG system by modifying the surface vorticity field
(cf. Eq. 22), whereas it enters the PE system through the con-
tinuity equation. Thus, only in the PE mode of Bedymo does
the mountain actually block any volume. Some discrepancies
with respect to the amplitude of the wave pattern are thus to
be expected.

3.1.4 Inertia–gravity waves excited by orography

The fourth and final mid-latitude test case evaluates the de-
veloping stationary inertia–gravity wave (IGW) pattern re-
sponse to isolated orography. In comparison to the previous
Rossby wave test case, all horizontal scales, including the
extent of the mountain and the grid spacing, are decreased
by an order of magnitude. We further increased the number
of vertical levels to 30 in order to properly resolve the ver-
tical propagation of the IGWs. To isolate the IGW from the
Rossby wave response, we approximate the Coriolis effect by
an f plane.QG cannot represent IGWs, and the two variants
of PE yield nearly indistinguishable results. We thus focus
our presentation on the results from full PE.

Again we compare the transient solutions from Bedymo
(Fig. 9) with the linear stationary solution (Fig. 10). Both the
horizontal and the vertical wave propagation patterns quali-
tatively fit very well. Only the wave amplitude is again about
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Figure 7. Developing stationary Rossby wave response to orographic forcing on a β plane for (a, d, g) QG, (b, e, h) homogeneous-density
PE, and (c, f, i) full PE. From top to bottom, the rows show the development after (a–c) 1 d, (d–f) 5 d, and (g–i) 9 d lead time. The shading
shows the meridional wind at σ = 0.75 in m s−1. The contours show the orography by the 4 and 8 m contours. Note that the entire model
domain is not shown in the y direction.

Figure 8. Linear quasi-geostrophic solution of the stationary
Rossby wave response to isolated orography. Shading and contours
are the same as in Fig. 7 except that the meridional wind is shown
at z= 2500 m.

a factor of 2 larger in the Bedymo-PE solution compared to
the linear stationary one. Further, 48 h into the simulation, the
vertical wave pattern shows first signs of interference with
waves reflected from the model top (Fig. 9d), whereas the
horizontal propagation of the inertia–gravity waves is still
largely undisturbed by the model lateral boundaries (Fig. 9c).

3.2 Coupled tests

In addition to the mid-latitude test case, we subject Bedymo
to a test case centred on tropical air–sea interaction. The
model domain remains a zonally periodic channel with a
meridional width of 10 000 km. Zonally, the channel is ex-
tended to cover the actual circumference of the Earth of
40 000 km and the Coriolis parameter is adapted to repre-
sent an equatorial β plane. As the model domain contains
the Equator, we use only the two PE variants of Bedymo for
this test case.

Initial surface air temperatures and sea surface tempera-
tures (SSTs) are homogeneous at 288 K except for a +5 K
SST anomaly with a radius of 1500 km centred on the Equa-
tor. Below this warm mixed layer is a 15 K colder deeper-
ocean layer without heat anomaly. In case of the 1.25-layer
ocean model, this cold deep water can be upwelled to affect
the ocean mixed-layer temperature and thus the SST. The
atmosphere is initialized with homogeneous and barotropic
easterlies with a wind speed of 10 m s−1 that is balanced as
far as possible and necessary by a meridional surface pres-
sure gradient. Temperature stratification in the atmosphere is
as in the cyclogenesis test case, corresponding approximately
to N2

= 1.2×10−4 s−2. Neither ocean nor atmospheric tem-
peratures are relaxed.
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Figure 9. Developing stationary inertia–gravity wave response to orographic forcing on an f plane for full PE. The left column (a, c) shows
the horizontal wave pattern at σ = 0.7. The right column (b, d) shows the vertical wave propagation in the x–z plane at y ≈ 0. From top
to bottom, the rows show the development after (a, b) 12 h and (c, d) 48 h. The shading shows the pressure vertical wind (in Pa s−1), the
contours show the orography by the 4 and 8 m contours. Note that the entire model domain is not shown in the y direction.

Figure 10. Linear stationary inertia–gravity wave response to the forcing from isolated orography. Shading and contours are the same as in
each row of Fig. 9 except that the shading shows the Cartesian vertical wind (in mm s−1).

The initial transient atmospheric response to the surface
heating is shown in Fig. 11. As the ocean heat transport only
has a minor influence within the initial 7 d shown in Fig. 11
and homogeneous-density PE and full PE yield very similar
results (cf. Figs. 11 and A2), here we focus on the combi-
nation of full PE with the 0.5-layer ocean that ignores ocean
heat transport (Eq. 27).

Although the forcing from the +5 K SST anomaly is
clearly finite in amplitude, the initial atmospheric response
to equatorial surface heating is consistent with the linear
Matsuno–Gill response derived in Matsuno (1966) and Gill
(1980). The solution consists of a pair of cyclonic vortices,
symmetric on either side of the Equator, on the western
side of the heating. These vortices represent the Rossby
wave component of the response as derived in Matsuno
(1966). These Rossby waves are accompanied by a (baro-
clinic) Kelvin wave propagating eastwards along the Equator
Gill (1980). When comparing our transient solution to those
in Gill (1980), it is important to remember that Gill (1980)

includes a large amount of damping in order to arrive at a sta-
tionary solution. We only apply weak scale-selective damp-
ing as described in the storm track test case, and the excited
Rossby and Kelvin waves can thus propagate away from the
wave source.

After 60 d lead time, the atmosphere achieved a near-
equilibrium, which is only slowly evolving in tandem with
the evolving ocean. At this time, the coupled solution de-
pends strongly on the chosen parametrization for the ocean
heat transport (Fig. 12). We here again focus the discussion
on the simulations using full PE, as the homogeneous-density
PE solutions are very consistent (cf. Figs. 12 and A3).

With the 0.5-layer ocean, the shape of the initial SST
anomaly is entirely intact after 60 d (Fig. 12b) because the
ocean itself does not internally redistribute heat. Neverthe-
less, the ocean mixed layer lost about a quarter of its initial
heat anomaly to the atmosphere and the SST anomaly de-
creased by about 1.2 K. The atmospheric response is much
weaker in amplitude than the initial shock-like response to
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Figure 11. Developing wave response in response to an equatorial
SST anomaly on a β plane for full PE. From top to bottom, the rows
show the development after (a) 1 d, (b) 3 d, (c) 5 d, and (d) 7 d lead
time, respectively. The panel setup is the same as in Fig. 7 but show-
ing wind in the lowest of three levels (σ = 5/6) and with the con-
tour interval for the surface pressure anomaly decreased to 1 hPa.
The additional orange and red contours show zonal wind anoma-
lies relative to the initialization with a contour interval of 1 m s−1

centred around zero and the ±2.5 m s−1 contour highlighted.

the heating (cf. Figs. 11 and 12a), but it is now following the
stationary solution in Gill (1980) more closely, as the tran-
sient response has largely dissipated due to numerical and
parameterized diffusion.

With the 1.0-layer ocean, direct wind-induced currents and
associated ocean heat transports considerably deformed the
SST anomaly over 60 d (Fig. 12d). With this parametrization
of the ocean heat transport, diverging currents do not change
the mixed-layer temperature. Atmospheric easterlies induce
divergent ocean currents along the Equator, thereby increas-
ing the area covered by the warm anomaly without decreas-
ing its amplitude. Overall this leads to a slightly larger ocean
heat content with the 1.0-layer ocean compared to the 0.5-
layer ocean (compare Fig. 12d and b). Consistent with the
slightly larger ocean heat anomaly, the atmospheric response
in the 1.0-layer ocean setup is slightly larger in amplitude
than for the 0.5-layer ocean (Fig. 12a and c).

Finally, with the 1.25-layer ocean, divergent currents along
the Equator lead to the upwelling of considerably colder wa-
ter, leading to large negative SST anomalies along the Equa-
tor (Fig. 12f). This upwelling is larger in amplitude than
the initially positive SST anomaly, which thus largely disap-
peared after 60 d. In fact, the coldest SSTs appear just east-
ward of the location of the initial SST anomaly because the
initial response intensified the surface winds in this region.

With the warm anomaly largely disappeared, both the SST
anomaly field and the atmospheric response is to a first ap-
proximation zonally symmetric (Fig. 12e and f). The colder
SSTs lead to a marked increase in surface pressure over the
Equator and a zonally averaged meridional flow component
away from the Equator on either side.

In summary, Bedymo successfully captures both the tran-
sient (cf. Matsuno, 1966) and (near-)stationary response (cf.
Gill, 1980) to equatorial heating. Beyond these theoretical
expectations, the comparison of the different parameteriza-
tions of the ocean heat transport demonstrates that both ocean
internal dynamics and air–sea exchange have a profound in-
fluence on the coupled solution on timescales longer than a
week or so. The atmosphere–ocean interactions occurring in
the 1.0-layer and 1.25-layer ocean are however beyond what
could be captured by analytic solutions, such that the work
of Matsuno (1966) and Gill (1980) can only provide lim-
ited guidance. A further caveat with this conclusion is that
Bedymo so far cannot represent dynamical balances in the
ocean, and thus cannot represent the ocean gyre circulations
in the mid-latitudes, for example.

4 Conclusions

We introduced a joint approach to consistently solve the
quasi-geostrophic (QG) equation and two variants of the
primitive equations (PE). In all systems, we forecast temper-
ature and surface pressure. In PE, the horizontal wind veloc-
ity components also need to be forecasted, whereas all other
variables follow diagnostically in QG.

We implemented this approach in the Bergen Dynamic
Model (Bedymo) and demonstrated the feasibility of the ap-
proach and the performance of Bedymo on the basis of five
test cases. These cases are (a) the baroclinic development of
a cyclonic disturbance, (b) the representation of mid-latitude
storm tracks, (c, d) the excitation of Rossby and inertia–
gravity waves by isolated orography, and (e) the coupled re-
sponse of the PE models with a slab ocean to an equatorial
temperature anomaly in the ocean mixed layer. In all cases,
the model results agree well with either an analytical solu-
tion for the corresponding linearized problem or conceptual
models.

By successfully combining QG and PE into one consis-
tent model, Bedymo considerably simplifies the comparison
of the dynamical differences between QG and PE because it
eliminates all error sources associated with comparing two
different models. The ability to simply switch between the
approximations is especially valuable in cases where the for-
mal validity of QG becomes questionable. One such example
is the treatment of orography because the assumptions under-
lying QG formally require orographic slopes to be negligibly
small.
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Figure 12. Near-stationary wave response to a coupled equatorial SST anomaly on a β plane for full PE after 60 d of lead time. From top
to bottom, the rows show the development of (a, b) the 0.5-layer model, (c, d) the 1-layer model, and (e, f) the 1.25-layer model. The panel
setup for the left column is the same as in Fig. 11, but to accommodate the much larger sea level pressure anomalies in (e), black contours are
shown at −1.5 through 1.5 hPa in steps of 1 hPa and at 5 and 10 hPa, and zonal wind contours are omitted beyond 2.5 m s−1. The maximum
zonal wind anomaly on either side of the Equator is about 7 m s−1. The right column shows ocean mixed-layer temperatures in Kelvin, with
the numbers in the top-right corners indicating the domain-integral mixed-layer heat anomaly relative to 288 K.

5 Outlook

The development of Bedymo will not stop with this publica-
tion. We foresee two main avenues for future development.
First, we plan to include a parametrization of moist diabatic
effects. Bedymo already contains the technical basis for such
a parametrization in the form of a passive tracer module and
the model infrastructure allowing the tracer module to ex-
ert diabatic forcing on the dry dynamical core (not evalu-
ated here). Second, we plan to complement the current Carte-
sian geometry in the horizontal using an option that takes the
spherical geometry of the Earth into account. In a longer-
term perspective, we envision including an option for semi-
geostrophy (Hoskins, 1975) as an intermediate step between
QG and PE, as well as an option for a more dynamically ac-
tive ocean component.

However, already in its current state at the time of publica-
tion, Bedymo represents a unique research tool. It represents
an idealized complement to general circulation models run in
Held–Suarez or Aquaplanet simulations. Compared to these
models, Bedymo omits moist diabatic effects, spherical ge-
ometry, and the Hadley circulation, which is advantageous
for studying all phenomena for which these aspects of the
mid-latitude dynamics should not play a role. Further, due to
the ease of intercomparisons between the QG and PE approx-
imations, Bedymo is ideally suited to assess the still-unclear
relation between the balanced and the unbalanced compo-
nents of mid-latitude flow (cf. Plougonven and Zhang, 2014).
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Appendix A

Figure A1. The same as Fig. 2 but for simulations on an f plane instead of a β plane.

Figure A2. The same as Fig. 11 but for homogeneous-density PE instead of full PE.
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Figure A3. The same as Fig. 12 but for homogeneous-density PE instead of full PE. As in Fig. 12, the maximum zonal wind anomaly on
either side of the Equator is about 7 m s−1.
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Code availability. The exact version of the model used to pro-
duce the results used in this paper is archived on Zen-
odo (https://doi.org/10.5281/zenodo.4715686, Spensberger and
Thorsteinsson, 2022), as are the input data and scripts to run the
model and produce the plots for all the simulations presented in
this paper (https://doi.org/10.5281/zenodo.5925424, Spensberger,
2022a). A user guide for the model is available as a citable pdf
document (https://doi.org/10.5281/zenodo.5909781, Spensberger,
2022b), and, in a more regularly updated version, at https://folk.
uib.no/csp001/bedymo_doc/ (last access: 28 March 2022).
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