
Geosci. Model Dev., 14, 6135–6153, 2021
https://doi.org/10.5194/gmd-14-6135-2021
© Author(s) 2021. This work is distributed under
the Creative Commons Attribution 4.0 License.

Influence on the temperature estimation of the planetary
boundary layer scheme with different minimum
eddy diffusivity in WRF v3.9.1.1
Hongyi Ding1, Le Cao1, Haimei Jiang1, Wenxing Jia1,3, Yong Chen2, and Junling An2

1Key Laboratory for Aerosol-Cloud-Precipitation of China Meteorological Administration, Nanjing University of Information
Science and Technology, Nanjing 210044, China
2State Key Laboratory of Atmospheric Boundary Layer Physics and Atmospheric Chemistry, Institute of Atmospheric
Physics, Chinese Academy of Sciences, Beijing 100029, China
3Key Laboratory of Atmospheric Chemistry of CMA, Chinese Academy of Meteorological Sciences, Beijing 100081, China

Correspondence: Le Cao (le.cao@nuist.edu.cn)

Received: 4 May 2021 – Discussion started: 11 May 2021
Revised: 8 September 2021 – Accepted: 20 September 2021 – Published: 12 October 2021

Abstract. The minimum eddy diffusivity (Kzmin) in the
planetary boundary layer (PBL) scheme can influence the
model performance when simulating meteorological param-
eters such as temperature. However, detailed studies on the
sensitivities of the simulated temperatures to the settings of
Kzmin are still lacking. Thus, in this study we evaluated the
performance of the ACM2 (Asymmetrical Convective Model
version 2) scheme in the WRF (Weather Research and Fore-
casting) model with differentKzmin settings when simulating
the spatiotemporal distribution of the temperature in the re-
gion of Beijing, China. Five constant values and a function
were implemented in the model to calculate Kzmin, and the
simulation results with different Kzmin settings were com-
pared and analyzed. The results show that the increase in
Kzmin leads to an elevation of the 2 m temperature, especially
at nighttime. We figured out that the deviation in the 2 m tem-
perature at night is mainly caused by the different estimations
of the turbulent mixing under stable conditions in simulation
scenarios with different Kzmin settings. Moreover, the spa-
tial distribution of the temperature deviation indicates that
under various underlying surface categories, the change in
Kzmin exerts a distinct influence on the prediction of the 2 m
temperature. This influence was found to be stronger during
the nighttime than during the daytime, in plain areas than in
mountain areas, and in urban areas than in non-urban areas.
During the night in the urban areas, the influence on the sim-
ulated 2 m temperature brought about by the change inKzmin

is the strongest. In addition, the model performance using a
functional-typeKzmin in the ACM2 scheme for capturing the
spatiotemporal distribution of the temperature in this region
was also compared with that using a constant Kzmin.

1 Introduction

The planetary boundary layer (PBL) is a thin layer at the bot-
tom of the atmosphere, which responds to a surface change
within an hour or less (Stull, 1988). Generally, the height of
the PBL is variable in time and space, ranging from hundreds
of meters to a few kilometers. Moreover, within the PBL a
noticeable diurnal change in the temperature usually occurs,
mainly caused by the warming and cooling of the ambient
air by the ground surface during the daytime and the night-
time through turbulent mixing. Turbulence in the PBL is an
important form of air motion and plays a critical role in ver-
tically diffusing momentum, heat, moisture, and pollutants
(Du et al., 2020). Therefore, it is essential to accurately esti-
mate the effects of turbulence on the vertical mixing within
the PBL in weather and air quality models.

In numerical models, the vertical mixing caused by turbu-
lence is usually parameterized using PBL closure schemes.
An appropriate PBL scheme can precisely capture the prop-
erties of the turbulent mixing and the structure of the PBL.
At present, many PBL schemes are implemented in numer-
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ical models, such as YSU (Hong et al., 2006), MYJ (Jan-
jić, 1994), MRF (Hong and Pan, 1996), ACM (Pleim and
Chang, 1992), QNSE (Sukoriansky and Galperin, 2008;
Sukoriansky et al., 2006), BouLac (Bougeault and Lacar-
rere, 1989), the Shin-Hong scheme (Shin and Hong, 2015),
TEMF (Angevine, 2005; Angevine et al., 2010), and MYNN-
EDMF (Olson et al., 2019). Generally, the PBL schemes
can be classified into two types, local and non-local closure
schemes. Local closure schemes, such as MYJ and BouLac,
are also called K-theory (Stull, 1988). It usually determines
the eddy diffusion coefficient from local prognostic variables
such as the turbulent kinetic energy (TKE), local gradients
of the wind speed, and the potential temperature. However,
in this type of PBL scheme, the mixing caused by large ed-
dies is usually not adequately taken into account. As a result,
the local closure schemes frequently fail in simulating the un-
stable boundary layer (Stull, 1988). In order to overcome the
shortcomings of the local closure schemes, many non-local
closure schemes such as MRF, YSU, Shin-Hong, TEMF,
MYNN-EDMF, and ACM have been proposed. In the MRF
non-local closure scheme, a counter-gradient correction term
is included (Hong and Pan, 1996), representing a contribu-
tion from the large-scale eddies to the total fluxes of heat,
momentum, and moisture. By comparing the model results
with the observational data, Hong and Pan (1996) suggested
that the MRF scheme simulates a more realistic structure of
the daytime boundary layer than the local closure scheme.
Following this, a modified scheme based on MRF named
the YSU scheme was proposed (Hong et al., 2006), which
treats the entrainment process occurring at the top of the PBL
explicitly. It was found that using the YSU scheme tends
to increase the boundary layer mixing in the thermally in-
duced free convection regime but tends to decrease the mix-
ing in the mechanically induced forced convection regime
(Hong et al., 2006). In 2015, Shin and Hong (2015) pro-
posed a scale-aware scheme named the Shin-Hong scheme.
In this scheme, Shin and Hong (2015) introduced a new algo-
rithm to estimate the vertical transport, and thus the transport
of the subgrid-scale heat is weakened. As a result, predic-
tions of large-eddy simulations (LESs) can be better fitted.
The TEMF (Total Energy Mass-Flux) scheme, proposed by
Angevine et al. (2010), is an update of the EDMF (Eddy Dif-
fusivity Mass-Flux) scheme (Angevine, 2005). In the TEMF
scheme, the vertical mixing in free convective boundary lay-
ers is treated by combining eddy diffusivity and mass flux. In
this way, it can estimate the non-local transport in the con-
vective boundary layer more accurately and better represent
the connection between dry thermals and cumulus clouds
(Angevine et al., 2010). Recently, a non-local scheme named
MYNN-EDMF was developed by Olson et al. (2019) by im-
plementing an EDMF approach into the Mellor–Yamada–
Nakanishi–Niino (MYNN) local scheme (Nakanishi and Ni-
ino, 2009). The EDMF approach adopted in MYNN-EDMF
uses a mass-flux scheme to indicate the non-local turbu-
lent mixing of heat, moisture, and momentum under convec-

tive conditions. Moreover, MYNN-EDMF defines TKE on
mass points instead of at the interface of the grid cell, which
makes the advection of TKE possible in this scheme (Olson
et al., 2019). Aside from these non-local closure schemes, the
ACM (Asymmetrical Convective Model) scheme proposed
by Pleim and Chang (1992) is a non-local PBL scheme that
assumes that strongly buoyant plumes rise from the surface
layer to all levels in the convective boundary layer. It is also
assumed in ACM that the downward motion between each
adjacent layer is a gradual subsidence process. It was re-
ported that the ACM scheme can improve the accuracy of
the model in capturing the diffusion of chemicals released
from elevated sources (Pleim and Chang, 1992). Based on
this, by combining the original ACM with a local eddy dif-
fusion module, Pleim (2007a, b) proposed the Asymmetrical
Convective Model version 2 (ACM2) scheme to better repre-
sent both the super-grid and sub-grid components of the tur-
bulent mixing in the convective boundary layer. They found
that adding the local eddy diffusion module into the original
ACM exerts a significant impact on quantities that have large
surface fluxes, such as the momentum and the heat (Pleim,
2007a, b).

Many researchers have evaluated the performance of avail-
able PBL closure schemes under different meteorological
conditions (Hu et al., 2010; Xie et al., 2012; Madala et al.,
2014; Banks et al., 2016; Gunwani and Mohan, 2017). Gen-
erally, they found that during the PBL collapse and at night-
time, the PBL schemes have difficulty precisely capturing
the change in meteorological parameters such as the tem-
perature. Moreover, they attributed the biases to the fol-
lowing three aspects. (1) The first being inaccurate calcula-
tion of the surface cooling rate. Chaouch et al. (2017) inter-
compared the performance of seven different PBL schemes
in WRF (Weather Research and Forecasting) model (Ska-
marock et al., 2008) under foggy conditions in the United
Arab Emirates. They found a cold bias in the 2 m air tem-
perature during the PBL collapse and at nighttime, reflect-
ing an overestimation of the surface cooling rate. Cuchiara
et al. (2014) employed the WRF-Chem (WRF with Chem-
istry) model (Grell et al., 2005) to analyze the differences
in the ozone prediction by four PBL schemes (YSU, ACM2,
MYJ, QNSE). In their study, by comparing the model results
with the observations, they found that the YSU scheme is
in the best agreement with the observed ozone. Moreover, it
was found by Cuchiara et al. (2014) that all four of these PBL
schemes predict a lower surface cooling rate, thus leading to
an underestimation of the temperature by 2–3 K during the
PBL collapse and the nighttime. (2) The second aspect in-
volved is unrealistic thermal coupling between the ambient
air and the underlying surface in simulations. Udina et al.
(2016) studied the vertical structure of a neutral and a sta-
ble PBL using the WRF-LES (WRF with Large Eddy Sim-
ulation) modeling system (Moeng et al., 2007). They sug-
gested that in the model the calculated thermal coupling at
the surface is unrealistically large. As a result, the rate dif-
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ference between the molecular thermal conduction and the
vertical eddy diffusion is underestimated, leading to the pre-
diction of a lower air temperature near the cooling surface
in simulations. It also leads to the formation of a more sta-
ble boundary layer compared to the observations. (3) The fi-
nal aspect is the difference between the internal properties of
the PBL schemes. Shin and Hong (2011) numerically inves-
tigated the PBL properties using five PBL schemes (YSU,
ACM2, MYJ, QNSE, BouLac) in WRF for a day during the
Cooperative Atmosphere–Surface Exchange Study (CASES-
99) field campaign (Poulos et al., 2002). They found that
the simulated surface temperature and the 2 m temperature
at nighttime given by these five PBL schemes show posi-
tive biases compared with the observations. In addition, they
stated that the values of the minimum eddy diffusivity given
in these PBL schemes are different, influencing the simula-
tion results.

The minimum eddy diffusivity (Kz0 or Kzmin) is a small
value to fix the estimation of the vertical eddy diffusivity
(Kz) used by the PBL closure schemes. It denotes a weak
vertical diffusion in the free atmosphere or a strongly sta-
ble boundary layer that cannot be resolved by the model.
Li and Rappenglueck (2018) investigated the causes behind
the nighttime ozone biases in a simulation of the ground-
level ozone in southeastern Texas using the ACM2 scheme
in CMAQ (Byun and Schere, 2006). They also compared
the results using two different Kzmin settings. One setup is
that the Kzmin is set as a constant value 1 m2 s−1 across the
modeling domain, and the other setup is that Kzmin is com-
puted by a formula so that it resides in a value range of 0.01–
1.0 m2 s−1. They found that using theKzmin calculated by the
formula lowers the nighttime vertical mixing, and the aver-
age ozone bias is reduced compared with that using the al-
ternative Kzmin setting. Their conclusions suggested that the
setup of Kzmin is capable of changing the simulation results
of the model. Nielsen-Gammon et al. (2010) evaluated the
role of many parameters in the ACM2 scheme using WRF
model. They found that the variation ofKzmin exerts a signif-
icant impact on the simulated temperature in the lower tropo-
sphere, especially at night. Moreover, Nielsen-Gammon et al.
(2010) also suggested that different values of Kzmin would
cause a change in the intensity of the vertical mixing in the
upper troposphere. As a result, different vertical profiles of
the temperature and the water vapor were obtained in simu-
lations using variousKzmin values, leading to a different pre-
diction of cloud patterns and shortwave radiation.

However, at present detailed studies of the sensitivity of
the temperature prediction to Kzmin are still lacking. Fur-
thermore, the reasons causing the deviations in the simulated
temperature brought by the change in Kzmin also need to be
clarified. In addition, the effects of changing Kzmin on the
temperature in areas with different categories of the underly-
ing surface are also unclear. Thus, in this study we performed
a WRF model simulation on the meteorological field of the
region near Beijing, China, and examined the impact exerted

by the change inKzmin on the simulated temperature. We also
tried to figure out the mechanism for the change in the sim-
ulated temperature. By performing this numerical study, the
role of Kzmin in the prediction of temperature in the Beijing
area of China can be clarified, which helps to determine the
appropriate setup of Kzmin in temperature simulations across
this region.

The structure of the paper is as follows. In Sect. 2, we de-
scribe the observational data, model settings, and the PBL
scheme used in the present study. In Sect. 3, simulation re-
sults and the related discussions are given. Finally, major
conclusions achieved in the present study are presented in
Sect. 4. Future work is also proposed in this section.

2 Observational data and model settings

In the present study, we first evaluated the performance of the
PBL scheme (ACM2) with differentKzmin values in simulat-
ing observed meteorological parameters and then assessed
the connection between the differences in the temperature
simulations and the value of Kzmin. Finally, we used a func-
tion to calculate Kzmin and examined the performance of
ACM2 with this function by comparing it with one using a
constant Kzmin (0.01 m2 s−1).

2.1 Observational data

The observational data used in this study are provided by the
Institute of Atmospheric Physics, Chinese Academy of Sci-
ences (IAP, CAS), obtained by a meteorological observation
tower and an observational system of surface meteorologi-
cal parameters. Aside from these sources, data provided by
four automatic weather stations (AWSs) (nos. 54433, 54406,
54419, 54501) were also adopted to evaluate the model per-
formance (see Fig. 1 for the locations of the IAP station and
the AWSs). The information taken from these observational
data are as follows.

The meteorological observation tower of IAP was built in
1979 and consistently serves studies on air pollution, atmo-
spheric boundary layer, and atmospheric turbulent diffusion.
The tower is located at 39◦58′ N, 116◦22′ E and has a height
of 325 m. A 15-level (8, 15, 32, 47, 63, 80, 102, 120, 140,
160, 180, 200, 240, 280, 320 m) meteorological gradient ob-
servation system is instrumented on the tower and provides
data including wind speed, wind direction, temperature, and
moisture. The time resolution of the data is 10 min.

The observational system of surface meteorological pa-
rameters is instrumented next to the tower and provides the
surface data including temperature, relative humidity, pres-
sure, radiation, precipitation, and wind speed and direction.
The time resolution of these data is 30 min.

The observational data provided by AWSs include wind
speed, wind direction, temperature, moisture, and surface
pressure, with a time resolution of 1 h. In the present study,
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Figure 1. (a) Description of the locations of three nested domains, (b) an enlarged drawing of the terrain belonging to the innermost domain
(i.e., D03), and (c) the spatial distribution of the land-use categories within D03. Locations of the IAP station and the four automatic weather
stations (nos. 54433, 54406, 54419, 54501) are also marked in (b) and (c).

we used the data of 2 m temperature and 10 m wind speed
to evaluate the model performance. Among these AWSs, sta-
tion no. 54433 is located in the urban area of Beijing, similar
to the IAP station. In contrast, the other three AWSs (nos.
54406, 54419, 54501) are located in rural or suburban areas
of Beijing (see Fig. 1).

2.2 Model description

In this study, we adopted the model WRF-ARW (Advanced
Research WRF) version 3.9.1.1 to simulate the meteoro-
logical field of the region near Beijing, China. WRF is a
mesoscale numerical weather forecasting system designed
for atmospheric research and operational forecasting appli-

cations. The ARW version is developed and maintained by
NCAR (National Center for Atmospheric Research) and is
often used for scientific research. In the present study, the
WRF model was adapted to the conditions of Beijing and its
surrounding areas (Fig. 1). Three nested domains (D01, D02,
and D03) were defined (see Fig. 1a), with horizontal grid
spacings of 9 km (119× 119 grid nodes), 3 km (196× 193
grid nodes), and 1 km (259× 259 grid nodes), respectively.
Along the vertical direction, 48 levels were distributed. The
terrain and the categories of the land use in the innermost
domain (i.e., D03) are shown in Fig. 1b and c. It is seen
that there are mountains in the north (Yan Mountains) and
the west (Taihang Mountains) of this area, and the North
China Plain is located in the southeast of this studied do-
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main. The boundary between the mountain area and the plain
area is sharp. In the present study, two time periods (8–15
and 20–24 January 2014) were simulated. In these two time
periods, the concentration of PM2.5 (particulate matter with
diameters smaller than 2.5 µm) accumulates (see Fig. S1 of
the Supplement), reflecting relatively stagnant weather con-
ditions in this area. Moreover, these two selected time pe-
riods are mostly under sunny conditions, and thus the com-
plexity caused by the existence of clouds is minimized. The
impact brought about by the presence of aerosols on the tem-
perature is also not considered in the present study for sim-
plicity. The simulation of each day starts at 08:00 LST (lo-
cal standard time) of the day before the simulated day, due
to the implementation of the spin-up process. The first 16 h
were treated as the spin-up time, and results obtained from
the following 24 h simulations were analyzed for the present
study. Furthermore, the daytime and nighttime in this study
are defined as 08:00–17:59 and 18:00–07:59 LST, respec-
tively. The initial and the boundary conditions were given by
the 1◦× 1◦ National Centers for Environmental Prediction
(NCEP) Global Forecast System (GFS) Final (FNL) gridded
analysis datasets (National Centers for Environmental Pre-
diction, National Weather Service, NOAA, U.S. Department
of Commerce, 2000) and the Moderate Resolution Imaging
Spectroradiometer (MODIS) dataset (Broxton et al., 2014)
including 20 land-use categories. The parameterizations used
in the present model are listed in Table 1.

2.2.1 ACM2 PBL scheme

In this study, we adopted the ACM2 scheme as the PBL
scheme. The reason for choosing ACM2 is that this scheme
is included in many numerical models, such as WRF (Ska-
marock et al., 2008) and CMAQ (Byun and Schere, 2006),
and the settings of Kzmin in this scheme are given differently
in these models, which will be described in a later context.
The form of the scalar transport equation in ACM2 is as fol-
lows (Pleim, 2007a, b):

∂Ci

∂t
=fconvMuC1− fconvMdiCi

+ fconvMdi+1Ci+1
1zi+1

1zi

+
∂

∂z

[
Kc (1− fconv)

∂Ci

∂z

]
, (1)

fconv =
Khγh

Kcγh−Kh
∂θ
∂z

, (2)

where Ci is the predicted variable, such as the potential tem-
perature in the ith layer. Mu is the mixing rate of the non-
local upward convection, and Md is the rate of the non-local
downward mixing from the ith layer to the (i− 1)th layer.
1zi is the thickness of the ith model layer. fconv is a ratio
factor weighting different contributions from non-local mix-
ing and local mixing, and θ in Eq. (2) is the potential tem-

perature. When the boundary layer is stable or neutral, the
ACM2 scheme is mostly dominated by the local transport
process, which is represented by the last term on the right-
hand side of Eq. (1). By adding the local transport term, the
ACM2 scheme improves upon the ACM scheme in capturing
the upward turbulent transport process within the boundary
layer (Pleim, 2007a, b).

2.2.2 Setup of Kzmin in ACM2

In the ACM2 scheme instrumented in the WRF model,Kzmin
is set as 0.01 m2 s−1 by default. In contrast, in other numer-
ical models such as CMAQ (Byun and Schere, 2006), Kzmin
is usually given a value between 0.001 and 1.0 m2 s−1. Thus,
in order to clarify the differences in simulation results caused
by the variation of Kzmin, five simulation scenarios with dif-
ferent constant values ofKzmin were conducted in the present
study (see Table 2). In addition, we also performed a simula-
tion using a function to determineKzmin (i.e., ACM2_CMAQ
in Table 2). This function was taken from the CMAQ model,
shown as follows:

Z ≤ KZMAXL :Kzmin = 0.01+ (1− 0.01)PURB, (3)
Z ≥ KZMAXL :Kzmin = 0.01, (4)

where

KZMAXL= 500.0 (m), (5)
LU_INDEX= LU_INDEX(Water) : PURB= 0, (6)

LU_INDEX 6= LU_INDEX(Water) :

PURB=
Landusef(Urban)

1−Landusef(Water)
. (7)

In Eqs. (3)–(7), Z is the height of the layer, and KZMAXL
is a prescribed height above which the atmosphere would
not be significantly affected by the change in the surface
properties. PURB is a percentage ratio of the urbanization.
LU_INDEX is an index representing the dominant category
of the land use. Landusef is a fraction of each land-use cat-
egory in the grid cell. The spatial distributions of Landusef
and PURB used in the present study are shown in Fig. S2 of
the Supplement. By using the function described in Eqs. (3)–
(7), the range of Kzmin given in the model is between 0.01
and 1 m2 s−1. Moreover, for completely non-urban areas (i.e.,
PURB= 0.0), the value of Kzmin is 0.01 m2 s−1, which is
the same as the default value used in the ACM2 scheme
of the WRF model, while for completely urban areas (i.e.,
PURB= 1.0) the value of Kzmin below the height of 500 m
calculated by Eqs. (3)–(7) is 1.0, the same as that used in
the ACM2_1.0 scenario. We then compared the performance
of ACM2 adopting this function with that using a constant
Kzmin (0.01 m2 s−1) in simulating the temperature in the re-
gion of Beijing.

Furthermore, we designed two sensitivity tests in the
present study (see Table 2). One of them is AC_night_0.01,
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Table 1. Parameterizations used in the present model.

Namelist option Description Reference

mp_physics Purdue Lin scheme Chen and Sun (2002)
ra_lw_physics RRTM scheme Mlawer et al. (1997)
ra_sw_physics Dudhia scheme Dudhia (1989)
sf_sfclay_physics MM5 scheme Zhang and Anthes (1982)
sf_surface_physics Noah land surface model Chen and Dudhia (2001)
bl_pbl_physics ACM2 scheme Pleim (2007a, b)
cu_physics Grell 3D scheme (Domain 1 and 2) Grell and Dévényi (2002)
sf_urban_physics Single-layer UCM Kusaka et al. (2001)

Table 2. Scenarios simulated in the present study with a different
setup of Kzmin in the ACM2 scheme.

Type Kzmin (m2 s−1) Name

Constant 0.01 ACM2_0.01
0.2 ACM2_0.2
0.5 ACM2_0.5
0.8 ACM2_0.8
1.0 ACM2_1.0

Function 0.01–1.0 ACM2_CMAQ

Sensitivity test 1.0 (daytime), 0.01 (nighttime) AC_night_0.01
1.0 (urban), 0.01 (non-urban) AC_urban_1

in which Kzmin was set to 0.01 during the nighttime (same
as ACM2_0.01), but 1.0 during the daytime (same as
ACM2_1.0). The results of this sensitivity test help to dif-
ferentiate the contributions by the difference in the simu-
lated nighttime temperature and the change in Kzmin dur-
ing the daytime. The other sensitivity test is AC_urban_1,
in which Kzmin was set to 1.0 only over urban areas
(same as ACM2_1.0), but 0.01 over other areas (same as
ACM2_0.01). Through this sensitivity test, the influence
brought about by the temperature advection on the near-
surface temperature estimation can be indicated, which will
be discussed further in a later context.

2.3 Evaluation criterion

In order to evaluate the performance of the model with dif-
ferent settings of Kzmin, four statistical metrics, index of
agreement (IOA) (Willmott, 1982), root-mean-square error
(RMSE), correlation coefficient (R), and mean bias (MB)
were implemented. These parameters are calculated as fol-
lows:

IOA= 1−


N∑
i=1
(Pi −Oi)

2

N∑
i=1

(∣∣Pi −O∣∣+ ∣∣Oi −O∣∣)2
 , (8)

RMSE=

√√√√√ N∑
i=1
(Pi −Oi)

2

N
, (9)

R =

N∑
i=1

(
Pi −P

)(
Oi −O

)
√

N∑
i=1

(
Pi −P

)2√ N∑
i=1

(
Oi −O

)2 , (10)

MB=

N∑
i=1
(Pi −Oi)

N
, (11)

where N is the amount of data, O is the observed value, and
P is the value predicted by the model. O and P denote the
average values of these variables. RMSE, R, and MB are
common statistical parameters, and IOA is a metric evaluat-
ing the fitness between model predictions and observations.
When IOA is equal to 1, it represents a perfect match, while
IOA= 0 denotes that no agreement is achieved.

3 Results and discussion

In Sect. 3.1, the performance of the model in simulating
the 2 m temperature and 10 m wind speed is evaluated and
displayed. In Sect. 3.2, we show the impact of changing
Kzmin on the 2 m temperature and discover the reasons for
the change in the 2 m temperature. In Sect. 3.3, the effect
of changing Kzmin under different underlying surface cate-
gories is shown. In Sect. 3.4, we compare the performance of
ACM2 adopting the function described in Eqs. (3)–(7) with
the results using the constant Kzmin 0.01 m2 s−1.

3.1 Model evaluation

The simulation results of the 2 m temperature and the 10 m
wind speed were compared with the observational data pro-
vided by the above-mentioned IAP, CAS station, and four au-
tomatic weather stations (AWSs) to evaluate the model per-
formance. The values of statistical parameters measuring the
model performance are listed in Table 3. Generally speaking,
the model behavior in capturing the 2 m temperature is sat-
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isfying. The correlation coefficients between the simulated
temperature and the observations at these five stations reside
in a value range of 0.78–0.94. Moreover, the index of agree-
ment (i.e., IOA) also possesses a value above 0.75 for all five
stations. It was also found that the model performs better at
the two urban stations (IAP and no. 54433) than at the other
three rural stations, denoted by a smaller RMSE and a higher
R (see Table 3). More information about the comparison be-
tween the simulated 2 m temperature and the observations at
these five stations can be found in Sect. S3 of the Supple-
ment.

Compared with the temperature estimation, the model pre-
dicts a higher wind speed at all five stations (see MB of W10
in Table 3). The deviation between the simulation result and
the observational data is more pronounced at the IAP station,
as it possesses the largest MB of 2.51 m/s. Moreover, accord-
ing to the correlation coefficient R, the simulated trend of the
10 m wind speed at two urban stations (IAP and no. 54433)
is more consistent with the observations than that at the rural
stations, as the correlation coefficient R at these two urban
stations is above 0.6. More information about the simulated
10 m wind speed across the computational domain can also
be found in Sect. S3 of the Supplement.

Many factors can cause the deviation between the sim-
ulation results and the observational data, such as the un-
certainties brought about by the imposed inaccurate initial
and boundary conditions and the treatment of aerosols in the
model and the choice of PBL schemes. However, the main
objective of the present study is to estimate the influence
caused by the change in Kzmin on the prediction of the tem-
perature, rather than finding an improved PBL scheme that
can more accurately reproduce the observations. Moreover,
the change in Kzmin exerts a more significant influence on
the temperature than other meteorological parameters such
as the wind speed and the specific humidity (see Sect. S4
of the Supplement). Thus, we paid more attention to the in-
fluence on the temperature prediction brought about by the
change in Kzmin in the present study.

3.2 Impact of changing Kzmin on 2 m temperature

Figure 2 shows the diurnal mean time series of the tempera-
ture at 2 m (T2), the surface skin temperature (TSK), and the
temperature at the first model layer (T_level1) at the obser-
vation site of IAP predicted by ACM2 with different Kzmin
constant values. In Fig. 2a, it is seen that the highest T2
appears at approximately 15:00 LST (local standard time).
At this time, the average T2 estimated by ACM2_0.01 and
ACM2_1.0 are 1.81 and 2.25 ◦C, and T2 estimated by the
other scenarios is between these two values. In contrast, the
lowest T2 appears at about 08:00 LST. At this time, the aver-
age T2 predicted by ACM2_0.01 and ACM2_1.0 are −6.69
and −4.13 ◦C. Among these scenarios, ACM2_0.01 consis-
tently predicts the lowest T2. Moreover, it was found that the
simulated T2 elevates with the increase ofKzmin. In addition,

Figure 2. Diurnal mean time series of (a) the temperature at 2 m
(T2), (b) the surface skin temperature (TSK), and (c) the temper-
ature at the first model layer (T_level1) predicted by the ACM2
scheme with different Kzmin constant values.
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Table 3. Values of statistical parameters measuring the model performance when simulating the 2 m temperature (T2) and the 10 m wind
speed (W10) at five observation stations.

T2 W10

Station RMSE IOA R MB RMSE IOA R MB

IAP 2.79 0.84 0.94 −2.49 3.21 0.26 0.64 2.51
54406 2.84 0.88 0.83 1.06 3.08 0.44 0.50 2.21
54419 3.16 0.85 0.86 1.11 2.28 0.30 0.35 1.49
54433 2.17 0.92 0.91 −1.38 2.40 0.62 0.65 1.26
54501 4.85 0.76 0.78 2.75 2.06 0.52 0.36 0.94

the difference in T2 between these five scenarios is smaller at
a higher T2, while the difference becomes larger at a lower
T2. As a result, the diurnal variation of T2 is reduced with
the increase of Kzmin.

We then investigated the reasons causing the difference in
the simulated T2 between these scenarios. In the model, T2
is calculated based on TSK, the surface sensible heat flux,
and the exchange coefficient of temperature at 2 m. More-
over, the sensible heat flux is calculated according to the
estimated TSK and the temperature at the first model layer
(i.e., T_level1) (Li and Bou-Zeid, 2014). Thus, the estimation
of T2 heavily depends on the values of the simulated TSK
and T_level1. We thus show the diurnal mean time series
of TSK and T_level1 estimated using different Kzmin values
(see Fig. 2b and c). It can be seen that during nighttime both
TSK and T_level1 increase remarkably with the increase of
Kzmin, which is similar to the temporal behavior of T2. This
finding also partly agrees with the conclusions of Steeneveld
et al. (2006), who stated that TSK increases substantially
with an enhanced vertical mixing during the nighttime. How-
ever, from the temporal change in these two temperatures,
we cannot figure out whether the difference in T2 is mostly
caused by the change in the surface temperature (i.e., TSK)
or the temperature in the atmosphere (i.e., T_level1) because
of the interaction between the surface and the atmosphere.
Therefore, we continue to search for the dominant factor
causing the change in TSK and T_level1.

We first try to infer the reason causing the difference in
TSK from the energy balance equation. In the Noah land sur-
face model (Chen and Dudhia, 2001; Xie et al., 2012) used
in this study, when neglecting the precipitation and the snow
accumulated on the surface, the form of the energy balance
equation is

(1−α)S ↓ +L ↓ −L ↑ +G−HFX−LH = 0, (12)

where α is the albedo of the underlying surface, S ↓ is the
downward flux of the shortwave radiation, L ↓ is the down-
ward flux of the longwave radiation emitted by the cloud and
the atmosphere, and L ↑ is the upward flux of the longwave
radiation emitted by the ground surface.G is the ground heat
flux, and it is positive when heat transfers from the soil to
the surface. HFX is the sensible heat flux, and LH is the la-

tent heat flux at the surface. HFX and LH are positive when
the heat transfers from the surface to the atmosphere. We
then combined L ↓ and L ↑ as a net longwave radiation flux
(NL= L ↓ −L ↑). As a result, Eq. (12) becomes

(1−α)S ↓ +G+NL−HFX−LH = 0. (13)

Thus, five factors (S ↓, G, NL, HFX, and LH ) need to be
evaluated for the difference in TSK between these simula-
tion scenarios. Among these factors, we can first eliminate
the shortwave radiation S ↓ as the dominant factor for the
deviation in TSK. This is because in this study the differ-
ence in the downward shortwave radiation during the day-
time between scenarios using different Kzmin values is neg-
ligible (see Fig. S6 of the Supplement). This means that the
influences exerted by the shortwave radiation in the daytime
under the conditions of various Kzmin settings are similar.
Thus, it cannot result in the enlarged deviation in TSK dur-
ing the nighttime through the carryover effects. Aside from
that, the shortwave radiation at night is negligible. Therefore,
we suggested that the shortwave radiation is unimportant for
the deviation in the nighttime TSK prediction in the present
study. Thus, four factors (G, NL, LH , and HFX) need to be
evaluated. Figure 3 shows the temporal profiles of the de-
viations (ACM2_0.2 minus ACM2_0.01, ACM2_0.5 minus
ACM2_0.01, ACM2_0.8 minus ACM2_0.01, ACM2_1.0
minus ACM2_0.01) in G, NL, LH , and HFX given by the
model simulations. From Fig. 3a, we can see that during the
nighttime the negative deviation in the ground heat flux G
becomes larger when Kzmin increases, indicating that G is
reduced with the increase of Kzmin in the nighttime. Because
lower G at nighttime indicates that less heat is transferred
from the soil to the surface, which cannot lead to a higher
TSK; the heat flux from the soil to the surface, G, can also
be eliminated as the dominant factor causing the change in
TSK during the nighttime. Following this, from Fig. 3b it
can be seen that during the nighttime the negative deviation
in the net longwave radiation (i.e., NL) becomes larger when
Kzmin increases, which means that the value of NL also gets
reduced when Kzmin increases. Lower NL means that the
surface loses more longwave radiation energy, which cannot
lead to a higher TSK. Thus, it can be deduced that the change
in the net longwave radiation flux NL is also not the factor
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Figure 3. Diurnal mean time series of deviations (based on ACM2_0.01) in (a) the ground heat flux G, (b) the net longwave radiation flux
NL, (c) the latent heat flux LH , and (d) the sensible heat flux HFX at the surface.

causing the growth of the TSK difference. Figure 3c shows
that during the nighttime there is no obvious difference in
the latent heat flux LH between these scenarios. Therefore,
LH can also be screened out. Finally, Fig. 3d demonstrates
that during the nighttime the negative bias in the sensible
heat flux HFX becomes larger when Kzmin increases, which
means that HFX is reduced when Kzmin increases. Lower
HFX at night means that more heat is transferred from the at-
mosphere to the underlying surface, which can increase TSK.
Thus, we can conclude that the difference in the sensible heat
transported from the atmosphere to the ground among these
simulation scenarios causes the different growth of TSK dur-
ing the nighttime in the present simulations.

We then tried to reveal the reasons for the change in the air
temperature at the first model layer (i.e., T_level1) caused by
the modifications of Kzmin in the model. Figure 4 shows av-
eraged vertical profiles of the potential temperature predicted
by ACM2 using different Kzmin at 08:00 and 15:00 LST.

From Fig. 4a, we found that at 08:00 LST, the potential tem-
perature difference at the first model layer is the largest be-
tween these five scenarios. When Kzmin increases, the pre-
dicted near-surface potential temperature elevates. This is
consistent with the conclusion of Nielsen-Gammon et al.
(2010) that Kzmin exerts the most prominent effect during
the nighttime, and the variation of Kzmin is positively corre-
lated with the change in the near-surface potential temper-
ature. Moreover, seen from Fig. 4a, the potential tempera-
ture difference becomes smaller at a higher altitude. Above
the height of 400 m, the potential temperature profiles pre-
dicted by these five scenarios are almost identical. Therefore,
when Kzmin increases, the vertical gradient of the mean po-
tential temperature decreases at this time. It is because the
PBL becomes stable during the nighttime when the turbu-
lence is very weak. The settings of Kzmin thus exert a more
significant influence onKz. As a result, the increase ofKzmin
would lead to a substantial enhancement of the vertical mix-
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Figure 4. The vertical profiles of the potential temperature predicted by the ACM2 scheme with different Kzmin values at (a) 08:00 LST and
(b) 15:00 LST averaged over the simulated days.

ing during the nighttime. This enhanced vertical mixing then
causes a more uniform vertical distribution of the potential
temperature within the PBL and thus a prediction of a smaller
temperature gradient below the top of the PBL. This conclu-
sion also follows Nielsen-Gammon et al. (2010), who stated
that the minimum vertical diffusivity is negatively correlated
with the temperature gradient during the nighttime.

It should be noted that the difference in the longwave ra-
diation emitted from the ground surface with various TSK is
also a possible reason for the deviation in T_level1 between
different scenarios. However, a comparison of temperature
tendencies caused by the net longwave radiation at the first
model layer between scenarios using different Kzmin values
suggests that the net longwave radiation tends to reduce the
nighttime temperature difference between these scenarios in-
stead of enlarging it (see Sect. S6 of the Supplement). Thus,
the longwave radiation cannot be the factor causing the en-
larged difference in the near-surface temperature between the
nighttime simulations.

For the predicted vertical profile of the potential tempera-
ture at 15:00 LST, it was found in Fig. 4b that larger Kzmin
also estimates a higher potential temperature. This deviation
between the daytime temperature profiles can be partly at-
tributed to the carryover effects of the significant temper-
ature differences during the nighttime. Aside from that, in
the ACM2 scheme Kzmin is added to Kz to constitute a total
vertical turbulent diffusivity (Pleim, 2007a, b). As a result,
even in the daytime when the turbulent diffusion is relatively
strong, the change in Kzmin can still affect the turbulent mix-
ing, resulting in a deviation in the predicted temperature in
the daytime. The contributions of these two processes are to
be investigated in a later context. In addition, Fig. 4b shows
that the temperature profiles at 15:00 LST are closer to each

other than those at 08:00 LST. The reason is that the turbulent
intensity is vigorous during the daytime, and thus the change
ofKzmin has a relatively minor impact on the eddy diffusivity
Kz and the vertical distribution of the temperature.

Based on the information given above, we can conclude
that the differences in the simulated air temperature during
the daytime brought about by the change inKzmin are caused
by the combined effect of the large temperature difference
during the nighttime and the different turbulent mixing in-
tensity during the daytime. To clarify this, we designed a
sensitivity test named AC_night_0.01, in which Kzmin was
set to 0.01 during the nighttime (same as ACM2_0.01) but
1.0 during the daytime (same as ACM2_1.0). By doing this,
contributions to the temperature difference by these two pro-
cesses can be assessed separately.

The time-averaged vertical profiles of the potential tem-
perature at 08:00 and 15:00 LST are shown in Fig. 5.
In Fig. 5a, potential temperature profiles belonging to
AC_night_0.01 and ACM2_0.01 were found close to each
other due to the same nighttime Kzmin values being used
in both scenarios. In contrast, in the daytime (see Fig. 5b),
AC_night_0.01 was found predicting a higher temperature
than ACM2_0.01, which is caused by the increase of Kzmin
during the daytime and the enhanced turbulent mixing.
Meanwhile, AC_night_0.01 was also found to give a lower
temperature than ACM2_1.0 during the daytime, although a
same Kzmin (= 1.0) is used during this time period in these
two scenarios. Thus, the difference between AC_night_0.01
and ACM2_1.0 denotes the residual effect caused by the tem-
perature difference during the nighttime.

Thus, according to this sensitivity test, we confirmed that
there are two primary processes causing the temperature dif-
ference during the daytime between scenarios using different
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Figure 5. The vertical profiles of the potential temperature predicted by ACM2_0.01, ACM2_1.0, and AC_night_0.01 at (a) 08:00 LST and
(b) 15:00 LST averaged over the simulated days.

Kzmin values. One is the residual effect caused by the change
inKzmin in the nighttime. It is because differentKzmin results
in a large deviation in the near-surface temperature during
the nighttime. This deviation would remain until the daytime
comes, and thus the prediction of the daytime temperature
would be affected. The other process is the change in Kzmin
in the daytime. When Kzmin increases, the vertical mixing in
the boundary layer is strengthened, which causes a stronger
entrainment of the air from the upper layer into the boundary
layer, thus resulting in a warmer boundary layer during the
daytime.

This enhanced entrainment caused by the strengthening of
the turbulent mixing during the daytime when ACM2 is used
is also consistent with findings from previous studies. Un-
like many other PBL schemes, ACM2 does not consider the
entrainment flux explicitly. Instead, it includes the entrain-
ment implicitly by combining a transilient term with the lo-
cal mixing that is represented by the maximum of two forms
of the turbulent diffusivity (Pleim, 2007a, b). Consequently,
when ACM2 is used, the entrainment is very sensitive to
the turbulent mixing within and above the PBL. It was also
suggested by Nielsen-Gammon et al. (2010) and Hu et al.
(2010) that when ACM2 is used, a stronger turbulent mix-
ing in the boundary layer would result in a warmer PBL as
well as a cooler free troposphere in the daytime. These con-
clusions confirm our suggestion in this study that a larger
turbulent diffusivity given by ACM2 implementing a higher
Kzmin leads to a strengthening of the entrainment and thus a
warming of the boundary layer during the daytime.

Thus, based on the investigations of TSK and T_level1
discussed above, we can conclude the mechanism causing
the remarkable change in T2 between the simulation scenar-
ios with different Kzmin settings during the nighttime shown

in Fig. 2a. When Kzmin increases, the vertical mixing in the
nighttime is significantly enhanced. As a result, the near-
surface temperature in the boundary layer (i.e., T_level1) is
elevated due to the enhanced mixing of the warm air from
the atmosphere above. The higher near-surface temperature
thus leads to a reduction of the sensible heat flux at the sur-
face (i.e., HFX) in the nighttime and results in an increase
of the surface skin temperature (TSK). Because the 2 m air
temperature (i.e., T2) calculated in the model is positively
dependent on the values of TSK and T_level1, the elevation
of Kzmin thus causes the increase in T2.

3.3 Impact of changing Kzmin under different
underlying surface categories

The spatial distributions of the time-averaged differences
(ACM2_1.0 minus ACM2_0.01) in T2, TSK, and HFX, as
well as the actual values obtained by ACM2_0.01 (the de-
fault Kzmin in WRF), over the daytime and the nighttime are
shown in Fig. 6. From Fig. 6a and b, we can see three distinct
features about the influence of increasing Kzmin on T2. First,
the difference in T2 is mostly larger in plain areas than in
mountain areas, which means that the increase of Kzmin has
a stronger influence on T2 in plain areas than in mountain
areas. The reason for the relatively strong impact of chang-
ing Kzmin in plain areas compared to mountain areas might
be attributed to the spatial difference in the simulated near-
surface wind speed throughout the computational domain. In
Figs. S4 and S8 of the Supplement, we display the spatial
distributions of the 10 m wind speed and the friction veloc-
ity during the nighttime, which is capable of representing the
intensity of the wind shear. It was found that in mountain ar-
eas, the 10 m wind speed and the friction velocity are larger
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Figure 6. Spatial distribution of the mean difference (ACM2_1.0 minus ACM2_0.01) in (a, b) the 2 m temperature (T2), (c, d) the surface
skin temperature (TSK), and (e, f) the sensible heat flux (HFX) over the daytime and the nighttime. The actual values of (g, h) T2, (i, j) TSK,
and (k, l) HFX simulated by ACM2 with the default Kzmin value (i.e., ACM2_0.01) during the daytime and the nighttime are also displayed
for reference.

compared to those in plain areas. This means that in moun-
tain areas a stronger wind shear is formed, which causes an
enhancement of the turbulent mixing in the nocturnal bound-
ary layer. Thus, a larger turbulent diffusivity was found in
mountain areas than in plain areas (shown in Fig. S9 of the
Supplement). As a result, elevating Kzmin in the mountain
areas exerts a relatively minor influence on the vertical mix-
ing in the boundary layer and the simulated T2. Second, it
was found that in plain areas the difference in T2 is mostly
larger during the nighttime than during the daytime, denot-
ing a stronger impact on T2 exerted by the increase of Kzmin
during the nighttime than during the daytime. Third, from the

comparison between Fig. 6a and b, it was found that during
the nighttime the difference in T2 is substantially larger in
urban and built-up areas than in areas in other land-use cate-
gories. However, during the daytime the difference is smaller.
This means that the increase ofKzmin has the strongest influ-
ence on T2 in urban and built-up areas during the nighttime.
The reason why Kzmin plays a more important role in urban
areas than in rural areas in the present study still needs further
investigation. We guessed that it might be caused by the dif-
ference in physical properties (e.g., heat capacity) between
areas with different land-use categories or the difference in
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Figure 7. The vertical profiles of the potential temperature predicted by ACM2_0.01, AC_urban_1, and ACM2_1.0 at (a) 08:00 LST and
(b) 15:00 LST averaged over the simulated days.

parameterizations of some physical processes in the urban
canopy model.

The different role of Kzmin in urban and rural areas is
also able to modify the horizontal advection of temperature
across the computational domain, thus affecting the near-
surface temperature prediction at the observation site. In or-
der to clarify this, we designed another numerical experiment
named AC_urban_1, in whichKzmin was set to 1.0 only over
urban areas (the same as ACM2_1.0) but 0.01 over other
areas (the same as ACM2_0.01). By doing this, the influ-
ence brought about by the temperature advection on the near-
surface temperature estimation can be indicated.

The time-averaged vertical profiles of the potential tem-
perature at the observation site (i.e., IAP station) at 08:00
and 15:00 LST are shown in Fig. 7. It was found that al-
though AC_urban_1 and ACM2_1.0 possess the same value
of Kzmin for the urban areas that are focused on in this study,
AC_urban_1 still estimates a lower nighttime temperature
than ACM2_1.0 (see Fig. 7a) due to the smaller Kzmin over
rural areas. We suggested the reason as that lowerKzmin over
rural areas in AC_urban_1 causes a weaker turbulent mix-
ing and thus a lower near-surface temperature in rural areas
than those given by ACM2_1.0. This difference in the near-
surface temperature of rural areas consequently affects the
temperature prediction over urban areas through the advec-
tion process. In contrast, the nighttime temperature differ-
ence between AC_urban_1 and ACM2_0.01 shown in Fig. 7a
can be mostly attributed to the stronger turbulent mixing over
urban areas in AC_urban_1 relative to that in ACM2_0.01.
Because of this, the vertical gradient of the near-surface tem-
perature is reduced in AC_urban_1. ACM2_urban_1 thus
predicts a higher temperature than ACM2_0.01 near the sur-
face. Therefore, we can conclude that the difference in the

near-surface temperature at the observation site at 08:00 LST
between scenarios using different Kzmin values can be at-
tributed to the combined effect of the change in the local
Kzmin and the altering ofKzmin in other areas through the ad-
vection process. This conclusion also holds for the simulated
near-surface temperature at 15:00 LST shown in Fig. 7b.

Regarding TSK, in Fig. 6c and d we can see that the three
features obtained in the analysis of T2 are also valid. The
difference in TSK is larger in plain areas than in mountain
areas, during the nighttime than during the daytime, and in
urban areas than in areas with other land-use categories at
night. But the difference in TSK is less than that of T2, in-
dicating that the increase of Kzmin exerts a less influence on
TSK than on T2.

From Fig. 6e and f we can see that in most areas, when
Kzmin increases, HFX decreases during both the daytime and
the nighttime, which represents that less heat is transferred
from the surface to the atmosphere and that a larger amount
of heat is transported from the atmosphere to the surface,
respectively. Moreover, it was shown that the difference in
HFX is larger in plain areas than in mountain areas. In addi-
tion, by comparing Fig. 6e and f, we found the boundary of
the urban areas clearly discernible during the nighttime but
unclear during the daytime. This shows that at nighttime the
effects of changing Kzmin on HFX in urban and non-urban
areas are substantially different, while in the daytime the ef-
fects are similar.

3.4 Performance of ACM2_CMAQ and ACM2_0.01

We then adopted a function described in Eqs. (3)–(7) to cal-
culate Kzmin and compared the performance of the model
(i.e., ACM2_CMAQ) with that using a constant Kzmin
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Table 4. Statistical performances of ACM2_0.01 and
ACM2_CMAQ in simulating T2.

Scenarios RMSE IOA R MB

ACM2_0.01 2.79 0.84 0.94 −2.49
ACM2_CMAQ 1.95 0.90 0.91 −1.44

(ACM2_0.01). The diurnal mean time series of T2, TSK,
and HFX predicted by ACM2_CMAQ and ACM2_0.01 are
shown in Fig. 8. From Fig. 8a, we can see that T2 pre-
dicted by ACM2_CMAQ is consistently higher than that pre-
dicted by ACM2_0.01, although it still underestimates the
observations. It is also shown that the difference in T2 be-
tween ACM2_CMAQ and ACM2_0.01 increases at a lower
T2, and the difference attains the greatest level when T2
reaches the lowest value in the morning. The difference in
the minimum T2 between ACM2_CMAQ and ACM2_0.01
is 2.01 ◦C, while the deviation in the maximum T2 between
these two scenarios is only 0.17 ◦C. As a result, the diurnal
change of T2 using ACM2_CMAQ is smaller than that us-
ing ACM2_0.01. From Fig. 8b, it is shown that the behav-
ior of the predicted TSK belonging to these two scenarios is
similar to that of T2. ACM2_CMAQ predicts a higher TSK
than ACM2_0.01, especially at night, and thus a smaller di-
urnal change of TSK. From Fig. 8c, we found that the dif-
ference in HFX between ACM2_CMAQ and ACM2_0.01 is
larger at a negative HFX, while the difference is negligible
at a positive HFX. When HFX is negative, the value of HFX
predicted by ACM2_CMAQ is lower than that predicted by
ACM2_0.01. This means that in the night simulations us-
ing ACM2_CMAQ, more heat is transferred from the atmo-
sphere to the ground relative to the ACM2_0.01 scenario.
This is caused by the enhanced vertical mixing within the
boundary layer during the nighttime in the ACM2_CMAQ
scenario, as the Kzmin value given in ACM2_CMAQ is
higher than that in ACM2_0.01. Table 4 summarizes the
statistical performances of these two scenarios in simulat-
ing T2. It was found that the correlation coefficient (R) of
ACM2_0.01 is higher than that of ACM2_CMAQ, which de-
notes that ACM2_0.01 predicts a better trend of the change
in T2 than ACM2_CMAQ. However, the index of agreement
(i.e., IOA) of ACM2_CMAQ is closer to 1.0 than that of
ACM2_0.01, and the RMSE of ACM2_CMAQ is smaller
than that of ACM2_0.01, denoting that the magnitude of T2
simulated by ACM2_CMAQ deviates less from the observa-
tion than that by ACM2_0.01.

Figure 9 shows the averaged vertical profiles of the po-
tential temperature at 08:00 and 15:00 LST predicted by
ACM2_0.01 and ACM2_CMAQ as well as the observations.
It can be seen that at 08:00 LST, the difference in the poten-
tial temperature between these two simulation scenarios is
remarkable near the ground. Below the height of 100 m, the
potential temperature estimated by ACM2_CMAQ is higher

Figure 8. Diurnal mean time series of (a) T2, (b) TSK, and (c) HFX
predicted by ACM2_CMAQ and ACM2_0.01.
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Figure 9. The vertical profiles of the potential temperature predicted by ACM2_0.01, and ACM2_CMAQ, and the observations at
(a) 08:00 LST and (b) 15:00 LST averaged over the simulated days.

than that estimated by ACM2_0.01, and the largest differ-
ence (more than 2 K) occurs in the lowest layer of the model.
In contrast, between the heights of 100 m and 500 m, the po-
tential temperature predicted by ACM2_CMAQ is slightly
lower than ACM2_0.01. The potential temperature gradient
estimated by ACM2_CMAQ is thus smaller than that esti-
mated by ACM2_0.01 below the height of 500 m. This differ-
ent prediction of the vertical gradient of the potential temper-
ature is because the turbulent mixing is very weak and Kzmin
dominates Kz at 08:00 LST. Moreover, the value of Kzmin
calculated by the function in ACM2_CMAQ is larger than
that of ACM2_0.01 below the height of 500 m. Therefore,
ACM2_CMAQ estimates a stronger vertical mixing, thus re-
ducing the potential temperature gradient below the height
of 500 m. In contrast, the profiles of the potential tempera-
ture predicted by these two scenarios are similar above the
height of 500 m because of the equal Kzmin values above
500 m in these two scenarios. By comparing the simulation
results with the observations (see Fig. 9a), we found that
ACM2_CMAQ estimates a closer potential temperature pro-
file to the observations compared with ACM2_0.01, but it
still overestimates the temperature gradient in the boundary
layer at this time.

At 15:00 LST (see Fig. 9b) both the potential tempera-
tures predicted by these two scenarios are about 2 K lower
than the observations. The potential temperature predicted
by ACM2_CMAQ is slightly higher than that predicted
by ACM2_0.01 below the height of 500 m. Above 500 m,
there is only a minor difference between ACM2_0.01 and
ACM2_CMAQ. The reason is the same to that in the

08:00 LST simulation that above 500 m, the values of Kzmin
given in ACM2_0.01 and ACM2_CMAQ are equal.

The spatial distribution of the time-averaged differ-
ences of T2, TSK, and HFX between ACM2_CMAQ and
ACM2_0.01 is shown in Fig. 10. From Fig. 10a–d, we can
see that in urban areas, the difference in T2 and TSK between
these two scenarios is mostly positive during both the day-
time and the nighttime, which denotes that T2 and TSK pre-
dicted by ACM2_CMAQ are consistently higher than those
predicted by ACM2_0.01 in urban areas. However, in non-
urban areas the difference is minor. This is because compared
with ACM2_0.01, ACM2_CMAQ uses a larger Kzmin in ur-
ban and built-up areas below the height of 500 m. As a re-
sult, ACM2_CMAQ estimates a stronger vertical mixing in
the PBL of urban areas than ACM2_0.01, thus resulting in an
elevation of T2 and TSK. In contrast, in non-urban areas the
Kzmin values given in these two scenarios are identical (i.e.,
0.01); the simulation results are thus similar. By comparing
Fig. 10a and b, it can also be found that in urban areas the
difference in T2 between ACM2_0.01 and ACM2_CMAQ
during the nighttime is larger than that during the daytime,
and this feature is also valid for the TSK deviation accord-
ing to Fig. 10c and d. These results are consistent with the
conclusions achieved above, stating that the change in Kzmin
has the largest impact on the variation of T2 and TSK in
the nighttime of the urban areas. With respect to HFX, it
was found in Fig. 10e that during the daytime the difference
in HFX between ACM2_CMAQ and ACM2_0.01 is indis-
cernible. However, at nighttime (see Fig. 10f) the shapes of
the urban areas are clearly indicated in the spatial distribution
of the HFX deviation. This means that the HFX difference in
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Figure 10. Spatial distribution of the mean differences (ACM2_CMAQ minus ACM2_0.01) in (a, b) T2, (c, d) TSK, and (e, f) HFX over
daytime (a, c, e) and nighttime (b, d, f).

urban areas between ACM2_0.01 and ACM2_CMAQ mostly
exists during the nighttime. In addition, Fig. 10f also shows
that during the nighttime the negative value of HFX in ur-
ban areas predicted by ACM2_CMAQ is lower than that pro-
vided by ACM2_0.01, which means that larger amount of

heat is transferred from the atmosphere to the ground during
the nighttime in the ACM2_CMAQ simulation.
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4 Conclusions and future developments

In this study, we evaluated the performance of the ACM2
scheme with different Kzmin settings in the estimation of the
2 m temperature (T2), surface skin temperature (TSK), and
near-surface air temperature (T_level1) in the area of Bei-
jing, China. We found that the change in Kzmin in the ACM2
scheme can significantly influence the model performance
in simulating these temperatures. Increasing Kzmin leads to
a remarkable elevation of T2 at night and a weakening of
the diurnal change of T2. From the energy balance equation,
we figured out that the mechanism for the elevation of T2
at night is because largerKzmin causes a significant enhance-
ment of the turbulent mixing within the stable boundary layer
at night. Thus, the enhanced mixing in the nighttime reduces
the vertical gradient of the potential temperature within the
boundary layer, and thus elevates the air temperature near
the ground surface (i.e., T_level1). The elevation of the near-
surface air temperature then decreases the nighttime sensible
heat flux at the ground (i.e., HFX in the model), representing
the fact that more heat is transferred from the atmosphere to
the ground. As a result, the surface temperature (i.e., TSK)
becomes higher. The elevations of TSK and T_level1 in the
model consequently lead to the increase of the 2 m tempera-
ture (T2).

We also figured out the features of the influence of chang-
ing Kzmin on the temperature prediction under different un-
derlying surface categories. It was found that the impact on
the 2 m temperature and the surface temperature brought by
the change inKzmin is stronger during the nighttime than dur-
ing the daytime, in plain areas than in mountain areas, and in
urban areas than in non-urban areas at night.

When using a function calculating Kzmin in the ACM2
scheme (i.e., the ACM2_CMAQ scenario), we found that the
simulated 2 m temperature elevates in urban areas, compared
with that using a constantKzmin (i.e., ACM2_0.01). The rea-
son is the same as that in the nighttime simulation, larger
Kzmin in ACM2_CMAQ leads to a transport of more sen-
sible heat from the atmosphere to the surface, resulting in
a higher prediction of the 2 m temperature. In addition, the
simulated vertical profiles of the potential temperature show
that ACM2_CMAQ estimates a smaller potential tempera-
ture gradient than ACM2_0.01 within the boundary layer,
especially at night, and the profile of the potential tempera-
ture given by ACM2_CMAQ is closer to the observation than
that provided by ACM2_0.01. Moreover, the spatial distribu-
tion of the temperature deviation between these two scenar-
ios shows that in the daytime the temperature simulated by
ACM2_CMAQ is only slightly higher than ACM2_0.01 in
both urban and non-urban areas. However, the difference be-
comes remarkable at nighttime in the urban areas.

The present study has some limitations. For instance, cur-
rently we lack observational data representing the surface
energy balance and surface exchange fluxes, and these data
may help to better evaluate the model performance. More-

over, in the present study, the influence of changing Kzmin
on the temperature prediction was investigated based on the
ACM2 scheme. The role of Kzmin in other PBL schemes
such as YSU (Hong et al., 2006) and QNSE (Sukoriansky
and Galperin, 2008; Sukoriansky et al., 2006) should also be
studied in the future. In addition, the conclusions achieved
in the present study are primarily valid for the area of Bei-
jing, China. Thus, whether these conclusions are still valid in
other areas, especially those with different categories of the
underlying surface (i.e., sea, desert), also needs to be clari-
fied.

In the future, more extended time periods are to be sim-
ulated so that the conclusions achieved in the present study
can be verified more thoroughly. Moreover, the impacts of
changing Kzmin on the spatiotemporal distribution of other
meteorological parameters such the wind and moisture will
also be evaluated more thoroughly. In addition, we plan to as-
sess the effects of changing Kzmin on simulations of air pol-
lution under different weather conditions, due to the strong
connection between the diffusion of pollutants and the verti-
cal turbulent mixing.

Code and data availability. The source code of WRF version
3.9.1.1 can be found on the following website: http://www2.mmm.
ucar.edu/wrf/users/download/ (Skamarock et al., 2008). The code
described by Eqs. (3)–(7), defining a functional-type Kzmin in the
ACM2 scheme of WRF, can be found in the directory named
“Modified_WRF_Code” in the Supplement. The WRF model in-
put namelist file and the post-processing python scripts are also
available in the Supplement, named “WRF_namelist” and “post-
processing-scripts”, respectively. In addition, the observational data
obtained from the meteorological observation tower and the obser-
vational system provided by the Institute of Atmospheric Physics,
Chinese Academy of Sciences (IAP, CAS), are included in the di-
rectory “obs_data” of the Supplement.
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