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Supplemental Information

S1 Real data case study

This section of the SI describes the real data case study. This case study covers the same time
period as the summer case study in the main article (July and August 2015), but we use real5

OCO-2 observations (version 9) instead of synthetic observations. The results provide a check
to ensure that the synthetic case study has similar features to real world conditions.

The setup for the real data case study is identical to the synthetic case studies with a few
additional steps. In the real data case study, we require a CO2 boundary condition, an esti-
mate of CO2 mixing ratios in air masses before they enter the model domain. We generate10

this boundary condition using an empirical estimate of the CO2 in air masses over the Pacific
and Atlantic oceans adjacent to North America. Specifically, we utilize a boundary curtain de-
veloped for CarbonTracker-Lagrange that is generated by smoothing and interpolating aircraft
and marine boundary layer CO2 observations from NOAA’s Global Greenhouse Gas Reference
Network (e.g., as in Gourdji et al., 2012; Shiga et al., 2018; Hu et al., 2019). This boundary15

curtain varies by latitude, altitude, and time. We tabulate the ending latitude, altitude, and
time of each particle trajectory in a given STILT simulation and find the nearest neighbor
boundary curtain value for each of those endpoints. These values are averaged. Then the
pressure weighting function and averaging kernel are applied to generate a final CO2 boundary
condition estimate for a specific OCO-2 observation.20

The results of the real data case study have features that are similar to the synthetic case
study described in the main article. Figure S1 displays the estimated correlation lengths for
the real data case study, analogous to Fig. 1 in the main article, and Fig. S2 displays the
reduced datasets calculated using these correlation lengths. The estimated correlation lengths
in the real data study have a similar magnitude and similar spatial variability as the synthetic25

study. Note, however, that the estimated correlation lengths sometimes differ between the real
and synthetic studies. These differences may occur for two reasons. First, the synthetic case
study includes randomly-generated model and measurement errors. These errors will not look
identical to the real modeling and observation errors, in part because the synthetic errors are
random, and that difference may yield slightly different correlation length estimates in some30

locations. Second, real-world CO2 fluxes may not match the spatial and/or temporal patterns in
the CarbonTracker CO2 flux estimate, the estimate used to generate the synthetic observations.
Any differences between real-world, unknown CO2 fluxes and CarbonTracker fluxes may yield
slightly different estimates for the correlation length.

The estimated fluxes in the synthetic (Fig. 3) and real data (Fig. S3) case studies also35

respond similarly as the XCO2 data is reduced further and further. For example, the patterns
in the flux maps begin to degrade at a level of data reduction greater than 0.15l to 0.2l.
Note that the patterns in the estimated fluxes between the real and synthetic case studies will
not look identical; real world fluxes may not precisely match the spatiotemporal patterns in
CarbonTracker, and there may be biases in the OCO-2 observations or the estimated boundary40

condition. For example, Fig. S3a shows a large CO2 sink in northwest British Columbia that
is not present in the synthetic case studies (Fig. 3). There are few OCO-2 observations in
that region of northern Canada, and OCO-2 observations at high latitudes often exhibit high
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noise relative to lower latitudes in comparisons with Total Carbon Column Observing Network
(TCCON) observations (e.g., O’Dell et al., 2018). Interestingly, the fluxes estimated using data45

reduction do not produce a similar sink in northwest British Columbia. In this particular case,
data reduction likely reduces the influence of anomalous observations on the estimated CO2

sink in the region; the kriging step of the data reduction algorithm will smooth out data points
that are not consistent with other observations in the region (i.e., have a magnitude that is not
consistent with surrounding observations, the known spatial properties of the observations, and50

known error characteristics of the observations).
We also compare the accuracy of the fluxes estimated using the proposed approach to data

reduction against fluxes estimated using data reduced through binning and averaging (Fig. S4).
Like Fig. 5 in the main article, we compute the root mean squared error (RMSE) of the grid-
scale fluxes estimated with a reduced dataset against fluxes estimated using the full dataset.55

The results show similar patterns to Fig. 5. Specifically, the approach proposed here yields a
lower RMSE relative to fluxes that have been estimated from data reduced with binning and
averaging. Like the synthetic case studies, the RMSE for the geostatistical approach shows a
clear inflection point, after which the RMSE begins to increase much more rapidly. As in the
synthetic case studies (Figs. 3 and 5), the spatial definition of the flux maps (Fig. S3) begins60

to degrade before the RMSE reaches an inflection point (Fig. S4). In the main manuscript, we
point out that different metrics (e.g., flux maps and RMSE) provide similar albeit somewhat
different information, and we argue that a modeler may need to consider multiple different
metrics or criteria when deciding on an appropriate level of data reduction.

Figure S5 provides an additional metric to help guide the choice of data reduction; it displays65

a measure of the variance in the OCO-2 observations that is lost through the process of data
reduction, analogous to Fig. 6. The shape of the curve in Fig. S5, calculated for the real
data case study, is very similar to the shape of the curve computed for the synthetic data case
study (Fig. 6). In each figure, the best fit line shows a clear inflection point between 1000
and 2000 observations, and the lost variance increases more quickly at greater levels of data70

reduction. Note that the y-axes in Figs. S5 and 6a have slightly different magnitudes, and this
difference is due to the way we generate the synthetic observations. In the synthetic data case
study, we add randomly-generated error to the observations to not only represent observational
errors but also to mimic errors in the atmospheric modeling system. The addition of simulated
modeling errors to the synthetic data also increases the variance of that data. As a result,75

the synthetic observations have a higher variance than the real data observations – because
simulated atmospheric modeling errors have been added to the synthetic observations.

S2 Example variograms

Variogram fitting is a key aspect of the proposed approach to data reduction and yields an
estimate of the decorelation length in the observations. Figure S6 shows two example variograms80

from the synthetic OCO-2 observations for summer 2015. Both variograms are from western
Canada. The empirical variogram is a measure of the differences among pairs of observations at
different distances from one another (e.g., Kitanidis, 1997; Wackernagel, 2003). Each dot in Fig.
S6 represents the average value for many pairs of observations. The lines in Fig. S6 displays
the variogram model, fitted to the gray points using a least squares fit. The fitted parameters85

of the model provide an estimate of the spatial properties of the observations, including the
decorrelation length. In each panel, the semi-variance, a measure of the differences among
observations, is smallest among pairs of observations that are located near one another. The
semi-variance increases at greater distances and then levels off. The decorrelation length is
defined as the distance at which the variogram model levels off; observations at that distance90

and greater distances show no spatial correlation.
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S3 Additional detail on the inverse modeling setup

We estimate CO2 fluxes in the case studies using a geostatistical inverse model. The case studies
here are similar to those described in Miller et al. (2020). That study provides additional details
on the inverse modeling setup for the case studies, but we also summarize the inverse modeling95

setup here. Specifically, we estimate CO2 fluxes (s, dimensions m×1) by solving a linear system
of equations that minimizes the following objective function (e.g., Kitanidis and Vomvoris, 1983;
Michalak et al., 2004):

L(s,β) = 1
2(z −Hs)TR−1(z −Hs) + 1

2(s−Xβ)TQ−1(s−Xβ) (S1)

where z (n×1) are the synthetic or real data observations from OCO-2, H (n×m) is the atmo-
spheric transport model (in this case, footprints from WRF-STILT), R (n× n) is a covariance100

matrix that describes errors in the observations and atmospheric model, and Q (m ×m) is a
covariance matrix that describe the variance, spatial covariances, and temporal covariances in
the fluxes. In addition, X (m × p) contains different covariates that help describe patterns in
the unknown fluxes (s), and β (p× 1) are coefficients that scale the magnitude of the columns
in X. These coefficients are estimated as part of the inverse model, along with the fluxes (s).105

In the particular setup here, we use a non-informative prior, so X contains columns of ones. As
a result, any spatial patterns in the fluxes are solely the result of information in the synthetic
or real atmospheric observations, not the results of any prior flux estimate. Specifically, X
has dimensions m × 8 for each case study. Each column of X contains ones and zeros that
correspond to each 3-hour time period of the day (for a total of 8 columns) (similar to Gourdji110

et al., 2012). The different columns of X account for the fact that the fluxes have different
overall magnitudes at different times of day.

We minimize Eq. S1 and estimate the fluxes (s) by solving the following linear system of
equations (e.g. Kitanidis, 1996; Saibaba and Kitanidis, 2012):[

HQHT + R HX
(HX)T 0

] [
ξ
β

]
=

[
z
0

]
(S2)

We solve the system in Eq. S2 to estimate the weights (ξ, n × 1) and coefficients (β, p × 1).
The fluxes (s) can then be estimated using the following equation:

ŝ = Xβ + QHT ξ (S3)

Note that the covariance matrices must be estimated by the modeler prior to estimating115

the fluxes (s). We populate the covariance matrices with different values for the summer and
winter case studies, but we use the same values for both the summer synthetic and summer
real data case studies. The covariance matrix R describes errors in the model–data system (ε
in Sect. 3). In the synthetic case studies, we randomly generate these errors (ε) and add them
to the synthetic observations (Sect. 3 of the main article). We use these values in R for the120

inverse modeling simulations without data reduction – (2 ppm)2 for the summer case study
and (1.5 ppm)2 for the summer case study. We also use (2 ppm)2 for the real data case study
described in Sect. S1.

For the inverse modeling simulations using the reduced datasets, we use the uncertainties
computed for the kriging estimates as the values for R. These values are slightly lower than the125

errors (ε) described in the previous paragraph; this result is expected because ordinary kriging
assimilates many observations to make the best possible XCO2 estimate at each location (in
this case at the observation locations). For example, in the summer case study, we estimate
average kriging uncertainties of (1.5 ppm)2. For the winter case study, we estimate average
kriging uncertainties of (1.44 ppm)2. As a result, the model-data mismatch errors used in the130
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inverse modeling simulations with the reduced dataset are slightly smaller than those used in the
inverse modeling simulations with the original CO2 dataset. Note that in the inverse modeling
simulations using averaged data (e.g., the blue line in Fig. S4), we use the same model-data
mismatch errors as in the inverse modeling simulations using the original XCO2 dataset.

We further use restricted maximum likelihood (RML) estimation to estimate the variance,135

decorrelation time, and decorrelation length in 3-hourly CarbonTracker fluxes, and we use
these values to populate Q. RML is a statistical technique that can be used to estimate the
spatial and temporal properties that are most likely given a dataset, in this case CO2 fluxes
from CarbonTracker (e.g., Corbeil and Searle, 1976; Kitanidis, 1986; Mueller et al., 2008).
We specifically estimate these properties by minimizing an objective function that describes140

the likelihood of the data (in this case, the CarbonTracker fluxes) given some guess for the
variance, decorrelation time, and decorrelation length. Furthermore, we set up Q such that
fluxes from one three-hour time window covary with fluxes from the same three hour window
on adjacent days. However, fluxes from one three-hour time window will not covary with fluxes
from other time windows on the same day. For example, fluxes from noon to 15:00 UTC on145

July 5 will covary with fluxes from noon to 15:00 UTC on July 4 and July 6 but will not covary
with fluxes from 9am to noon or 15:00 to 18:00 on July 5. This setup parallels that of Gourdji
et al. (2010) and Gourdji et al. (2012). In the summer case studies, we estimate a variance of
(10 µmol m−2 s−1)2, decorrelation length of 555 km, and decorrelation time of 9.9 days. For
the winter case study, we estimate a variance of (3.1 µmol m−2 s−1)2, decorrelation length of150

647 km, and decorrelation time of 14.7 days.
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Figure S1: Correlation lengths estimated along OCO-2 flight tracks for the summer real data
case study. The estimated correlation lengths are similar in magnitude and exhibit similar
spatial heterogeneity to those in the synthetic case study (Fig. 1).
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Figure S2: The original XCO2 dataset after subtracting the CO2 background or boundary
condition (a), the dataset reduced to one observation per 0.15l (b), and the dataset reduced
to one observation per 0.75l (c). Panels (a) and (b) display similar spatial patterns, but the
data in panel (c) is very sparse. This figure is zoomed in over the United States to better show
spatial patterns in the observations.

7



−160 −140 −120 −100 −80 −60

μmol m-2 s-1
a) Estimated fluxes, no reduction        b) One observation per 0.15l

b) One observation per 0.35l          b) One observation per 0.75l

2
0

4
0

6
0

8
0

−160 −140 −120 −100 −80 −60

2
0

4
0

6
0

8
0

−3

−2

−1

0

1

2

3

Figure S3: CO2 fluxes estimated for the summer 2015 real data case study, averaged across
the 6-week study window: (a) fluxes estimated from OCO-2 data with no reduction (5032 data
points), (b) fluxes estimated from data reduced to one point per 0.15l (2156 data points), and
(c) fluxes estimated from data reduced to one point per 0.75l (565 data points). The estimate
with a reduction of 0.15l (b) reproduces most of the spatial patterns in panel (a), while the
estimate with 0.75l reduction has lost spatial definition (c).
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Figure S4: Root mean squared error (RMSE) of the fluxes estimated using data reduction
relative to the fluxes estimated without data reduction (analogous to Fig. 5). The RMSE for
the geostatistical approach proposed here is less than the RMSE for data reduced using binning
and averaging.
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Figure S5: The amount of variance in the data that is lost through the process of data reduction.
The patterns in this figure from the real data case study are similar to those from the summer
synthetic case study (Fig. 6).
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Figure S6: Two example variograms from the summer synthetic case study. The emperical
variogram (grey) is calculated from the synthetic observations, and the variogram model (blue)
is fitted to these points using least squares.
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