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Abstract. The activation of aerosol into cloud droplets is an
important step in the formation of clouds and strongly influ-
ences the radiative budget of the Earth. Explicitly simulat-
ing aerosol activation in Earth system models is challenging
due to the computational complexity required to resolve the
necessary chemical and physical processes and their inter-
actions. As such, various parameterizations have been de-
veloped to approximate these details at reduced computa-
tional cost and accuracy. Here, we explore how machine
learning emulators can be used to bridge this gap in com-
putational cost and parameterization accuracy. We evalu-
ate a set of emulators of a detailed cloud parcel model us-
ing physically regularized machine learning regression tech-
niques. We find that the emulators can reproduce the parcel
model at higher accuracy than many existing parameteriza-
tions. Furthermore, physical regularization tends to improve
emulator accuracy, most significantly when emulating very
low activation fractions. This work demonstrates the value of
physical constraints in machine learning model development
and enables the implementation of improved hybrid physi-
cal and machine learning models of aerosol activation into
next-generation Earth system models.

1 Introduction

Aerosols are important components of the Earth system,
where they play a critical role in cloud processes and strongly
modulate the radiative budget. Aerosols impact radiation
through directly absorbing and scattering light (Wallace and
Hobbs, 2006), and by changing the radiative characteristics,
lifetime, and abundance of clouds through a wide array of

aerosol–cloud interactions (e.g., Albrecht, 1989; Twomey,
1977). This large influence is in part because cloud forma-
tion through the direct condensation of atmospheric water
vapor into cloud droplets is thermodynamically unfavorable
in the atmosphere. Instead, cloud formation is largely initi-
ated by the nucleation of cloud droplets through heteroge-
nous interactions between water vapor and aerosol (Seinfeld
and Pandis, 2016). These aerosol–cloud interactions are the
dominant radiative impact of aerosol in the Anthropocene,
attributable to a large portion of the anthropogenic radia-
tive forcing of aerosol (Bellouin et al., 2020). This influence
on the global radiative budget is relatively large and poten-
tially offsets much of the warming associated with anthro-
pogenic greenhouse gas emissions. Despite the importance
of aerosol–cloud interactions, modern Earth system models
struggle to accurately represent these processes (Seinfeld et
al., 2016). In total, the accurate simulation of aerosol–cloud
interactions is one of the largest uncertainties in modern
Earth system models and is also a limiting factor in devel-
oping a predictive capability for the Earth system (Bellouin
et al., 2020; Boucher et al., 2013; Committee on the Future
of Atmospheric Chemistry Research et al., 2016).

Aerosol activation, also known as droplet nucleation, is a
necessary step in the processes driving aerosol–cloud inter-
actions. Once activated, aerosol can directly influence cloud
properties (Wallace and Hobbs, 2006). For example, the ad-
dition of activated aerosol to existing clouds can change the
number concentration of cloud droplets, which impacts cloud
brightness and lifetime, and the resulting net radiative im-
pact of clouds (e.g., Christensen et al., 2020; Twomey, 1974,
1977). The aerosol activation process occurs at a scale much
smaller than Earth system model grid spacing and interacts
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with a variety of other sub-grid-scale processes relating to
clouds (e.g., turbulent mixing and convection).

Current methods for simulating aerosol activation require
trade-offs between model fidelity and computational effi-
ciency. The most accurate models of aerosol activation sim-
ulate the thermodynamic and chemical conditions within a
zero-dimensional parcel of air to analytically predict the frac-
tion of aerosol activated into cloud droplets (e.g., Ghan et al.,
2011; Rothenberg and Wang, 2015). These so-called “par-
cel models” explicitly resolve the condensational processes
across a size-resolved distribution of an aerosol population
for a specified amount of time to calculate both the maxi-
mum supersaturation of the local atmosphere and the total
number of aerosols activated into cloud droplets. These par-
cel models are too computationally expensive to be used in
global Earth system models; thus, various parameterizations
have been developed with reduced computational cost.

Early parameterizations of aerosol activation were based
on a few observations (e.g., Twomey, 1959) and were gen-
erally simple functions of a limited number of parame-
ters. As computational and observational capabilities in-
creased, these parameterizations increased in complexity
(e.g., Abdul-Razzak and Ghan, 2000; Fountoukis and Nenes,
2005; Ming et al., 2006). Although these parameterizations
all generally aim to calculate similar quantities, there are
key differences in their implementation. These differences
are largely based around the level of explicit versus approx-
imated process-level details and the degree of tuning within
the parameterizations, described further for a variety of pop-
ularly used parameterizations in Ghan et al. (2011). The ma-
jority of these modern parameterizations perform similarly
well for common atmospheric conditions, although relatively
large differences (∼ 30 %) can be found in certain scenarios
(Ghan et al., 2011). Despite their increased computational
complexity, these parameterizations are still unable to fully
reproduce the results of detailed parcel models, with errors
on the order of∼ 10 % (Rothenberg and Wang, 2015). While
small, these errors can potentially compound in models with
longer run times, further motivating the development of em-
ulators with improved predictive skill.

Recent work applying machine learning techniques to the
emulation of computationally expensive systems has shown
promise toward developing emulators that are both fast and
accurate (e.g., Brenowitz and Bretherton, 2018; Gentine et
al., 2018; Rasp et al., 2018; Silva et al., 2020a). This is par-
ticularly the case for the class of so-called “physically in-
formed” machine learning emulators (e.g., Raissi et al., 2019;
Reichstein et al., 2019). Physically informed machine learn-
ing algorithms directly incorporate physical information into
their construction and/or training with the aim of creating
emulators that are more performant in terms of ease of train-
ing or resulting accuracy. For example, physical information
can be encoded through penalizing emulators that violate
known constraints (e.g., conservation of energy) in the cost
function that is optimized during model parameter optimiza-

tion (e.g., Beucler et al., 2019). More complex methods of
including physical information can be achieved through di-
rectly altering the architecture of a machine learning model
to analytically enforce various constraints or follow a physi-
cally based model system (e.g., Zhao et al., 2019). These ap-
proaches of including physical information in machine learn-
ing model development ultimately have what is known as a
“regularizing effect” on the model, wherein they help reduce
model overfitting.

In this study, we explore how a hybrid physical and ma-
chine learning modeling approach can be used to develop im-
proved parameterizations of aerosol activation. We demon-
strate that applying a very simple constraint to commonly
used machine learning techniques improves their predictive
skill and can lead to more accurate and trustworthy emula-
tors of computationally expensive models. We build on pre-
vious work (e.g., Rothenberg and Wang, 2015; Lipponen et
al., 2013) by considering a wider array of emulator design
methods and physical constraints.

2 Modeling approach

We develop emulators of a detailed parcel model for aerosol
activation. Specifically, we train several classes of machine
learning models to emulate the “Pyrcel” parcel model, repro-
ducing the fraction of aerosol particles activated (Rothenberg
and Wang, 2015). Pyrcel simulates the activated fraction of
an initial population of aerosol in a zero-dimensional parcel
of air as it adiabatically rises in the atmosphere. Here, we use
a single aerosol mode with 250 bins and an initial supersatu-
ration of zero. This broadly assumes that we are making these
calculations directly at the base or edge of a cloud. Other at-
mospheric conditions used as inputs to the Pyrcel model are
varied to generate the emulator development datasets and are
summarized in Table 1. For more details on the Pyrcel model,
see Rothenberg and Wang (2015).

2.1 Machine learning techniques

We assess three commonly used machine learning regression
models: ridge regression, gradient boosted regression trees,
and deep neural networks. All models take the quantities in
Table 1 as inputs and predict the activated fraction of aerosol,
which ranges from 0 to 1.

Ridge regression is a linear prediction technique that opti-
mizes coefficients using a penalized cost function that aims
to account for and reduce the impact of collinearity in the
training dataset. This is done through the addition of an L2
penalty to the commonly used sum of square residual mini-
mization from ordinary least squares fitting. Ridge regression
has been used in a variety of prediction tasks in the Earth
system sciences, including ozone chemistry (Nowack et al.,
2018) and estimating the climate sensitivity (Bretherton and
Caldwell, 2020). In this study, we use the implementation of
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Table 1. Pyrcel parcel model input parameters and sampling range used for emulator training.

Quantity Units Range Name

Log10N Log10cm−3 [1, 4] Mode number concentration
Log10µg Log10µm [−3, 1] Mode geometric mean radius
Sigmag – 1.6 or 1.8 Mode standard deviation
Kappa – [0, 1.2] Mode hygroscopicity
Log10V Log10ms−1 [−2, 1] Updraft velocity
T K [248, 310] Air temperature
P Pa [50 000, 105 000] Air pressure
ac – [0.1, 1.0] Accommodation coefficient

ridge regression in the “glmnet” package in the R language
(Friedman et al., 2010). For more information on ridge re-
gression, see Hastie et al. (2001).

Gradient boosted regression trees are a class of machine
learning algorithm that trains an ensemble of small tree-
based regression models. After the first ensemble member
is trained, each following member is fit to the residuals of
the previous model, and this process is iteratively completed
until satisfactory model performance is achieved (e.g., no
additional improvement in prediction skill on the valida-
tion dataset is gained by adding ensemble members). We
specifically use the XGBoost library, as implemented in the
“XGBoost” package in the R language (Chen and Guestrin,
2016). XGBoost has been shown to effectively train useful
models in the Earth sciences, including applications to at-
mospheric composition (Ivatt and Evans, 2020; Silva et al.,
2020b) and evapotranspiration (Fan et al., 2018). For more
information on boosted trees and XGBoost, see Chen and
Guestrin (2016).

Deep neural networks (DNNs) are the third class of ma-
chine learning algorithm that we explore in this work. DNNs
are a type of artificial neural network, with multiple layers
between the input and output nodes. In recent years, DNNs
have seen widespread use in the Earth system sciences as
they perform quite well in estimation tasks and scale well on
large supercomputing systems, making them ideal candidates
for process emulation in models of the Earth system (e.g.,
Rasp et al., 2018; Silva et al., 2019). We use the Keras li-
brary and the TensorFlow implementation in the Python pro-
gramming language to design and train the DNNs used in
this work (Chollet et al., 2015; Martín Abadi et al., 2015).
All DNNs here are feed-forward neural networks, with each
densely connected layer followed by a dropout layer. For
more information on DNNs, see Goodfellow et al. (2016).

2.2 Physical regularization

We investigate the improvement to emulator performance
achieved by the application of physical regularization. In
the context of this work, physical regularization is the pro-
cess of adding physical information into an otherwise phys-
ically naïve machine learning model to help reduce overfit-

ting. The governing hypothesis here is that by including addi-
tional physical information, the model should perform better
on an unknown test dataset. To that end, we use the max-
imum supersaturation and activation fraction parameteriza-
tions described in Twomey (1959) (hereafter, Twomey) and
Abdul-Razzak and Ghan (2000) (hereafter, ARG) as regular-
izing terms for all three machine learning methods described
here.

The Twomey scheme was developed as a simple expres-
sion of only updraft velocity, where the maximum supersat-
uration in an air parcel is defined as

Smax =
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2

)
 1

k+2

, (1)

and the activated fraction is

ActFracTwomey =
cSkmax
N

. (2)

Here, V is the vertical velocity (cm/s), c and k are fitted pa-
rameters (here c = 2000 and k = 0.4), β is the beta function
(evaluated here as 4.48), and N is the aerosol number con-
centration in the air parcel (see Twomey, 1959, for more de-
tails). We bound Eq. (2) within the range from 0 to 1 in order
to account for known limitations in the scheme (e.g., Ghan
et al., 2011). We use Eqs. (1) and (2) as regularizing terms
through a simple hybrid modeling approach where the ma-
chine learning emulator is optimized to calculate the residual
of the parcel model from the original Twomey (1959) esti-
mates. This is visualized in the flowchart in Fig. 1. Stated
mathematically, we calculate

ActFrac= ActFracTwomey+ fActFrac(x), (3)

where ActFrac is the target parcel model activation fraction
to emulate, ActFracTwomey is the estimate from the Twomey
scheme, fActFrac(x) is the function that the machine learning
emulators will be trained to learn, and x is the set of input pa-
rameters. This method allows for some of the nonlinear be-
havior of ActFrac to be encoded into the estimation prior to
any machine learning optimization and, thus, should poten-
tially allow for a better solution to this ill-posed estimation
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task. We additionally feed the emulators with the Twomey-
predicted Smax and ActFracTwomey as additional input vari-
ables for the prediction tasks.

The calculation of the maximum supersaturation and ac-
tivated fraction in the ARG scheme is more involved than
the Twomey scheme and is described in detail in Abdul-
Razzak and Ghan (2000). We incorporate the ARG-estimated
activation fraction identically to the Twomey regularization,
through learning the residual of the ARG scheme and the
parcel model. As with the Twomey regularization, we feed
the ARG-regularized emulators the ARG-predicted Smax and
activated fraction as additional input variables for the pre-
diction task. The impact of including the ARG or Twomey
parameterization predicted Smax and activated fraction is
marginal in terms of net performance of the emulator, al-
though as the information is already calculated in the reg-
ularization step, including it in the model input space adds
extra information for little computational cost.

3 Emulator training

We generated a training and evaluation dataset of 20 000 re-
alizations of the detailed Pyrcel parcel model using the range
of environmental conditions summarized in Table 1, sam-
pled using a Latin hypercube sampling (LHS) technique as
implemented in the “SMT” Python package (Bouhlel et al.,
2019). A total of 10 000 simulations were completed with
LHS given the limits shown in Table 1. Another 10 000 sam-
ples were completed using the same LHS limits shown in
Table 1 without the logarithmic transformation applied to the
vertical velocity, aerosol number density, or aerosol mean di-
ameter. This sampling method and input parameter space is
similar to previous aerosol activation parameterization devel-
opment datasets using the Pyrcel parcel model (Rothenberg
and Wang, 2015). The Pyrcel model fails to converge in the
numerical solver for one case out of the 20 000 total simula-
tions during certain conditions unlikely to occur in the real
atmosphere (very low pressure with high temperatures and
updraft velocities); this case was removed from the train-
ing dataset. The full dataset was randomly split into train-
ing (70 %), validation (10 %), and testing (20 %) datasets.
The training dataset was used to optimize the machine learn-
ing model parameters and hyperparameters as assessed by
evaluation against the validation datasets. Final model per-
formance was assessed based on performance on the test
dataset. We completed an additional set of 1000 simulations
using the same input space as shown in Table 1 and Latin hy-
percube sampling, but ranging from 310 to 314 K, which is
4 K warmer than the training dataset. This is intended to as-
sess model generalizability, or performance on out-of-sample
training data. All features were standardized through a Z-
score normalization where the mean was subtracted from
each feature, followed by dividing each feature by its stan-
dard deviation.

3.1 Hyperparameter selection

All three of the emulator methods used in this work require
some degree of hyperparameter selection within the model
architecture. Unless otherwise stated, we used package de-
fault values for all hyperparameters. Hyperparameters were
selected separately for each application of the emulators in
this work based on validation dataset performance and are
summarized in Table 2. In general, we found that the em-
ulator performance was not particularly sensitive to the hy-
perparameter tuning; the performance metrics only improved
marginally after more optimal parameters were selected (not
shown).

In ridge regression, the strength of the L2 norm penalty
is controlled by a hyperparameter, commonly written as
“lambda”. We selected this lambda exponential value by di-
rectly searching across a range of 101 values from−2 to 3 in
increments of 0.05. For the cases investigated here, the val-
idation error tended to asymptotically decrease with smaller
lambda values below approximately −1.1.

The XGBoost hyperparameters chosen here were the
learning rate, the maximum depth of each tree, and the total
number of trees included in the emulator. We searched across
these parameters using a grid search of the learning rate and
the maximum depth, spanning from 0.1 to 0.9 in steps of 0.1
for the learning rate and from 2 to 24 in steps of 2 for the
maximum tree depth. For all trees, we allowed the trees to
continuously grow with 25 early stopping rounds determin-
ing the final depth. Once adding trees did not improve the
performance of the emulator on the validation dataset for 25
tree additions, the model training was stopped.

The DNN hyperparameter tuning requires a more careful
approach than direct grid search due to the very large hyper-
parameter optimization space. Our approach involves using
automated hyperparameter tuning software to suggest can-
didate model hyperparameters and then fully evaluating the
top candidates individually. For automated hyperparameter
tuning, we used the Keras Tuner software package, which
searches over a wide range of possible hyperparameters more
efficiently than random or grid search techniques (O’Malley
et al., 2019). Keras Tuner parameters included the hyperband
search algorithm, a validation loss objective, with maximum
tuner and training epochs of 100, and a factor value of 3.
We chose to search across the number of layers, the num-
ber of nodes per layer, the dropout rate following each dense
layer, and the DNN learning rate. We allowed up to five net-
work hidden layers, each with between 10 and 100 nodes, a
dropout rate of 0.1 to 0.9, and a learning rate of 10−2, 10−3,
or 10−4. We used the Adam optimizer and the rectified linear
unit (ReLu) activation function for all but the output layer,
which was set to linear function for all prediction tasks. We
then took the top 15 suggested model configurations from the
Keras Tuner search, fully trained them, and selected the best
performer from that subset. For these fully trained models,
we use a batch size of 64 and optimize for the number of
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Figure 1. Schematic diagram of the emulator construction for the physically naïve and physically regularized emulators.

training epochs using early stopping, with 25 early stopping
epochs.

4 Emulator evaluation

We evaluate the skill of these emulators in reproducing the
activation fraction prediction within the test set, as described
in Sect. 3. As machine learning predictive skill on the train-
ing set is not always an indicator of predictive skill on the
test set, we discuss only test set performance here as a more
strict evaluation criteria.

4.1 Physically naïve machine learning emulators

The test set performance of the activation fraction machine
learning emulators without any physical regularization, here
referred to as “physically naïve”, is summarized in Fig. 2
along with the ARG parameterization predictions. In general,
the emulators perform well, with the majority of points clus-
tered around the 1 : 1 line, mean squared errors (MSE) be-
low 0.05, and high R2 values (above ∼ 0.7). The best perfor-
mance comes from the DNN and the XGBoost regressions,
followed by the ridge regression. We additionally include the
ARG activation parameterization in Fig. 2 as a baseline per-
formance comparison with a commonly used existing activa-
tion parameterization. Both the DNN and the XGBoost re-
gression outperform the ARG benchmark parameterization,
with lower mean squared errors and higher R2 values. The
Twomey scheme is not shown in Fig. 2, as it performs rel-
atively poorly (MSE= 0.29, R2

= 0.03) and is ,thus, not a
particularly useful benchmark compared with the relatively
skillful ARG parameterization.

For certain cases very near the mass-conserving bounds
from 0 to 1 (∼ 10 % of the test data), the emulators predict
activation fraction values that extend beyond those bounds.
Other than for the linear ridge regression, these deviations
outside of the mass-conserving bounds are all very small
(less than 0.01). Although imposing that range as an upper
and lower bound on those regressions would be a sensible
choice if the emulators were implemented into an Earth sys-

tem model, the imposition does not substantially impact per-
formance metrics (MSE and R2).

For the DNN emulator, we chose a linear activation func-
tion for the final model layer. As the activation fraction varies
from 0 to 1, a sigmoid activation function would also be a
logical choice and would encode a small amount of prior in-
formation into the system. However, in this case, the linear
activation function has slightly better predictive skill. Using
a sigmoid activation function does not appreciably change
the results shown here and actually leads to slightly worse
emulator performance.

Machine learning emulators tend to improve performance
with larger training datasets. In this case, training using only
half of the available data still leads to relatively skillful em-
ulators. For example, the same DNN trained on 50 % of the
training samples has an MSE of 0.0017 and an R2 of 0.99.
This is worse than the DNN in Fig. 2, which is fully trained,
but does still outperform the commonly used and physically
based ARG parameterization.

4.2 Physically regularized emulators

Including physical regularization generally improves model
performance on the test set. Performance for the Twomey-
and ARG-regularized models is shown in the scatterplots
in Fig. 3. Ultimately, the poor performance of the Twomey
scheme prior to implementation as a regularizing term lim-
its the added value it provides to the emulators. The perfor-
mance gains by Twomey regularization compared with the
physically naïve emulators are generally ∼ 10 % or less in
terms of mean squared error for the emulators, with differ-
ences inR2 values of generally less than a few percent. While
this specific performance gain is not large, the Twomey
scheme can be calculated as a simple power of vertical ve-
locity and is thus a computationally simple technique for im-
proving emulator accuracy.

The benefits of the ARG regularization are larger and more
consistent across emulators, as can be seen in Fig. 3. For
all three machine learning model types, the ARG regulariza-
tion performs the best, with the lowest mean squared error
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Table 2. Emulator hyperparameters chosen in this study.

Naïve Twomey regularized ARG regularized

Ridge

Lambda −1.9 −2.0 −2.0

XGBoost

Max depth 8 8 6
Eta 0.1 0.1 0.1

DNN

Learning rate 1.00× 10−3 1.00× 10−4 1.00× 10−3

Training epochs 40 147 125
No. of layers 3 3 3
No. of nodes [100, 80, 40] [100, 40, 70] [50, 100, 30]
Dropout fraction [0.3, 0.1, 0.5] [0.1, 0.1, 0.2] [0.1, 0.3, 0.2]

Figure 2. Scatterplot comparisons of the three physically naïve machine learning emulators and the ARG scheme predicted activation fraction
with the detailed parcel model. The 1 : 1 line is in red, and the blue lines represent a factor of 2 difference. Performance statistics are given
in each panel.

and highest R2 values within each emulator category. While
all model types improve with the additional information pro-
vided by the ARG scheme, the smallest relative improvement
is that of the DNN and XGBoost emulators, and the largest
improvement is for the ridge regression. The linear ridge re-
gression, when regularized by the ARG scheme, outperforms
the standard ARG parameterization with a 40 % relative re-
duction in the mean squared error. Framing this finding from
the perspective of the ARG scheme, a linear correction term
with ridge-calculated coefficients could reduce the parame-
terization error by 40 %, and nonlinear corrections (i.e., XG-
Boost or DNNs) could further reduce that error by an order of
magnitude. As with the naïve emulators, for predictions very
near the bounds of 0 to 1, the physically regularized emula-

tors do tend to predict variables outside of that range. The
linear ridge regression predicts the largest deviations, where
the physically regularized XGBoost and DNN models typi-
cally predict deviations within 0.01 of the bounds.

Physical regularization particularly improves the emula-
tor behavior for very low activation fractions. As an exam-
ple, Fig. 4 shows all three versions of the DNN emulator
performance for cases with activation fractions below 0.1.
The physically naïve emulator substantially overestimates
most very low parcel model simulated activation fractions.
The regularization from the Twomey scheme improves upon
this issue but increases the emulator scatter in this range.
The more detailed and general ARG regularization reduces
the overprediction issue from the naïve scheme even further,
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Figure 3. Scatterplots for the various emulator types against the parcel model activation fraction. The 1 : 1 line is shown in red, and emulator
specific performance statistics are shown in each panel.

with the best overall performance. This potentially has impli-
cations for the impact of these emulators when implemented
into an Earth system model, where low activation fractions
can be common.

The capacity of these emulators (their ability to emulate
arbitrarily complex functions) increases with the emulator
complexity and number of parameters. As the capacity in-
creases, the benefit of the Twomey and ARG physical reg-
ularization decreases. This is evident by the large gains in
accuracy when the ridge regression, which is fundamentally
a linear model, is physically regularized as compared with
the very modest absolute accuracy gains in the largely non-
linear DNNs. To further illustrate this point, we ran sensi-
tivity experiments with the XGBoost emulators, evaluating
the prediction error on the validation dataset as a function
of the number of boosting iterations for a naïve and ARG
physically regularized emulators, both with the same hyper-
parameters. Each boosting iteration has the potential to add
trees to the model and, thus, increases the emulator capac-
ity. Results are shown in Fig. 5. As expected, additional trees
(boosting iterations) reduce the mean squared prediction er-
ror of both the naïve and ARG-regularized emulators. When
the emulator capacity is relatively low (the number of trees is
low), the physically regularized emulator is much more skill-
ful in terms of MSE. As the capacity increases, this regular-
ization accuracy benefit is reduced substantially, although it
is always present to some extent. For a given machine learn-
ing technique, increased capacity typically comes with in-
creased computational cost. Thus, including physical infor-
mation through physical regularization can be a computa-

tionally efficient strategy for achieving a given model accu-
racy with lower capacity.

4.3 Emulator generalizability

We further evaluate the emulators using a dataset with up
to 4 K warmer temperatures than used in the training data.
This evaluation on input data outside of the training param-
eter space can provide useful information on the generaliz-
ability of the emulators as well as their performance when
used in scenarios that may be not well characterized by the
training dataset (potentially likely in a climate model simu-
lation). The generalizability test dataset was generated using
the same parameter space as the training dataset described in
Table 1, except the temperature range was from 310 to 314 K.

The emulators tend to perform fairly well in this general-
izability test, with MSE and R2 values similar to the per-
formance shown on the test dataset. Summary results are
shown for the DNN emulator for all three emulator designs
in Fig. 6. The results in Fig. 6 are qualitatively consistent
for the ridge and XGBoost emulators. The best emulator per-
formance is from the ARG-regularized emulator, followed
by the Twomey regularization, and then the physically naïve
DNN. Ultimately, the limited conditions under which the
original Twomey (1959) formulation is derived (e.g., Ghan
et al., 2011) limit the generalizability performance of the
scheme as a regularizing term for these emulators. It is im-
portant to note that although the emulators perform well in
this generalizability test, there is no guarantee that they will
perform well for all extrapolation cases, particularly those
that deviate very far from the training data parameter space.

https://doi.org/10.5194/gmd-14-3067-2021 Geosci. Model Dev., 14, 3067–3077, 2021



3074 S. J. Silva et al.: Physically regularized machine learning emulators of aerosol activation

Figure 4. Scatterplots for the various DNN emulator types against the parcel model activation fraction for cases with activation fractions
below 0.1. The 1 : 1 line is shown in red.

Figure 5. Mean squared error as a function of the XGBoost number
of trees for both the naïve non-regularized emulator (red) and the
ARG-regularized emulator (black).

4.4 Emulator sensitivity

We additionally evaluate the emulators as a function of vari-
ability in their input parameter space. Analogous to Rothen-
berg and Wang (2015), we fix all but one input parameter and
explore the variability in the emulator as a function of one
single input parameter. Results for the DNN emulators as a
function of number concentration, vertical velocity, mean ra-
dius, and hygroscopicity are shown in Fig. 7. Other emula-
tors are generally consistent, with worse overall skill for the
ridge regression emulators. Generally, the emulators all per-
form well. The best performance is associated with the ARG-
regularized scheme, and the most aberrant performance is as-
sociated with the Twomey regularization.

The emulators are all within∼ 10 % for all predictions as a
function of number concentration, mean radius, and vertical
velocity. Much larger errors are apparent for emulator perfor-

mance in cases with very low aerosol hygroscopicity, where
the only skillful emulator is the ARG-regularized model. In
the real atmosphere, very low hygroscopicity values are rea-
sonably common, and activation overestimates by nearly a
factor of 4 for the naïve and Twomey-regularized schemes
would likely have a substantial impact on climate, producing
too many cloud droplets by activating hydrophobic aerosols.
These issues are consistent with the large overestimates seen
at low activations in Fig. 4. Although the specific issue of the
poor performance of the Twomey-regularized and naïve em-
ulators in this low hygroscopicity range could potentially be
somewhat resolved with additional model training data and
other training optimization techniques (e.g., transfer learning
on a subsample of the data and optimizing in log space), ini-
tial tests suggest that none of these issues completely solve
the performance issues. This strongly motivates the use of
sufficient physical regularization to address other potentially
unknown biases in emulator performance.

5 Summary and future directions

Although aerosol activation can be challenging to simulate
with high accuracy and computational speed, machine learn-
ing techniques provide a potential path forward. We demon-
strate that several classes of machine learning models can
produce accurate emulations of a detailed parcel model, com-
petitive with existing model parameterizations. We evaluate
the performance of three machine learning regression mod-
els: ridge, XGBoost, and DNNs. Both the XGBoost and the
DNN regression outperform the commonly used ARG pa-
rameterization, with the best overall performance observed
from the DNN.

We show that including physical information in the con-
struction and training of these machine learning models can
yield improved emulators through physical regularization
with the Twomey (1959) and Abdul-Razzak and Ghan (2000)
aerosol activation parameterizations. In particular, improved
performance through physical regularization is apparent in
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Figure 6. Activation fraction performance of the DNN emulators used here on the +4 K generalizability test dataset. The 1 : 1 line is in red,
and the blue lines represent a factor of 2 difference. Performance statistics are given in each panel.

Figure 7. Variability in the predicted activation fraction from the DNN emulators and the parcel model as a function of input parameters.
Number concentration, vertical velocity, mean radius, and aerosol hygroscopicity are shown here. The parcel model is shown in black, the
naïve DNN emulator is shown in orange, the Twomey-regularized emulator is shown in purple, and the ARG-regularized emulator is shown
in green. For each panel, all other parameters are fixed at the following settings: number concentration of 1000 cm−3, mean radius of 0.05,
aerosol mode standard deviation of 1.8, hygroscopicity of 0.54, vertical velocity of 0.5 m s−1, temperature of 283 K, pressure of 85 000 Pa,
and an accommodation coefficient of 0.95.

emulator edge cases and cases that are poorly represented
in the emulator training data. These accuracy gains are de-
pendent on the quality of the physical information provided
in the regularization step as well as the capacity of the ma-
chine learning model. The original Twomey (1959) activa-
tion scheme is limited in scope and is only applicable under
certain atmospheric conditions. This leads to reduced perfor-
mance of the Twomey-regularized emulators over those reg-
ularized by the globally applicable ARG parameterization.
The improved performance from physical regularization is
somewhat dependent on emulator capacity: once sufficient
emulator capacity is available, the accuracy differences be-
tween physically informed and physically naïve models be-
come small.

Machine learning techniques have been shown to scale
quite well on large-scale supercomputing systems, particu-
larly for feed-forward deep neural networks like those ap-
plied here. This good computational speed scaling lends sup-
port to the applicability of machine learning emulators in
computationally expensive Earth system models, like the En-
ergy Exascale Earth System Model (E3SM) from the United
States Department of Energy. Additionally, the algorithms in-
vestigated here (XGBoost and DNNs) have efficient graph-
ics processing unit (GPU) implementations and are, thus, di-
rectly applicable to next-generation high-performance com-
puting architectures that may rely more on GPUs. As the
representation of processes in Earth system models grows
more complex and computationally expensive, the develop-
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ment and application of novel emulation techniques becomes
continually more useful as an important step in model devel-
opment.
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model is available from the project website: http://pyrcel.
readthedocs.io (last access: 1 December 2020) (under the New
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