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Abstract. This paper describes a new gas optical depth pa-
rameterisation implemented in the most recent release, ver-
sion 13, of the radiative transfer model RTTOV (Radiative
Transfer for TOVS). RTTOV is a fast, one-dimensional radia-
tive transfer model for simulating top-of-atmosphere visible,
infrared, and microwave radiances observed by downward-
viewing space-borne passive sensors. A key component of
the model is the fast parameterisation of absorption by the
various gases in the atmosphere. The existing parameterisa-
tion in RTTOV has been extended over many years to al-
low for additional variable gases in RTTOV simulations and
to account for solar radiation and better support geostation-
ary sensors by extending the validity to higher zenith an-
gles. However, there are limitations inherent in the current
approach which make it difficult to develop it further, for
example by adding new variable gases. We describe a new
parameterisation that can be applied across the whole spec-
trum, that allows for a wide range of zenith angles in support
of solar radiation and geostationary sensors, and for which it
will be easier to add new variable gases in support of user re-
quirements. Comparisons against line-by-line radiative trans-
fer simulations and against observations in the ECMWF op-
erational system yield promising results, suggesting that the
new parameterisation generally compares well with the old
one in terms of accuracy. Further validation is planned, in-
cluding testing in operational numerical weather prediction
data assimilation systems.
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1 Introduction

RTTOV (Radiative Transfer for TOVS) (Saunders et al.,
2018) is a fast, one-dimensional radiative transfer model for
simulating top-of-atmosphere visible, infrared (IR), and mi-
crowave radiances observed by downward-viewing space-
borne passive sensors. RTTOV was originally developed at
the European Centre for Medium-Range Weather Forecasts
(ECMWF) in the 1990s to enable the direct assimilation of
radiances in their operational numerical weather prediction
system and since 1998 has undergone much development
within the EUMETSAT-funded Numerical Weather Predic-
tion Satellite Applications Facility (NWP SAF). Today RT-
TOV is widely used around the world in a range of ap-
plications including operational data assimilation in NWP
(Lupu and Geer, 2015), physical retrievals using satellite
data (Ghent et al., 2017), generating simulated satellite im-
agery from NWP models (Lupu and Wilhelmsson, 2016),
and studies assessing future satellite instruments (Andrey-
Andrés et al., 2018). In order to support variational assimi-
lation and retrieval applications, RTTOV comprises not only
a direct (or forward) model, but also tangent linear, adjoint,
and full Jacobian models.
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A variety of fast radiative transfer models exist which
employ different parameterisations to achieve the computa-
tional efficiency necessary for operational use. For example,
the Optimal Spectral Sampling (OSS) model (Moncet et al.,
2015) approximates channel transmittances as a weighted
sum of monochromatic transmittances obtained from lookup
tables at an optimised set of wavenumbers falling within the
channel spectral response. Models based on principal com-
ponent (PC) methods such as the Havemann–Taylor Fast Ra-
diative Transfer Code (HT-FRTC) (Havemann et al., 2018)
and PC-RTTOV (Matricardi, 2010) predict PC scores for
transmittance or radiance spectra. HT-FRTC uses monochro-
matic calculations at an optimised set of wavenumbers as the
predictors for the PC scores, while PC-RTTOV uses standard
RTTOV-simulated radiances for several hundred channels.
Such models can be very efficient when computing full radi-
ance spectra for hyperspectral sensors with many channels.
The Community Radiative Transfer Model (CRTM) (Chen
et al., 2008; Ding et al., 2011) follows a method with some
similarities to that in RTTOV: layer optical depths are pre-
dicted by a linear regression onto variables computed from
the input atmospheric profile. CRTM has a pool of such “pre-
dictors” from which an optimal selection is made for each op-
tical depth being predicted. In contrast, RTTOV has a fixed
set of predictors that are used for all layers for a given chan-
nel. RTTOV predicts optical depths on a set of layers defined
by a fixed set of pressure levels. CRTM provides this option
but also allows instead for the parameterisation to operate on
layers defined by fixed absorber concentration amounts.

The existing parameterisation of gas absorption optical
depths employed by RTTOV has proved successful for many
years in various operational and research applications but
poses challenges in respect of future developments of the
model. This paper presents a new optical depth parameterisa-
tion that has been implemented in the recent major release of
RTTOV, version 13. Section 2 gives an overview of the exist-
ing optical depth prediction scheme and discusses its weak-
nesses. Section 3 describes the new parameterisation. Sec-
tion 4 briefly discusses the treatment of clear-sky Rayleigh
scattering for visible channels. Section 5 presents validation
results for the new parameterisation. A summary is given in
Sect. 6.

2 The existing optical depth parameterisation

The pre-existing optical depth parameterisation implemented
in RTTOV is based on the methods in McMillin and Flem-
ing (1976) and Eyre and Woolf (1988) and is described in
Saunders et al. (2018). The aim of the parameterisation is to
obtain layer optical depths for a given satellite sensor chan-
nel for specific gases. The individual gas layer optical depths
are summed to give the total channel layer optical depth due
to gas absorption, which is subsequently used in solving the
radiative transfer equation to obtain top-of-atmosphere radi-

ances. The gas layer optical depths are related to atmospheric
predictors via a linear regression. The predictors are quan-
tities derived from the input atmospheric profile variables:
pressure, temperature, gas concentrations, and local zenith
angle of the radiation path. The regression coefficients are
obtained using layer optical depths obtained from channel-
integrated transmittance profiles for a diverse set of training
profiles using an accurate line-by-line (LBL) radiative trans-
fer model. The training profiles are interpolated onto a fixed
set of pressure levels giving a pre-defined set of layers for the
optical depth regression.

The pre-existing parameterisation is trained using 83 pro-
files (Matricardi, 2008; Saunders et al., 2017) interpolated
onto a fixed set of 54 pressure levels between 0.005 hPa and
1050 hPa defining 53 layers. In addition, optical depth co-
efficients are calculated on a set of 101 levels between 0.005
and 1100 hPa (100 layers) for hyperspectral IR sounders. The
line-by-line radiative transfer model (LBLRTM) (Clough
et al., 2005; Rothman et al., 2013) is used to generate level-
to-space transmittance profiles at high spectral resolution in
the visible and IR. The LBL transmittances are computed
at a spectral resolution of 0.01 cm−1 in the visible/near-IR
(2000–25 500 cm−1) and at a resolution of 0.001 cm−1 in
the IR (75–3325 cm−1). For non-hyperspectral sensors, these
high-resolution transmittances are averaged at 1.0 cm−1

(visible/near-IR) or 0.1 cm−1 (IR) before being integrated
over the channel spectral response functions in order to
calculate the regression coefficients. For hyperspectral IR
sounders, the LBL transmittances at 0.001 cm−1 are inte-
grated over the channel spectral response functions directly.
At the time of writing, the latest RTTOV coefficients avail-
able for visible/IR sensors are trained using LBLRTM v12.8
with the AER v3.6 molecular database and MT-CKD_3.2 for
continuum absorption. For microwave sensors the AMSU-
TRAN model based on MPM89 (Liebe, 1989) is used and is
described fully in Turner et al. (2019). In contrast to the vis-
ible/IR case, the microwave LBL transmittance calculations
are performed during the coefficient generation process with
no requirement for pre-computed transmittance databases.

RTTOV predicts optical depths due to water vapour and,
optionally, a selection of other trace gases: ozone (O3), car-
bon dioxide (CO2), nitrous oxide (N2O), carbon monoxide
(CO), methane (CH4), and sulfur dioxide (SO2). To account
for the absorption by other radiatively significant gases, co-
efficients are also computed to obtain the optical depth due
to mixed gases which comprise fixed climatological profiles
of relevant gases that subsequently cannot be varied in the
RTTOV simulations.

In the existing parameterisation, RTTOV implements three
sets of predictors, named after the RTTOV versions in which
they were introduced. The “v7 predictors” (Saunders et al.,
1999) predict optical depths due to mixed gases, water
vapour, and optionally O3. They were designed primarily for
satellites in low Earth orbit and as such support training for
satellite zenith angles up to about 64◦ (the training is done
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for six evenly spaced secants from 1 to 2.25). The “v8 pre-
dictors” (Saunders et al., 2006) employed separate regres-
sions for water vapour lines and water vapour continuum and
added CO2 as an optional variable gas. The “v9 predictors”
(Matricardi, 2008) added N2O, CO, and CH4 (and later, in
RTTOV v12, SO2) as optional variable gases, and for short-
wave IR channels they were designed to support training for
zenith angles up to 85◦ (the training is done for 14 zenith an-
gles, up to a maximum secant of 12) in order to support so-
lar radiation. In RTTOV v11, the v9 predictors were applied
to the simulation of visible channels, and for geostationary
(GEO) sensors the training was extended to the full 14 se-
cants for all channels. The v7 and v8 predictors are the same
across the whole IR spectrum, while the v9 predictors vary
in different spectral bands.

A critical aspect of this approach is the fact that the pre-
dicted optical depths are not monochromatic but rather are
“polychromatic” since they are for satellite channels of fi-
nite spectral width. These are computed by integrating the
high-spectral-resolution LBL transmittances over the chan-
nel spectral response functions. This means that simply sum-
ming the individual optical depths due to each gas would
not yield the total optical depth due to all gases combined.
To mitigate this error, the parameterisation instead predicts
“effective optical depths”, which are calculated from “ef-
fective transmittances”, which in turn are ratios of channel-
integrated transmittances following McMillin et al. (1995) as
illustrated in Eq. (1) for the case of variable water vapour and
O3.

τ total
j = τmixed

j ·
τmixed+wv
j

τmixed
j

·
τ

mixed+wv+O3
j

τmixed+wv
j

, for j = 1,n, (1)

where j is the level number, n is the number of levels (typ-
ically 54 or 101 as noted above), and τj is the channel-
integrated transmittance from space to level j . Effective op-
tical depths computed from the transmittance ratios on the
right-hand side of Eq. (1) are predicted by the parameterisa-
tion so that after summing the effective optical depths due
to each gas, τmixed

j (which is identical to τmixed+wv+O3
j ) is

obtained as required.
The existing RTTOV predictors are proven to be accurate

and computationally efficient and are widely used in a variety
of operational and research applications as noted in the in-
troduction. However, when considering future developments
of RTTOV such as adding new variable gases, the effective
transmittance approach for the gases has some shortcomings.
It is sensitive to the order of the gases in the sequence of ra-
tios, which means it may be necessary to change this order
on a per-channel basis. It is necessary to take steps to handle
numerical issues caused by very small transmittances in the
denominators. Adding a new variable gas can be a difficult
process as it may require cross-gas predictors (e.g. predictors
involving the CO2 concentration may be required when cal-
culating the effective optical depth for water vapour) because

the effective transmittance for one gas is not independent of
other gas concentrations. Finally, due to these complications
there is a practical limit to the number of variable gases this
approach can support.

It is desirable to rationalise the three sets of RTTOV pre-
dictors into a single predictor set that may be trained over
a wide range of zenith angles across the full spectrum to
support GEO sensors and solar-affected channels, which in
principle supports any combination of variable gases, and in
which it is easier to add new variable gases as required by the
evolving demands of users.

3 The new optical depth parameterisation

The new parameterisation is based on the method described
in McMillin et al. (2006). The channel-integrated layer op-
tical depths are predicted for the mixed gases and for each
variable gas independently. A final correction term is com-
puted to account for the error due to summing polychromatic
optical depths. The transmittance calculation is illustrated in
Eq. (2) for the case of variable water vapour and O3.

τ total
j = τmixed

j · τwv
j · τ

O3
j · τ

c
j , for j = 1,n, (2)

where τ c is referred to as the correction term. The predictors
used for the correction term for a given channel depend upon
the gases which contribute to the optical depth in that particu-
lar layer. For most gases, if any channel-integrated gas layer
optical depth among the training profile set exceeds 0.005
then predictors for that gas are included in the correction
term. With variable CH4 the forward model radiances and
the CH4 Jacobians were improved by only including the CH4
predictors in the correction term if any optical depth on any
level among the training profile set exceeds 0.01. The mixed
gas correction term predictors are always included in the cor-
rection term. The application of these optical depth thresh-
olds not only brings performance benefits (excluding calcula-
tions for gases which have no impact), but more importantly
significantly reduces the occurrence of spurious sensitivities
to particular gases in the Jacobians. In this way the number of
predictors for the correction term with non-zero coefficients
varies layer by layer and channel by channel.

In the coefficient training, the correction term is calculated
as shown in Eq. (3).

τ c
j =

τ total
j

τ̂mixed
j τ̂wv

j τ̂
O3
j

, for j = 1,n, (3)

where τ̂j represents the parameterised transmittance. By us-
ing the parameterised gas transmittances in the denomina-
tor rather than the channel-integrated transmittances from the
LBL model, the correction term also mitigates errors in the
individual gas optical depth regressions.

The new “v13 predictors” were derived from the v9 pre-
dictors through a combination of stepwise regression and
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trial and error. The new predictors are given in full in Ap-
pendix A. Tables A2, A3, and A4 indicate which predictors
are used for the gas optical depth prediction and which pre-
dictors are used for the correction term.

The training profiles and fixed pressure levels remain the
same as for the existing parameterisation. The coefficients
are trained using all 14 secants (zenith angles) for solar-
affected channels (those with wavelengths below 5 µm) and
for all channels on GEO sensors. Ordinary least squares lin-
ear regressions are carried out for each of the individual gas
optical depths and then for the correction term. In the regres-
sion, training optical depths are omitted for layers where the
transmittance due to the gas in question from space down to
the layer is less than 3× 10−6 (i.e. where the layer is invis-
ible to the satellite due to absorption by the intervening at-
mosphere). In order to reduce the influence of layers among
the training profiles that are optically deep in the atmosphere
and hence have limited impact on the top-of-atmosphere ra-
diance, all predictor values and training optical depths input
to the regression are weighted by the square root of the prod-
uct of the transmittances from space to the levels bounding
the layer. Finally, where any individual predicted gas layer
optical depth is less than zero, it is set to zero before the
correction term regression is computed. Similarly, where the
predicted total layer optical depth is less than zero, this is
also set to zero. The correction term itself may be positive or
negative, and as such the value computed from the regression
is unmodified.

The new parameterisation provides benefits when man-
aging the large databases of LBL transmittances and when
adding new variable gases (these are issues in the visible/IR
but do not affect the microwave). For the old parameteri-
sation, LBL simulations are required for the total transmit-
tances, including all atmospheric constituents, and then fur-
ther simulations each time omitting an additional variable
gas. In this way a transmittance database is constructed and is
then used to calculate the effective transmittances illustrated
in Eq. (1). A separate transmittance database is required for
each configuration of variable gases. When adding a new
variable gas it may be necessary to run the LBL model multi-
ple times as a number of different sets of transmittances may
need to be updated within a transmittance database. Further-
more, when developing predictors for the new variable gas,
one may have to consider predictors involving other trace
gases in particular spectral regions due to the fact that the
effective transmittances are not dependent on one single gas
alone.

By contrast, only one transmittance database is required
for the new scheme: LBL simulations are required for the
transmittances due to each variable gas alone, the transmit-
tances for the mixed gases excluding each combination of
variable gases to be supported in the RTTOV simulations,
and the total transmittances with each combination of vari-
able gases varying among the training profiles. Currently for
RTTOV v13, the variable gas combinations in the visible/IR

are water vapour+O3, water vapour+O3+CO2, and all
seven variable gases supported by RTTOV. The storage re-
quirements for the LBL transmittances are therefore reduced
compared to the old scheme. Adding a new variable gas in the
new scheme requires the LBL model to be run three times:
once to obtain transmittances for the new gas alone, a sec-
ond time to obtain the mixed gas transmittances excluding
this new variable gas in addition to the other variable gases,
and a third time for the total transmittances with the new gas
varying among the training profiles. It is then required to de-
velop a set of predictors for the optical depths due to the new
variable gas, noting that these are completely independent of
the prediction of the other variable gas optical depths. Fi-
nally, predictors related to the new gas are required for the
correction term. This process is therefore somewhat simpli-
fied with the new scheme, and this promises to make RTTOV
more flexible for future developments in relation to the opti-
cal depth parameterisation.

The benefits of the new predictors come at a modest in-
crease in computational cost. For example, the additional cal-
culations required by the correction term can increase for-
ward model run times for clear-sky simulations by up to
about 30 % compared to the existing predictors. However,
such an increase is not expected to be problematic for op-
erational data assimilation systems. Furthermore, for more
computationally expensive simulations such as those includ-
ing cloud scattering, the relative increase in run time is lower
as the gas optical depth prediction takes a smaller proportion
of the overall run time.

4 Rayleigh scattering

The LBLRTM simulations used for training v9 predictor
coefficients for visible and near-IR satellite channels in-
clude extinction due to Rayleigh scattering. The result is that
Rayleigh extinction is included in the predicted gas optical
depths, and as such it is not possible to separate it from the
gas absorption. However, enabling this separation as an op-
tion in RTTOV is desirable: one reason is that it enables
Rayleigh multiple scattering to be included in the full multi-
ple scattering solver in RTTOV (Hocking, 2016), which im-
proves the accuracy of the scattering calculations, particu-
larly in the presence of optically thick clouds (Scheck, 2016).

To this end, Rayleigh extinction is excluded from the
LBLRTM simulations used in training v13 predictor coeffi-
cients. Instead a fast parameterisation of Rayleigh extinction
is applied within RTTOV at run time. This follows Bucholtz
(1995), who provides a parameterisation of the Rayleigh vol-
ume scattering coefficient βs at a standard temperature Ts and
pressure ps as a function of wavelength and gives the scatter-
ing coefficient β at arbitrary temperature T and pressure p
as

β = βs
Ts

ps

p

T
. (4)
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To compute the layer optical depth due to Rayleigh extinc-
tion, βs is averaged over the channel spectral response (this
is done offline), and the ideal gas law and hydrostatic equa-
tion are applied to Eq. (4) to obtain the layer nadir optical
depth (OD):

OD= βs
Ts

ps

R

gMair
1p, (5)

where R is the gas constant, g is acceleration due to grav-
ity (assumed constant), Mair is the molar mass of dry air,
and 1p is the difference in pressure across the layer. Since
the Rayleigh extinction has a smooth spectral variation, we
scale the nadir optical depth by the local path length (e.g. the
secant of the zenith angle) and add it to the parameterised
gas layer optical depths without introducing significant poly-
chromatic errors.

A simple parameterisation of Rayleigh single scattering is
implemented in RTTOV (Saunders et al., 2017, 2020) for fast
simulations (i.e. those not modelling full Rayleigh multiple
scattering).

Note that RTTOV is currently an unpolarised radiative
transfer model and as such polarisation is not taken into ac-
count for Rayleigh scattering for the old or new predictors.
It is planned to implement fully polarised simulations in a
future version.

5 Validation

5.1 Comparisons to the LBL model for the dependent
profiles

The most basic validation performed for all RTTOV co-
efficients is to compare the RTTOV-simulated brightness
temperatures and reflectances to those calculated from the
channel-averaged LBL transmittances for the diverse 83 pro-
files used to train the coefficients. In this case the LBL ra-
diances are obtained by a single integration of the radiative
transfer equation. The surface emissivity is set to one as the
aim is to evaluate the accuracy of the layer optical depth pa-
rameterisation. This comparison examines the errors due to
the optical depth regression and due to the addition of poly-
chromatic optical depths from each of the variable gases, and
it is these errors that the parameterisation seeks to minimise.

Figure 1 shows plots of the bias and standard deviation
for the MSG-4 SEVIRI IR channels for the v7 predictors
(variable O3 only) and the v9 and v13 predictors (variable
O3 and CO2) on 54 levels. The validation is shown for the
first 6 secants used in the coefficient training (zenith angles
up to about 64◦). Note that the v7 predictor coefficients are
trained over these 6 secants and as such are not applicable
at the larger viewing angles, while the v9 and v13 predictor
coefficients are trained over the full 14 secants (zenith an-
gles up to about 85◦). The v7 and v13 predictors typically
exhibit very small biases, while the v9 predictors show bi-
ases in the water vapour (6.3 and 7.3 µm) and CO2 (13.4 µm)

Figure 1. RTTOV vs. brightness temperatures (BTs) calculated
from channel-integrated LBL transmittances for MSG-4 SEVIRI
IR channels for v7 predictors (variable O3), v9 predictors (variable
O3 and CO2) and v13 predictors (variable O3 and CO2) for the 83
training profiles.

channels. It is not clear why the v9 predictors have larger
biases for water vapour channels. For the CO2 channel, the
larger errors are mostly due to training the coefficients on the
wider range of zenith angles: the v9 predictors in the ther-
mal IR were not optimised for this. In terms of the standard
deviations, the v13 predictors compare well with the v7 pre-
dictors, especially considering they are fitting a wider range
of zenith angles, and they improve on the v9 predictors in
the lower peaking water vapour channel (7.3 µm) and CO2
channel particularly.

In general, the v13 predictors show small biases across the
spectrum when looking at the errors in the optical depth re-
gression: this is largely due to the correction term. The sep-
aration of the absorption due to individual gases in the new
predictors also tends to reduce the bias and standard devia-
tion in spectral regions where multiple gases contribute sig-
nificantly to the total absorption.

Figure 2 shows plots of the RTTOV vs. LBL statistics for
IASI for the v7 and v13 predictors (variable O3 only) on 101
levels. The statistics are computed for the 83 training profiles
over the first 6 secants used in the training. Again the v13 pre-
dictors have very low bias across the whole spectrum and the
standard deviations compare well to the older predictors for
most channels. Note also that in the short-wave IR channels,
the v13 predictors are trained over 14 secants to support solar
radiation, while the v7 predictors are only trained over the
first 6 secants. This explains the slightly larger errors com-
pared to the old predictors for channels with wavenumber
greater than 2200 cm−1.

Figure 3 shows similar plots for IASI for the v9 and v13
predictors on 101L with all seven variable gases. Note that
the optical depth prediction for high (volcanic) SO2 concen-
trations exhibits larger errors than for other gases. This is evi-
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Figure 2. RTTOV vs. brightness temperatures calculated from
channel-integrated LBL transmittances for IASI (a) v7 and (b) v13
predictors with variable O3 for the 83 training profiles.

dent in the SO2 bands near 1150, 1350, and, to a lesser extent,
2500 cm−1. The v13 predictors show significantly smaller er-
rors compared to the v9 predictors, but this remains an aspect
of the optical depth prediction to be improved in the future. It
is important to note that for more typical (lower) background
SO2 concentrations the optical depth prediction works well
(see below). Outside of the SO2 bands the new predictors
again show very low biases, and the standard deviations are
generally comparable to or smaller than those for the old pre-
dictors.

5.2 Comparisons for visible and near-IR channels

Similar statistics to those presented in the previous section
are produced for the visible and near-IR channels of the
GOES-16 ABI sensor. In this case the simulations are carried
out for a variety of satellite and solar zenith angles with a rel-
ative azimuth of 180◦ and a surface bidirectional reflectance
distribution function (BRDF) of 0.1. The top-of-atmosphere
reflectances are computed using RTTOV, both for the pa-

Figure 3. RTTOV vs. brightness temperatures calculated from
channel-integrated LBL transmittances for IASI (a) v9 and (b) v13
predictors with all variable gases for the 83 training profiles.

rameterised optical depths and those obtained from the LBL
transmittances. They therefore include the RTTOV Rayleigh
single-scattering approximation, and for the v13 predictors
the Rayleigh extinction parameterisation is applied to both.
Figure 4 shows plots for the GOES-16 ABI visible and near-
infrared channels for the v9 and v13 predictors. Here the v13
predictors mostly equal or improve on the v9 predictors, with
a substantial reduction in standard deviation in the 1.37 µm
channel, which has strong water vapour absorption. Note that
the training profile set includes some dry profiles for which
this channel is surface-sensitive, and it is from these cases
that we see the impact of the optical depth prediction in these
statistics.

Figure 5 compares RTTOV visible/near-infrared re-
flectances with v9 and v13 predictors for an independent 52-
profile set with a surface BRDF of 0.1 and a variety of satel-
lite and solar zenith and azimuth angles: these simulations
include the v13 predictor Rayleigh extinction parameterisa-
tion (for the v13 predictors only) and the single-scattering
approximation. The largest differences here are again in the

Geosci. Model Dev., 14, 2899–2915, 2021 https://doi.org/10.5194/gmd-14-2899-2021



J. Hocking et al.: A new gas absorption optical depth parameterisation for RTTOV v13 2905

Figure 4. RTTOV vs. reflectances calculated from channel-
integrated LBL transmittances for GOES-16 ABI visible/near-IR
channels for v9 and v13 predictors with variable O3 and CO2 for
the 83 training profiles. Note that the vertical scale is magnified by
a factor of 1000.

Figure 5. Difference in RTTOV reflectances calculated with v9
and v13 predictors with variable O3 and CO2 for GOES-16 ABI
visible/near-IR channels for 52 independent profiles. Note that the
vertical scale is magnified by a factor of 1000.

1.37 µm channel, consistent with Fig. 4. For the channels be-
low 1 µm there is a small increase in bias with decreasing
wavelength, which is most likely to be due to the differences
in the treatment of Rayleigh extinction. The differences are
small though and suggest that the new Rayleigh extinction
parameterisation is working reasonably well. Further valida-
tion of visible and near-IR radiances is planned for the future.

5.3 Comparisons to the LBL model for independent
profiles

It is also important to validate RTTOV against the LBL mod-
els for profile sets that are independent of the training pro-
files. This section presents comparisons of RTTOV IR ra-

Figure 6. RTTOV vs. brightness temperatures calculated from
channel-integrated LBLRTM radiances for MSG-4 SEVIRI IR
channels for v9 and v13 predictors with variable O3 and CO2 for
5000 independent profiles with varying water vapour and O3.

diances with radiances computed from the LBLRTM model
run at a spectral resolution of 0.001 cm−1. The surface emis-
sivity is again set to one, and the LBLRTM radiances are
integrated over the channel spectral response functions and
compared to the RTTOV radiances. These are therefore com-
parisons of RTTOV to the ideal scenario of running a LBL
model instead.

Figure 6 shows the differences between RTTOV and
LBLRTM for the MSG-4 SEVIRI IR channels for the 5000
profiles in the temperature subset of the NWP SAF 25000
diverse profile dataset on 137 levels (Eresmaa and McNally,
2014). Simulations were run for all 14 secants used in train-
ing the coefficients for the v9 and v13 predictors with vari-
able O3 and CO2. The profile dataset includes variable wa-
ter vapour and O3, and all other gases use fixed background
profiles. While there is an increase in bias with the v13 pre-
dictors in the water vapour and CO2 channels (6.3, 7.3, and
13.4 µm), the new predictors result in comparable or smaller
standard deviations in all channels, which is arguably more
important as data assimilation systems often apply bias cor-
rections to radiances which can mitigate these larger biases.

Figure 7 shows statistics for IASI for the same 5000 pro-
files over the first six secants used in coefficient training for
the v7 predictors on 101 levels (variable O3) and the v13 pre-
dictors on 101 levels with variable O3 and CO2. Standard de-
viations for the v13 predictors are comparable to or smaller
than those for the v7 predictors across most of the spectrum,
and most of the larger biases seen with the v7 predictors are
eliminated with the new predictors.

Figure 8 shows the statistics for IASI for a diverse 52 pro-
file set for the v9 predictors with six variable gases (all gases
except SO2) and the v13 predictors with all seven variable
gases. The diverse profile set only includes variable water
vapour, O3, and CO2, and all other gases take fixed back-
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Figure 7. RTTOV vs. brightness temperatures calculated from
channel-integrated LBLRTM radiances for IASI (a) v7 predictors
(variable v13 O3) and (b) v13 predictors (variable O3 and CO2) for
5000 independent profiles with varying water vapour and O3.

ground values. For SO2 in the v13 predictors case, this is a
typical low concentration profile. There is some indication
of slightly increased bias and standard deviation for the v13
predictors in the 1350 cm−1 SO2 band, which is related to
the SO2 optical depth prediction, but otherwise the new pre-
dictors with variable SO2 compare reasonably well to the v9
predictors with fixed SO2. A full validation of the SO2 op-
tical depth prediction requires a suitable set of profiles from
volcanic eruptions, and this is planned for the future.

Finally, Fig. 9 shows a comparison for the Advanced Tech-
nology Microwave Sounder (ATMS) microwave sensor. This
plot shows statistics comparing RTTOV with radiances com-
puted from channel-integrated LBL transmittances for v7
and v13 predictors for all 25 000 profiles in the NWP SAF
diverse profile dataset on 137 levels over the six secants
used in training. For microwave sensors, radiances computed
from channel-integrated transmittances are very similar to
channel-integrated radiances from high-resolution transmit-
tances, so only the former are shown here. The differences

Figure 8. RTTOV vs. brightness temperatures calculated from
channel-integrated LBLRTM radiances for IASI (a) v9 predictors
(all gases except SO2) and (b) v13 predictors (all seven variable
gases) for 52 independent profiles with varying water vapour, O3,
and CO2.

between RTTOV and the LBL are much smaller in the mi-
crowave than in the IR because the errors due to summing
polychromatic optical depths are smaller since the absorp-
tion spectrum is much smoother in the microwave than the
IR. For the temperature sounding and window channels (1–
16) there is no significant difference between the old and new
predictors. For the water vapour channels, there is an indica-
tion of a small degradation with the new predictors in chan-
nels 17 (165 GHz) and 22 (the 183 GHz channel closest to
the absorption line), but the differences in bias and standard
deviation between the old and new predictors are well below
0.1 K.

5.4 Jacobians

It is important also to examine the Jacobians that RTTOV
computes from the predictor scheme. Saunders et al. (2018)
showed how the v7 predictor temperature and water vapour
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Figure 9. RTTOV vs. brightness temperatures calculated from
channel-integrated LBL transmittances for ATMS v7 and v13 pre-
dictors for 25 000 independent profiles.

Jacobians agree well with Jacobians computed from the AM-
SUTRAN LBL model. Figure 10 shows the mean tempera-
ture and water vapour Jacobians from the v7 and v13 predic-
tors for ATMS calculated over the 83 profiles used for train-
ing RTTOV. In general the differences in both the temper-
ature and water vapour Jacobians between the old and new
predictors are very small. A subset of channels are plotted
for clarity: for the other channels the differences are smaller
than those shown.

Figure 11 shows the mean temperature and water vapour
Jacobians for a selection of IASI channels representing dif-
ferent parts of the spectrum. In this case the v9 and v13 pre-
dictor coefficients with all trace gases are used. The Jaco-
bians show slightly larger differences than for ATMS, but
overall the shape and magnitudes of the Jacobians are simi-
lar between the old and new predictors.

Further validation of the Jacobians is planned, including
testing in full operational data assimilation systems.

5.5 Validation in an operational NWP assimilation
system

Infrared and microwave measurements of spectral radiances
made between 1 and 31 March 2020 are compared with sim-
ulations performed using the RTTOV v13 model with the lat-
est regression coefficient files available.

Monitoring experiments, which examine changes in first-
guess departures without generating a new analysis and fore-
cast, were conducted within the framework of the ECMWF
(European Centre for Medium-Range Weather Forecasts) In-
tegrated Forecasting System using model fields of temper-
ature, water vapour, and ozone obtained from short-range
forecasts. This ensures that a wide range of atmospheric
scenarios are sampled and enables the examination of the
change in the simulated brightness temperature due to a

Figure 10. Mean ATMS temperature (a) and water vapour (b) Ja-
cobians for v13 predictors (solid lines) and v7 predictors (dashed
lines) for the 83 training profiles. A subset of channels for which
the differences are largest are shown.

change in the observation operator only and not through sub-
sequent changes in the analysis field that would result from
a full-cycling data assimilation system. All experiments are
based on cycle 47R1 of the operational system and use the
same parent experiment but have been run at the lower spa-
tial model resolution of TCO 399 (approximately 25 km) with
137 levels in the vertical. The statistics presented here are
computed before bias correction is applied to the observa-
tions.

The impact of using RTTOV v13 with the new v13 pre-
dictors for microwave sounders was studied and compar-
isons against v7 predictors performed. Figure 12 shows ob-
servation minus first-guess (before bias correction) statis-
tics comparisons between v7 and v13 predictors for ATMS
aboard Suomi National Polar-orbiting Partnership (S-NPP)
and NOAA-20. As expected, using the v13 predictors has
a rather small impact on the ATMS brightness tempera-
tures simulated by RTTOV v13 in both temperature sound-
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Figure 11. Mean IASI temperature (a) and water vapour (b) Ja-
cobians for v13 predictors (solid lines) and v9 predictors (dashed
lines) for the 83 training profiles.

ing channels 6–15 and humidity sounding channels 18–22.
Mean biases using v13 predictors lie within the range of bi-
ases observed with v7 predictors (Fig. 12a). Absolute bias
differences between the predictor versions are below 0.01 K
in all channels, with mixed results showing small increases
in bias in channels 7–10 and 21 with the v13 predictors and
small reductions in bias in the other channels (Fig. 12d). For
the 183 GHz humidity channels, using v13 predictors leads
to a small reduction of the standard deviation of first-guess
departures, as seen in channel 22 where the difference in
standard deviation between the v13 and v7 predictors can
reach up to 0.01 K (Fig. 12c). For the temperature channels,
the effect of the v13 predictors on the standard deviations
is smaller than for the humidity sounding channels but con-
sistent with changes seen for advanced microwave sound-
ing unit (AMSU-A) instruments used in the ECMWF system
(not shown).

Experiments have also been performed for the new RT-
TOV coefficient files trained on LBLRTM v12.8 for infrared

sensors. Figure 13 shows the comparisons between the RT-
TOV v13 computed first-guess departures for water vapour
channels on geostationary radiances using the v7 and v13
predictor coefficients based on LBLRTM v12.8 and with
variable O3 only. The new v13 predictors exhibit slightly
larger biases for all geostationary satellite water vapour chan-
nels (Fig. 13a). The v13 predictor results compare favourably
with the v7 predictor results in terms of standard deviation.
The difference in standard deviation of first-guess departures
between v13 and v7 O3-only predictors is below 0.01 K for
water vapour channels on geostationary satellites (Fig. 13b–
c).

In the following we present an evaluation of hyperspec-
tral infrared radiance from IASI aboard MetOp-A/B/C in
terms of departure statistics against clear-sky brightness tem-
peratures simulated from short-term forecasts. Three moni-
toring experiments have been carried out to compare IASI-
observed radiances to radiances simulated by RTTOV v13:
once using v13 and v7 predictors with variable O3 on 101
levels (Fig. 14), once using v13 and v8 predictors with vari-
able O3+CO2 on 101 levels (Fig. 15), and finally using v13
predictors with all seven variable gases and the v9 predic-
tors with six variable gases (excluding SO2) on 101 levels
(Fig. 16).

Figures 14–16 evaluate IASI channel performance in
terms of mean (a–b) and standard deviation (c–d) of first-
guess departure before bias correction, shown as a function
of channel central wavenumber in band 1 (645–1200 cm−1)
and band 2 (1200–2000 cm−1). The statistics have been eval-
uated over a 1-month period (March 2020) to ensure the ade-
quate representation of channels that are frequently removed
because of cloud contamination. For all experiments, results
show very close similarities between the observation mi-
nus first-guess bias calculated with infrared coefficient files
based on the new v13 predictors or the v7/8/9 predictors.
In band 1 and 2, the mean first-guess departure rarely ex-
ceeds 0.5 K. The noted exception is the ozone band (1000–
1080 cm−1) where biases can reach 1 K when RTTOV v13
coefficient files based on v7/8/9 predictors are used. The
standard deviation of first-guess departures is consistently
less than 0.4 K outside the water vapour absorption lines
where it varies in the range 1–1.3 K.

In Fig. 17 we have plotted the difference in the stan-
dard deviation of observation minus first-guess departures
between v13 and v7/8/9 predictors, respectively. A reduc-
tion in the standard deviation of the differences can be used
as a measure of the improvement of the radiative trans-
fer model performance if only the radiative transfer model
has changed. Notable differences are seen in correspondence
with the O3 absorption lines at 1000–1080 cm−1, where the
new v13 predictors appear to better separate the contribution
of each molecule to the total transmittance, resulting in a re-
duction in standard deviation of up to 0.2 K in some chan-
nels when compared with v7/8/9 results. Smaller differences
(less than 0.03 K) are seen in terms of the standard devia-
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Figure 12. Global statistics of observation minus background (O−B) departure before variational bias correction for ATMS on S-
NPP/NOAA-20 during 1–31 March 2020 in the ECMWF system: (a) mean (O−B); (b) standard deviation of (O−B); (c) difference of
the standard deviations; (d) difference of the absolute means; ATMS statistics for the v13 predictor experiment are shown in black, whereas
statistics for the v7 predictor experiment are shown in red.

Figure 13. Global statistics of observation minus background (O−B) departure before variational bias correction for geostationary radi-
ances during 1–31 March 2020 in the ECMWF system: (a) mean (O−B); (b) standard deviation of (O−B); (c) difference of the standard
deviations; statistics for the v13 predictors with the variable O3 experiment are shown in black, whereas statistics for the v7 predictors with
the variable O3 experiment are shown in red.

Figure 14. The mean and standard deviation values of the difference between observed and simulated brightness temperatures over the globe
for a selection of IASI channels on MetOp-A/B/C in band 1 (a) and band 2 (b). Calculations are performed with RTTOV v13 with coefficients
that are based on the new v13 predictors and the v7 predictors (variable O3 only on 101 levels).
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Figure 15. As Fig. 14 but with RTTOV v13 coefficients that are based on the new v13 predictors and the v8 predictors (variable O3 and CO2
on 101 levels).

Figure 16. As Fig. 14 but with RTTOV v13 coefficients that are based on the new v13 predictors with all seven variable gases and the v9
predictors with six variable gases (all gases except SO2).

tions at 670–770 cm−1. The version v13 predictors appear
more accurate than v9 predictors for sounding channels sen-
sitive to tropospheric temperature in the wavenumber range
710–770 cm−1, but the v7 predictors are better than v13 pre-
dictors for the same region of the spectrum. However, the
differences in standard deviation between the old and new
predictors in this region are well below the IASI instrument
noise in these channels (for example, see Fig. 1 in Crevoisier
et al., 2014).

Results from these initial experiments are encouraging
when examined in terms of departure statistics against clear-
sky brightness temperatures simulated from short-term fore-
casts as used in ECMWF’s 4D-Var assimilation system for a
variety of infrared and microwave instruments. Further ex-
aminations are needed to assess the accuracy of the coef-
ficients based on the new v13 predictors and evaluate their
benefit in an assimilation context.

6 Conclusions

This paper presents a new optical depth parameterisation
which has been implemented for the recent major release
of RTTOV, version 13. The new parameterisation provides
a single set of predictors that can be used for any combina-
tion of variable gases across the spectrum from the visible to
the microwave. The coefficients can be trained over a wide
range of zenith angles across the full spectrum to support
geostationary sensors and simulations including solar radia-
tion. The new parameterisation can be extended to additional
variable gases more easily than the existing scheme.

Validation by comparison to line-by-line simulations indi-
cates that the new parameterisation equals or reduces errors
in the optical depth regression compared to the existing RT-
TOV parameterisation in most spectral regions. Comparisons
to full line-by-line radiances for independent profiles indicate
the accuracy is comparable to the existing parameterisation
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Figure 17. For selected IASI channels in band 1 (a) and band 2 (b),
the difference of the standard deviations of the brightness tempera-
ture fit between v13 predictors and the v7 predictors with variable
O3 (black line), v13 predictors and the v8 predictors with variable
O3 and CO2 (red line), and v13 predictors with all seven variable
gases and the v9 predictors with six variable gases (blue line).

for microwave and broadband infrared radiometers and may
improve the accuracy for hyperspectral IR sounders. The Ja-
cobians are very similar to those obtained from the exist-
ing parameterisation, and as such no problems are expected
when using the new predictors in retrieval and assimilation
applications.

Results from monitoring experiments in the ECMWF op-
erational NWP system are generally positive, showing sim-
ilar or reduced standard deviations with the v13 predictors
compared to the old v7/8/9 predictors for a variety of mi-
crowave and infrared sensors. In particular there is a notable
reduction in standard deviation of up to 0.2 K with the new
predictors for IASI in the ozone band around 1050 cm−1.
This result will be further evaluated at other NWP centres.

The new predictors are expected to be more computation-
ally expensive than the old parameterisation due to the ad-
ditional cost of the correction term calculation. Testing indi-
cates that the new predictors are up to 30 % slower for the
direct and tangent linear models and up to 20 % slower for
the adjoint and Jacobian models, although there is substan-
tial variability depending on the compiler and the type of
simulation (for example, the number of variable gases). In
the context of an operational data assimilation system this
increase should not present significant problems.

Future work will involve validation of the accuracy of the
new predictors in operational applications such as NWP as-
similation systems, as well as offline studies comparing RT-
TOV with other radiative transfer models such as CRTM.
This will include further validation of visible and near-
infrared radiances including Rayleigh scattering, the optical
depth parameterisation for all variable trace gases, and the Ja-
cobians for temperature and all variable gases. It is planned
to extend the RTTOV spectral range to cover the ultraviolet
in support of sensors such as Sentinel 4 and 5. This will in-
volve investigating the application of the new predictors to
this new spectral region and the possible inclusion of new
variable gas species such as nitrogen dioxide (NO2). The pa-
rameterisation will also be extended by the addition of new
variable gases in support of user requirements as they arise.
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Appendix A: v13 predictors

The tables in this section detail the predictors used for the
gas optical depth and the correction term regressions.

Table A1. Quantities used in predictor calculations listed in Tables A2, A3, and A4.

pδp(j)= p(j + 1)(p(j + 1)−p(j)) pδp(0)= p(1)(p(2)−p(1))

T (j)= 1
2 (T

prof(j)+ T prof(j + 1)) T ∗(j)= 1
2 (T

ref(j)+ T ref(j + 1)) δT (j)= T (j)− T ∗(j)

G(j)= 1
2 (G

prof(j)+Gprof(j + 1)) G∗(j)= 1
2 (G

ref(j)+Gref(j + 1))

Tr (j)= T (j)/T
∗(j) Tw(j)=

∑j
i=1pδp(j − 1)T (j)∑j
i=1pδp(j − 1)T ∗(j)

Gr (j)=G(j)/G
∗(j) Gw(j)=

∑j
i=1pδp(j − 1)G(j)∑j
i=1pδp(j − 1)G∗(j)

Gwt(j)=

∑j
i=1pδp(j − 1)T (j)G(j)∑j
i=1pδp(j − 1)T ∗(j)G∗(j)

All quantities defined in the table above are on layers j bounded by levels j and j + 1 (aside from pδp(0)), where level 1 is at the top of the atmosphere. p(j) is
the pressure (hPa) at level j . These are usually the pre-specified pressures of the 54 or 101 levels used for RTTOV coefficients. T prof(j) is the temperature (K)
at level j of the input profile. T ref(j) is the temperature (K) at level j of the reference profile, which is the mean over the training profile set.
G ∈ {W,O3,CO2,N2O,CO,CH4,SO2} represents gas concentration (ppmv over dry air). Gprof(j) represents the gas concentrations at level j of the input
profile. Gref(j) represents the gas concentrations at level j of the reference profile, which is the mean over the training profile set. In Tables A2, A3, and A4, θ
is the zenith angle.

Table A2. Mixed gas and water vapour predictors and predictor lists for the optical depth and correction term.

Predictor Mixed gases Water vapour lines Water vapour continuum

1 sec(θ) (sec(θ)Wr )2 sec(θ)W2
r /Tr

2 sec2(θ) sec(θ)Ww sec(θ)Wr/Tr

3 sec(θ)Tr (sec(θ)Ww)2 sec(θ)W2
r /T

4
r

4 sec(θ)T 2
r sec(θ)WrδT sec(θ)Wr/T 2

r

5 Tr
√

sec(θ)Wr –

6 T 2
r

4√sec(θ)Wr –

7 sec(θ)Tw sec(θ)Wr –

8 sec(θ)T 3
r (sec(θ)Ww)1.5 –

9 sec(θ)
√

sec(θ)Tr (sec(θ)Wr )1.5 –

10 1 (sec(θ)Wr )1.5δT –

11 –
√

sec(θ)WrδT –

12 – (sec(θ)Ww)1.25 –

13 – sec(θ)W2
r /Ww –

14 –
√

sec(θ)WrWr/Wwt –

15 – sec(θ)
√
Ww –

Optical depth 1–9 1–13/1–14a 1–4

Correction term 2, 3, 4, 10 2, 4, 5, 6, 15 –b

a 1–13 for ν <= 1095 cm−1 or 2320< ν <= 2570 cm−1, otherwise 1–14, where ν is the channel central wavenumber.
b No correction term predictors for water vapour continuum.
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Table A3. O3, CO2, and N2O predictors and predictor lists for the optical depth and correction term.

Predictor O3 CO2 N2O

1 sec(θ)O3r sec(θ)CO2r sec(θ)N2Or

2
√

sec(θ)O3r T 2
r

√
sec(θ)N2Or

3 sec(θ)O3rδT sec(θ)Tr sec(θ)N2OrδT

4 sec(θ)O3r/O3w sec(θ)T 2
r (sec(θ)N2Or )2

5 (sec(θ)O3r )2 Tr N2OrδT

6 sec(θ)O32
rO3w sec(θ)Tw 4√sec(θ)N2Or

7
√

sec(θ)O3rO3r/O3w (sec(θ)CO2w)2 sec(θ)N2Ow

8 sec(θ)O3rO3w sec(θ)Tw
√
Tr sec(θ)N2Owt

9 (sec(θ)O3w)1.75 √
sec(θ)CO2r

√
sec(θ)N2OrN2Or/N2Ow

10 sec(θ)O3r
√

sec(θ)O3w T 3
r (sec(θ)N2Owt)

2

11 (sec(θ)O3w)2 sec(θ)T 3
r (sec(θ)N2Owt)

3

12
√

sec(θ)O32
wδT

√
sec(θ)T 2

r T
3
w sec2(θ)N2OwtδT

13 sec(θ)O3w T 2
r T

2
w –

14 – sec(θ)CO2w –

Optical depth 1–12 1–13 1–12

Correction term 13 14, 8, 9 7, 8, 10, 11, 12

Table A4. CO, CH4, and SO2 predictors and predictor lists for the optical depth and correction term.

Predictor CO CH4 SO2

1 sec(θ)COr sec(θ)CH4r (sec(θ)SO2r )2

2
√

sec(θ)COr
√

sec(θ)CH4r sec(θ)SO2w

3 sec(θ)COrδT sec(θ)CH4rδT (sec(θ)SO2w)2

4 (sec(θ)COr )2 (sec(θ)CH4r )2 sec(θ)SO2rδT

5
√

sec(θ)COrδT CH4rδT
√

sec(θ)SO2r

6 4√sec(θ)COr 4√sec(θ)CH4r 4√sec(θ)SO2r

7 sec(θ)COrδT |δT | sec(θ)CH4wt sec(θ)SO2r

8 sec(θ)CO2
r /COw CH4wt

√
sec(θ)SO2rSO2r/SO2wt

9
√

sec(θ)COrCOr/COw (sec(θ)CH4w)2 (sec(θ)SO2w)1.5

10 sec(θ)CO2
r /
√

COw sec(θ)CH4w (sec(θ)SO2r )1.5

11 (sec(θ)COw)0.4
√

sec(θ)CH4rCH4r/CH4w (sec(θ)SO2r )1.5δT

12 4√sec(θ)COwt (sec(θ)CH4w)1.25 √
sec(θ)SO2rδT

13 sec2(θ)COrCOw – (sec(θ)SO2w)1.25

14 sec(θ)COw – sec(θ)SO22
r /SO2w

15 sec(θ)COwt – sec(θ)
√

SO2w

16 (sec(θ)COw)2 – –

Optical depth 1–13 1–11 1–14

Correction term 12, 14, 15, 16 7, 9, 10, 12 2, 4, 5, 6, 15
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Code and data availability. The RTTOV model can be downloaded
free of charge from the NWP SAF website (https://nwp-saf.
eumetsat.int, last access: 16 November 2020, Saunders et al., 2018)
once users have registered on the site to agree to the licence con-
ditions. Updates to the code and coefficients for new instruments
are also posted on the site. RTTOV v13.0 was released in Novem-
ber 2020, and coefficients based on the new v13 predictors as well
as the older predictor versions are available for download from the
website. The website also hosts plots of statistics of LBL vs. RT-
TOV comparisons over the training profiles similar to those dis-
cussed in this paper for the majority of RTTOV coefficient files for
all predictor versions (https://nwp-saf.eumetsat.int/site/software/
rttov/download/coefficients/comparison-with-lbl-simulations/, last
access: 18 May 2021, Hocking et al., 2021).
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