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Section S1. The EC-CAS meteorological assimilation  

Table S1 provides details of the parameter values and their associated parameterization schemes that are 

involved in the generation of forecast ensemble members.  Figures S1-S4 compare EC-CAS’ performance 

for meteorological variables to that of the parent ECCC EnKF system.  Figures S4-S5 show the impact of 

removing satellite observations on the verifications against radiosondes. 

 

Table S1: The 64 different ensemble forecast members use different choices of model parameters 

associated with physical parameterization schemes.  The options that can be chosen are indicated in this 

table.  Note that the choice of convection schemes is not independently varied.  Instead the choice of deep 

convection scheme dictates the choices of shallow convection and condensation schemes.  Choice 1 

includes Kain-Fritsch with Kuo-transient shallow convection and Sundqvist condensation while the other 

option is to use Kuo deep convection with no shallow scheme and modified Sundqvist condensation.     

Parameterization process Options Meaning of option 

Deep convection 

 

• Kain-Fritsch (Kain and Fritsch 1993) 

• Kuo (Kuo 1974; Geleyn 1985) 

Flag to choose scheme 

  

Shallow convection • Kuo transient (Kuo 1965; Bélair et 

al. 2005) 

• none 

Flag to choose scheme 

Condensation 

 

• Sundqvist (Sundqvist et a. 1989) 

• Modified Sundqvist (Dastoor 1994) 

Flag to choose scheme 

Orographic  

Gravity wave drag 

 

• 0.4×10-5 m-1 

• 0.8×10-5 m-1 

• 1.2×10-5 m-1 

Intensity of gravity wave drag  

Eμe/2 (McFarlane 1987, Eq. 

(2.30)) 

Orographic  

Gravity wave drag 

 

• 0.5 

• 1.0 

• 1.5 

Minimum value of the drag 

coefficient in the orographic 

blocking scheme 

Boundary Layer 

 

• 0.85 

• 1.0 

Parameter (turbulent Prandtl 

number) which links stability 

functions for temperature and 

momentum (Charron et al. 

2010, section 2b) 

Surface layer 

 

• Blackadar (1962) 

• Bougeault-Lacarrère (1989) 

Flag to choose scheme 

 

Surface layer 

 

• True 

• False 

Thermal roughness length 

formulation over water given 

by Eq. (3) of Deacu et al. 

2012 

Latent heat flux over 

ocean 

• True 

• False 

Flag to account for ocean 

salinity on saturation specific 

humidity at ocean surface 

(boundary condition for latent 

heat flux calculation) 
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Figure S1: The impact of reducing resolution and ensemble size and removing satellite radiances in EC-

CAS.  Statistics of differences between meteorological analyses (dashed curves) and 6 h forecasts (solid 

curves) of zonal wind (m/s) with radiosonde observations at 0 and 12 UTC for the period of 28 Dec. 2014 

0 UTC to 9 Jan. 2015 12 UTC, inclusive.  The blue curves are for the EnKF experiment from our version 

of the GEPS 4.1.1 code while the red curves are for the EC-CAS system.  The vertical axis is pressure in 

hPa.  The left column shows standard deviations while the right column shows bias.  The regions are: 

northern extratropics (20°N– 90°N) (panels a,b), tropics (20°S– 20°N) (panels c,d) and southern 
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extratropics (20°S– 90°S) (panels e,f).  The number of observations used in each statistic is shown at the 

right side of the right most panels. 

 

Figure S2: As in Figure S1 except for meridional wind (m/s). 
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Figure S3: As in Figure S1 except for temperature (Celsius). 

a b 

c 

e 

d 

f 

Standard deviation Bias 



 

5 

 

 

Figure S4: As in Figure S1 except for dew point depression (Celcius). 
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Figure S5: Impact of not assimilating satellite radiances.  Statistics of differences between meteorological 

analyses (dashed curves) and 6 h forecasts (solid curves) with radiosonde observations at 0 and 12 UTC 

for the period of 28 Dec. 2014 0 UTC to 9 Jan. 2015 12 UTC, inclusive for the northern extratropics 

(20°N– 90°N).  The EC-CAS EnKF cycles were identical except that satellite radiances were assimilated 

(blue curves) or were not assimilated (red curves).  The variables shown are zonal wind in m/s (a,b), 

temperature in Celsius (c,d) and dewpoint depression (e,f).   The vertical axis is pressure in hPa.  The left 

column shows standard deviations while the right column shows bias.  The number of observations used 

in each statistic is shown at the right side of the right most panels. 
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Figure S6: As in Figure S5 except for the Tropics (20°S– 20°N). 
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Section S2. Global mean computation: 

To compute the global mean quantities shown in Figures 5 and 7, model variables were integrated over 

the Earth’s surface and normalized by the area of the sphere.  The computation was discretized for a 

uniform latitude and longitude grid spacing.  Thus, for a given quantity such as an error field, F, (e.g. 

ensemble mean temperature minus true temperature), the global mean is computed as follows: 

𝐹̅ =∑ 𝐹𝑖,𝑗
𝑖,𝑗

𝑊𝑖,𝑗 

where i is the latitude index from 1 to 200, j is the longitude index from 1 to 400 and 𝑊𝑖,𝑗 is a scaling 

factor related to grid cell surface area: 

𝑊𝑖,𝑗 =
cos𝜃𝑖
𝑆

 

𝑆 =∑cos𝜃𝑖
𝑖,𝑗

 

Here 𝜃𝑖  is the latitude. 

 

 

Section S3. Summer 2015  state estimation experiments : 

The efficacy of the HYPNET in constraining the CO state is tested for the summer of 2015. The control 

experiment starts on 2015061418 and ends on 2015073018. Another experiment which assimilates 

HYPNET is carried out over the same period.  Both the experiments assimilate the same meteorological 

observations. The spin up for the HYPNET experiment is from 2015061418 to 2015070512. The HYPNET 

observations are assimilated starting on 2015070518. The HYPNET observations are assimilated for a total 

of 25 days. Every day has 4 assimilation cycles. 

 

Figure S7 shows that the Canadian surface flux in July is higher than that in January. The maxima 

in central Africa shifts southwards in July compared to January. Comparing Figure S8 with Figure 

6 in the manuscript it is clear that the RMSE over North America is higher in July. Note that the 

experiment results are averages over 25 days in summer while those in winter are averages over 

48 days. Figure S10 compared with Figure 9(a) in the manuscript shows that the benefit during 

summer over North America is higher than that in winter. This demonstrates the EnKF’s ability to 

estimate the CO state during active forest fires. 
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Figure S7 : Comparison between the true surface flux fields for January and June 2015. The top panels 

show the global distribution. The bottom panels show the same flux fields zoomed in over North 

America.  

 

 



 

10 

 

 

Figure S8 : In each panel, column mean (0-5 km) averages of fields from 05 July 2015  18:00:00 UTC to 

30 July 2015 00:00:00 UTC are shown. (a) CO ensemble mean of control experiment. (b) CO ensemble 

spread of the control experiment. (c) RMSE in the control experiment. (d) RMSE of the HYPNET 

experiment. 

 

 

 

Figure S9: RMSE of the global mean, ensemble mean CO field for the control (EXP_CNTRL, blue 

curve) and EXP_HYP (red curve) experiments.  The JY on the x-axis shows the start of July 2015.  The 

global mean benefit is about 10 ppb. 
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Figure S10 : The average benefit from assimilating HYPNET observations from 0-5 km is shown. The 

mean relative benefit is about 49%. 
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