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Abstract. Transient processes play a major role in geophysi-
cal applications. In this paper, we quantify the significant in-
fluence arising from transient processes for conductive heat
transfer problems for sedimentary basin systems. We demon-
strate how the thermal properties are affected when changing
the system from a stationary to a non-stationary (transient)
state and what impact time-dependent boundary conditions
(as derived from paleoclimate information) have on the sys-
tem’s overall response. Furthermore, we emphasize the im-
portance of the time-stepping approach adopted to numer-
ically solve for the transient case and the overall simulation
duration since both factors exert a direct influence on the sen-
sitivities of the thermal properties. We employ global sensi-
tivity analyses to quantify not only the impact arising from
the thermal properties but also their parameter correlations.
Furthermore, we showcase how the results of such sensitiv-
ity analysis can be used to gain further insights into the com-
plex Central European Basin System in central and north-
ern Europe. This computationally very demanding workflow
becomes feasible through the construction of high-precision
surrogate models based on the reduced basis (RB) method.

1 Introduction

A proper quantification of the thermal state of sedimentary
basins is of primary interest for subsurface exploration stud-
ies being especially relevant in relation to ongoing system-
atic efforts that are made worldwide to develop concepts
of proof for low-carbon energetic solutions. Among others,
geothermal resources buried in the underground of sedimen-

tary basins and/or in volcanic areas are increasingly har-
vested either for direct heating usage or for electricity gener-
ation (Fridleifsson, 2001; Fridleifsson et al., 2008; Glassley,
2014). However, the development of geothermal projects re-
quires extensive and site-specific studies of the underground
thermal regime, which can only be predicted within a cer-
tain degree of confidence due to limitations in available ob-
servations. Heat flow measurements, temperature logs and
thermochronological data provide the basic observations to
characterize the evolution and spatial distribution of temper-
ature in the underground. However, these data sets are gen-
erally sparse and lacking in coverage to provide enough in-
formation for a proper assessment of available geothermal
resources (Horváth et al., 2015; Schellschmidt et al., 2002).
An alternative is to rely on process-oriented mathematical
models that incorporate the details of the subsurface geology
and the driving physics responsible for the observations done
in the field.

On the scale of the whole lithosphere, heat conduction
is the main heat transport mechanism. The effects of fluid-
mediated processes are usually less relevant if not localized.
The regional thermal configuration of a conductive litho-
sphere reflects the available heat in place to a first order. The
latter depends on the regional tectonothermal configuration,
which evolved through geological times due to

– varying thermal loading conditions as provided by the
underlying convective mantle,

– the amount of heat generated by dissipative under-
ground processes (and therefore on the local geology)
and
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– the (time-varying) surficial climate conditions (Turcotte
and Schubert, 2002).

It has been long recognized that the near-surface temperature
distribution can maintain a “thermal memory” of the past sur-
face boundary conditions. If conduction is considered as the
only active heat transport mechanism, a variation in surface
temperature propagates downward with a signal attenuation
that scales with the square root of the internal period times
the thermal diffusivity of the plate (Turcotte and Schubert,
2002). Given common ranges of thermal rock properties,
daily and annual surface temperature variations are damped
down to a depth of few tens of metres and therefore believed
not to affect the temperature at greater depths. The situa-
tion changes when considering long-term variations in sur-
face temperature as occurring over a glacial cycle. This could
potentially affect the temperature gradient down to signifi-
cant depths (kilometre scale) (Turcotte and Schubert, 2002).
Despite these observations, commonly, studies of the ther-
mal state of the continental lithosphere consider steady-state
conditions, the working assumption being that of instanta-
neous thermodynamic equilibrium under a spatially variable
but constant-in-time set of loading conditions (Bayer et al.,
1997; Noack et al., 2012; Freymark et al., 2017; Fuchs and
Balling, 2016; Scheck-Wenderoth and Maystrenko, 2013).
Transient effects are generally considered to be of secondary
relevance and as such have received little attention so far.
These effects are due to fluid-mediated processes and, as
relevant for the current study, to long-term surface temper-
ature variations (Ebigbo et al., 2016; Freymark et al., 2019;
Mottaghy et al., 2011; Noack et al., 2013). Corrections to
a steady-state geotherm for paleoclimatic effects require ac-
counting for time-varying surface boundary conditions. Such
boundary conditions can be derived from available Earth
system models (ESMs hereafter). This requires (i) an effi-
cient transfer of information from a global to a (sub)regional
resolution as typical for subsurface geothermal studies and
(ii) an analysis of the sensitivity of the parameters at play
(i.e. rock thermal properties) within proper confidence inter-
vals. Under steady-state conditions, model validation is gen-
erally achieved by manual “tuning” of the rock parameters
(thermal conductivity and heat production) within specified
ranges. However, the dimension of the parameter space for
a transient system poses serious computational limitations.
This aspect can explain why the sensitivity of transient pro-
cesses on the regional thermal characteristics has never been
neither investigated nor quantified.

To overcome these problems, we here demonstrate how
to properly quantify the thermal state of a conductive litho-
sphere, including an in-depth and deterministic consideration
of the sensitivity of the parameters at play as they can vary
within proper confidence intervals. We will describe and dis-
cuss an automated, software-based workflow to achieve this
goal, which also enables us to take into account transient
boundary effects as derived from paleoclimate reconstruction

studies. Based on the developed workflow, we will demon-
strate the relevance of such transients on the overall parame-
ter sensitivity when compared to an analysis done under the
assumption of steady-state thermal equilibrium.

The need to consider paleoclimate effects has been long
recognized. However, so far, it has only been considered for
correction of (1-D) vertical temperature gradients (Clauser,
1984; Majorowicz et al., 2008; Gosnold et al., 2011; West-
away and Younger, 2013; Dentzer et al., 2016) or the surface
heat flow (Majorowicz and Wybraniec, 2011). Its influence
on the calibration of thermal properties, such as thermal con-
ductivity and radiogenic heat production, has never been in-
vestigated. Therefore, the study aims to investigate the sensi-
tivity of the regional thermal characteristic of a lithospheric
plate while moving away from a stationary state representa-
tion. The approach enables us then to quantify the effects of
paleoclimate conditions on the current thermal state of sed-
imentary basins, with a special focus on their influences on
the calibration of rock thermal properties.

Our choice of a global sensitivity analysis stems from the
results of Degen et al. (2020b), who demonstrated how a lo-
cal sensitivity analysis likely leads to overestimating the in-
fluence of the model properties on the same model response.
For this reason, we present a global sensitivity analysis to de-
termine to which degree the thermal properties are impacted
by considering transient processes. Additionally, we investi-
gate if also the parameter correlations are affected by consid-
ering different physical processes.

Given the high computational demands of a global sensi-
tivity analysis, we hereby rely on surrogate models. Hence,
we use the reduced basis (RB) method to construct our sur-
rogate model. The RB method is a model order reduction
(MOR) technique that aims at significantly reducing the spa-
tial and temporal degrees of freedom of, as applied in this
study, finite element problem formulations. The RB method
has been widely studied by, for example, Grepl and Patera
(2005), Hesthaven et al. (2016), Prud’homme et al. (2002)
and Quarteroni et al. (2015) for mathematical benchmark ex-
amples and for the first time by Degen et al. (2020c) in a
geoscientific context. In contrast to other statistical methods
including kriging and response surfaces (Baş and Boyacı,
2007; Bezerra et al., 2008; Frangos et al., 2010; Khuri and
Mukhopadhyay, 2010; Miao et al., 2019; Mo et al., 2019;
Myers et al., 2016; Navarro et al., 2018), the RB method
enables the retrieval of the entire state variable (i.e. temper-
ature). Thus, we make use of the RB method to guide the
construction of the surrogate model.

In the present study, we use the Central European Basin
System (CEBS) in northern and central Europe as our study
case (natural laboratory) (Maystrenko et al., 2013; Scheck-
Wenderoth and Maystrenko, 2013; Scheck-Wenderoth et al.,
2014). Our choice stems from the fact that the CEBS (i) rep-
resents a rather complex intracontinental basin, thereby rep-
resenting a proper test case for our novel approach, and (ii) it
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is an area of interest for both past hydrocarbons and currently
low- to middle-enthalpy geothermal exploration.

The paper is structured as followed: in Sect. 2, we intro-
duce the concepts of the global sensitivity study together with
the main governing equations solved for and the paleotem-
perature data used as boundary conditions. The results of
the steady-state analyses, the influence of transient boundary
conditions and transient processes are described in Sect. 3.
This is followed by the discussion of the results in Sect. 4
and a final conclusion in Sect. 5.

2 Materials and methods

In the following, we introduce the methodology of the sensi-
tivity analyses used throughout this paper. The reader is re-
ferred to previous works by Sobol (2001), Saltelli (2002) and
Saltelli et al. (2010) for details on global sensitivity analy-
sis, while the study by Wainwright et al. (2014) provided an
in-depth comparison of local and global sensitivity analyses.
The applicability and benefits of global sensitivity analyses
applied to basin-scale thermal models have been discussed in
detail in a previous study by Degen et al. (2020b).

2.1 Global sensitivity analysis

A sensitivity analysis aims to determine the influence of
the model parameters (for our study, thermal parameters) on
the model response (temperature in our case). We employ a
global variance-based sensitivity analysis, namely the Sobol
sensitivity analysis. In contrast, to a local sensitivity analy-
sis, the Sobol method investigates the entire parameter do-
main. Based on the variances, sensitivity indices are derived,
defining the influence of the parameters themselves and their
correlations (Sobol, 2001). To reduce the number of forward
evaluations required for the calculation of the indices, we use
the Saltelli sampling routine (Saltelli, 2002; Saltelli et al.,
2010).

The global sensitivity analysis is done by relying on the
SALib Python library (Herman and Usher, 2017). To avoid
statistical errors, we use 100 000 realizations per parame-
ter for the steady-state and 10 000 for the transient analy-
ses. Statistical errors can be, for instance, higher first-order
than total-order contributions. This is physically not plausi-
ble since the total-order contributions compromise the influ-
ence of the parameters themselves plus the parameter corre-
lation, whereas the first-order contributions compromise only
the influence of the parameters themselves. For further infor-
mation regarding the global sensitivity analysis, we refer to
Sobol (2001) and for the sampling routine to Saltelli (2002);
Saltelli et al. (2010). A comparison between local and global
sensitivity analyses is provided in Wainwright et al. (2014)
for hydrological models and in Degen et al. (2020b) for a
basin-scale geothermal model.

As the quantity of interest, we hereby define the total
amount of heat available in the model (steady-state analy-
ses) and the total amount of heat available in the model over
all time steps considered (transient analyses). Our choice en-
ables us to quantify the influence of the paleotemperatures
on the physical processes being investigated. At this stage, it
is worth mentioning that the focus of the current paper is not
to provide an overall fit to available measurements. This is
why we do not use, as commonly done, the misfit between
measurements and simulated temperatures as our quantity of
interest. This is also the main reason behind our choice to
employ the RB method for the surrogate model construc-
tion. Other methods such as kriging and response surfaces
(Baş and Boyacı, 2007; Bezerra et al., 2008; Frangos et al.,
2010; Khuri and Mukhopadhyay, 2010; Miao et al., 2019;
Mo et al., 2019; Myers et al., 2016; Navarro et al., 2018) con-
struct surrogate models for the observation space only. This
entails that every value outside this space has to be obtained
via interpolation and extrapolation routines. Therefore, these
approaches share the disadvantage of not taking the physi-
cal laws describing the process of interest into consideration.
These limitations would have severely impacted the current
study that focuses on understanding the effects of the physi-
cal processes of heat transport on the resulting rock proper-
ties and thermal state of the lithosphere rather than on a crude
fit of temperature values at certain measurement locations. In
other words, our interest here is in the entire temperate state
of the plate. Thereby, our surrogate model proves useful since
it is by definition physics preserving. This is to say that we
can retrieve temperature values at every location in the model
and thus can determine the relevance of all thermal proper-
ties as relevant for the physics at play, steady and/or transient
heat conduction.

2.2 Forward problem

In order to improve the efficiency of the solvers and to inves-
tigate the relative importance of rock thermal properties on
the resulting thermal configuration, we make use of dimen-
sionless forms of all relevant equations in this study.

In this paper, we consider both steady-state and transient
conductive heat transfer simulations. For the steady-state
conductive heat transfer, we take the radiogenic heat produc-
tion as the source term into account (Turcotte and Schubert,
2002). Following the derivation presented in Degen et al.
(2020b), we obtain

λ

λref Sref

∇
2

l2ref

(
T − Tref

Tref

)
+

S

Sref Tref λref
= 0, (1)

where λ is the rock thermal conductivity, T the temperature,
S the radiogenic heat production, λref the reference thermal
conductivity, Tref the reference temperature and Sref the ref-
erence radiogenic heat production.

Following a similar procedure, we can derive the follow-
ing dimensionless partial differential equation (PDE) for the
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transient case:

α

αref Ss,ref

∇
2

l2ref

(
T − Tref

Tref

)
+

Ss

Ss,ref Tref αref
=
∂
T−Tref
Tref

∂ t
tref

,

with tref =
1

Ss,ref αref
,Ss =

S

ρcp
.

(2)

Here, α is the thermal diffusivity, t time, αref the reference
thermal diffusivity, tref reference time, ρ the density, cp the
specific heat capacity, lref the reference length and Ss,ref the
reference value for the radiogenic heat production divided
by the product of density and specific heat capacity. Note
that both in Eqs. (1) and (2) the Laplace operator acts on the
normalized space. Closing the system of Eqs. (1) or (2) re-
quires proper boundary conditions. Throughout the entire pa-
per, we apply both at the upper and lower model boundaries
Dirichlet-type first-order boundary conditions. The lower
boundary condition corresponds to the 1300 ◦C isotherm
(Turcotte and Schubert, 2002). Values imposed along the up-
per boundary differ for each analysis and will be discussed
in the respective sections.

2.2.1 Surrogate model construction

The surrogate model used in this study is based on the
RB method. RB is a model order reduction method, aim-
ing at finding low-dimensional representations for the high-
dimensional finite element simulations, as considered in this
study. For an inverse process, such as a global sensitivity
study, we need to perform several forward simulations by
varying relevant rock properties. Due to the high number of
forward evaluations, the problem therefore becomes compu-
tationally too demanding if relying on the high-fidelity fi-
nite element forward simulation. Thereby the idea to “train”
a model that is representative of a predefined range of rock
properties. This trained model is a low-dimensional repre-
sentation of our original finite element problem. Note that
we simplify the model in the mathematical instead of the
physical domain. This means that we avoid introducing er-
rors through, for instance, simplifying the physics or consid-
ering a smaller spatial and or temporal domain.

The RB method is by definition subdivided into an offline
and an online phase. During the offline phase, performed
only once per study, the surrogate model is constructed. All
expensive computations take place during this stage only.
Based on this offline stage, we can then use the developed
surrogate model in outer loop processes, such as global sen-
sitivity analysis. All simulations that make use of the reduced
model are part of what is referred to as the online stage. Fur-
ther information regarding the RB method can be found in
Hesthaven et al. (2016) and Prud’homme et al. (2002).

We generate all reduced models with the DwarfElephant
software package (Degen et al., 2020c). DwarfElephant is
based on the Multiphysics Object-Oriented Simulation En-

Figure 1. Paleotemperature data from MPI-ESM for the time steps
at 0, 13 and 26 ka. The black rectangle represents the outline of the
surface temperatures used for the transient simulations of the CEBS
model. Here, 0 ka denotes the present-day conditions and 26 ka the
paleoclimate conditions from 26 kyr before the present day.

vironment (MOOSE), a state-of-the-art finite element solver
primarily developed by the Idaho National Laboratory (Al-
ger et al., 2020). The setup and construction of the reduced
model are analogous to those described in Degen et al.
(2020b) and here omitted for the sake of clarity.

2.3 Paleoclimate boundary condition

The paleotemperature data (Fig. 1) that we use as an input
for our transient boundary condition investigation have been
obtained from the Max Planck Institute Earth System Model
(MPI-ESM) (Giorgetta et al., 2013a). The MPI-ESM con-
siders the exchange of energy, momentum, water and carbon
dioxide to couple the atmosphere, the ocean and the land sur-
face. For the atmosphere it is based on ECHAM6 (Stevens
et al., 2013), for the ocean on MPIOM (Jungclaus et al.,
2013), for the ocean’s biogeochemistry on HAMOCC (Ily-
ina et al., 2013) and for the terrestrial biosphere on JSBACH
(Giorgetta et al., 2013a).

The data have been simulated with truncation of T31,
which measures the horizontal resolution of the atmospheric
model. This means the model has 31 levels (coarsest avail-
able resolution) and a low model top of 10 hPa (Stevens et al.,
2013). For the ocean resolution, a spatial resolution of 3◦

has been used (GR30 model) (Stevens et al., 2013; Gior-
getta et al., 2013b). The present-day conditions serve as ini-
tial conditions. Furthermore, the model is constraint by time-
dependent topographic changes and river routing. The paleo-
climate temperatures have been simulated for the last 26 kyr,
where 0 ka represents the present-day conditions and 26 ka
the conditions 26 kyr before the present day.

3 Modelling results

3.1 The Central European Basin System

The study area is the CEBS in northern and central Europe.
The CEBS is an intracontinental basin covering a domain
that extends from the Tornquist Zone in the northeast and
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the Elbe Fault System in the southwest. This basin system
underwent a multistage evolution of subsidence and uplift
during its geological evolution since Permian times. There-
fore, it results in a system of sub-basins (thickness up to
12 km) and a highly differentiated crust including a Precam-
brian crust of Baltica in the northeast, a Caledonian crust of
Avalonia and Laurentia below the western and central parts
of the basin system and the Variscan crust in the south (see
Table A1 for more information on the different geological
units comprising the 3-D model). Several integrative stud-
ies (Maystrenko et al., 2013, and references therein) have
imaged its present-day Permian–Cenozoic basin configura-
tion as well as its deeper crustal and mantle structures to a
high degree of confidence. Previous works by Maystrenko
et al. (2013), Scheck-Wenderoth and Maystrenko (2013) and
Scheck-Wenderoth et al. (2014) have focused on integrat-
ing all available information into a gravity-constrained de-
tailed 3-D lithosphere-scale geological model used as input
for our modelling exercise. The model has a lateral extent
of 1784× 1060 km and covers the whole sedimentary se-
quence from pre-Permian to Cenozoic, upper and lower, and
the underlying mantle lithosphere down to the lithosphere–
asthenosphere boundary (LAB). Table A1 lists the main ge-
ological features of interest as well as their respective rock
properties, while Figs. A1 and A2 illustrate the main geologi-
cal units (as base maps and geological profiles, respectively).

3.2 Steady state

In the following, we illustrate the influence of the thermal
properties on the temperature distribution under a steady-
state conductive thermal regime. In order to reduce the num-
ber of thermal properties that need to be investigated, we
make a selection through various global sensitivity analyses
for the steady-state conductive heat transfer. Therefore, the
obtained results will serve as a basis for the analyses that
will be done in the following chapters. As the upper bound-
ary conditions, we choose 8 ◦C, corresponding to the annual
average surface temperature in the region.

First, we focus our investigation on the sedimentary layers.
Hence, we only vary the thermal properties for the Cenozoic,
Cretaceous, Jurassic, Triassic, Zechstein, Rotliegend, Permo-
Carboniferous volcanics and pre-Permian rocks. All other
thermal properties are kept constant, the values of which
are derived from previous studies (listed in Table A1). Fig-
ure 2 shows the respective first- and total-order indices. We
observe that most contributions are first-order contributions
and that the parameter correlations for the thermal conduc-
tivities are indeed negligible; that is, the differences between
the first- and total-order sensitivity indices (which define the
parameter correlations) are below 5 %. Overall, we have a
higher influence resulting from variations in thermal conduc-
tivity than from radiogenic heat production values. There-
fore, we do not consider the correlation for radiogenic heat
production since the absolute values are significantly below

Figure 2. Global sensitivity indices for the analysis focusing on the
sedimentary layers of the CEBS. The first-order indices are denoted
in blue and the total-order indices in orange. Furthermore, we mark
the parameters used in further analysis with blue rectangles, and
the vertical black line denotes the separation between the thermal
conductivities and radiogenic heat production. For the acronyms,
please refer to Table A1.

our threshold of 0.1. Note that the radiogenic heat produc-
tion is only included in future models to observe the changes
due to transient effects. Therefore, we perform the selection
of the most prominent parameters based on the thermal con-
ductivities with the given threshold of 0.1. Afterward, we re-
trieve the same number of radiogenic heat production values.

To narrow down the parameter space for further investiga-
tions, we make use of the five most influential thermal con-
ductivities and the five most influential radiogenic heat pro-
duction values (blue boxes in Fig. 2). We are interested in in-
cluding the radiogenic heat production in our analysis despite
its minor influence since we aim to investigate conceptual
behaviour changes induced by including paleoclimate infor-
mation.

Hence, for the thermal conductivity, we consider the Ceno-
zoic, Cretaceous, Jurassic, Triassic and pre-Permian rocks.
The thermal conductivity of the Cenozoic has the highest
influence, followed by the thermal conductivity of the Cre-
taceous. The thermal conductivity of the pre-Permian rocks
is slightly lower, and the lowest sensitivity is found for the
Jurassic and Triassic sediments.

In terms of heat production, the most influential layer is the
pre-Permian rocks sedimentary layer, followed by the Tri-
assic sequence. The radiogenic heat production of the Cre-
taceous and the Cenozoic have a similar sensitivity, being
significantly lower than for the sedimentary layers discussed
above. The lowest sensitivity in terms of radiogenic heat pro-
duction considered is associated with the Jurassic sedimen-
tary layer.

The same analysis but considering thermal property varia-
tions in the crustal and mantle layers only is shown in Fig. 3.
Here, we keep the thermal properties of the sedimentary lay-
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Figure 3. Global sensitivity indices for the analysis focused on the
crustal layers of the Central European Basin System. The first-order
indices are denoted in blue and the total-order indices in orange.
Furthermore, we mark the parameters used in further analysis with
blue rectangles, and the vertical black line denotes the separation
between the thermal conductivities and radiogenic heat production.
For the acronyms, please refer to Table A1.

ers as fixed. Overall, we observe analogously to the previous
analysis that the thermal conductivity has a higher influence
than the radiogenic heat production. However, the difference
in their influence is significantly lower. Again, the parameter
correlations are mostly negligible; only the thermal conduc-
tivity of the lower crust shows higher differences of 14 % be-
tween first- and total-order indices. For the crustal layers, we
chose the three most influential thermal conductivities and
the three most influential radiogenic heat production values
for further analyses.

For the thermal conductivity, we consider the upper-crust
Baltica and Avalonia and the lithospheric mantle. Here, the
upper-crust Baltica has the highest influence followed by the
upper-crust Avalonia. The lithospheric mantle has the lowest
influence.

In the case of the radiogenic heat production, the high-
est influences are found within the upper-crust Avalonia, fol-
lowed by the upper-crust Baltica. Furthermore, we consider
the radiogenic heat production of the lower crust for further
analyses.

So far, our analysis has been based on subgrouping the rel-
evant units into either sedimentary layers of crustal–mantle
domains. Therefore, we still did not investigate any possible
parameter correlations among these units. We perform this
analysis in the following by systematically varying the most
prominent thermal properties in both the sediments and the
crust–mantle boundary as derived from the previous analy-
ses. We display the first- and total-order indices of this com-
bined analysis in Fig. 4.

Based on the results from this first group of studies, we de-
cide to focus on eight parameters in the following analyses.
Our decision to narrow down the parameter space stems from

Figure 4. Global sensitivity indices for the analysis combining sed-
imentary and crustal layers of the Central European Basin System.
The first-order indices are denoted in blue and the total-order in-
dices in orange. For the acronyms, please refer to Table A1.

the fact that both the construction of the surrogate model and
the global sensitivity analysis are likely to become computa-
tionally too demanding if based on a large parameter space.
The eight relevant parameters considered are (in descending
order of relevance)

1. the thermal conductivity of the lithospheric mantle,

2. the thermal conductivity of the Triassic sedimentary
unit,

3. the thermal conductivity of the upper-crust Baltica,

4. the thermal conductivity of the upper-crust Avalonia,

5. the thermal conductivity of the Cenozoic,

6. the thermal conductivity of the Cretaceous,

7. the radiogenic heat production of the upper-crust
Baltica and,

8. the radiogenic heat production of the upper-crust Aval-
onia.

3.3 Impact of solver accuracy

In the previous section, we have quantified the impact of the
various thermal properties for a steady-state run, considered
as the “base” case for all further analyses. The investiga-
tions carried out so far have additionally enabled us to narrow
down the parameter space on which to focus in the study to
follow.

Before a detailed investigation of the influences of tran-
sient processes on the model response can be carried out, it is
important to discuss the relevance of the accuracy chosen for
the reduced model. For the steady-state simulations, all re-
duced models were constructed with an accuracy of 5×10−4.
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This accuracy provides a global measure of the temperatures
at every node of the model. Though local variations of ac-
curacy can be considered, in this study, we rely on a single
global value. Our choice for this parameter ensures the re-
duced models to have a higher accuracy than that considered
typical for temperature measurements (in the range of 10−2

to 10−3 ◦C). These same measurements have been used in
previous works (Maystrenko et al., 2013; Scheck-Wenderoth
and Maystrenko, 2013; Scheck-Wenderoth et al., 2014) to
validate the model results; thereby, we cannot infer any sensi-
tive information below that accuracy. Therefore, for this spe-
cific case, the reduced and full models are equivalent to, for
instance, parameter estimations and global sensitivity stud-
ies.

The RB method considers time as an additional parameter
(Hesthaven et al., 2016), which increases the dimension of
the parameter space when moving from a steady state to a
transient analysis. Besides, in a transient study, the system
must be solved for each time step. Consequently, if we can
assume a similar parameter complexity for the thermal model
parameters, both the dimension of the reduced model and the
compute time for each individual basis function will increase
for the transient case. This, in turn, translates into a longer
computing time for the sensitivity analyses.

We can compensate for this by relaxing the accuracy used
in the reduced models (4× 10−3) for the transient case. By
utilizing such an accuracy, we are still able to obtain reduced
models that have an error in the same order of magnitude
as the temperature measurements but with a significantly
lower computational cost. Relying on a relaxed error toler-
ance could potentially introduce an additional error source.
However, in our study, such a loss in accuracy should be con-
sidered insignificant. Indeed, sensitivity analyses are based
on the relative changes induced by model parameter varia-
tions. Since all simulations are affected in the same manner
by the chosen accuracy value, we can still maintain the same
order of magnitude for such relative differences even if it is
based on different accuracy levels (see Fig. 5).

To prove this point, we perform a sensitivity analysis fo-
cused on the sedimentary layers only by varying the adopted
accuracy within the above-discussed bounds. The corre-
sponding first- and total-order indices are plotted in Fig. 5.
As Fig. 5 displays, for all thermal parameters that are con-
sidered for further analysis, the results, despite the level of
accuracy, are the same. Differences are only limited to the
parameters with the lowest sensitivity. However, these pa-
rameters must be excluded from the discussion since their
errors of the sensitivity analyses are higher than their actual
first- and total-order contributions. Also, the observed differ-
ence can likely be induced by the Sobol sensitivity analysis
itself.

Based on what is stated above, we can conclude that, for
the remaining analyses, we can make use of reduced models
with a lower accuracy, thus having faster construction times

Figure 5. Global sensitivity indices for the analysis focused on the
sedimentary layers of the Central European Basin System for an
accuracy of the reduced model of 5× 10−4 (solid lines), 1× 10−3

(dashed lines) and 5× 10−3 (dotted lines). The first-order indices
are denoted in blue and the total-order indices in orange. For the
acronyms, please refer to Table A1.

of the reduced model and less demanding sensitivity analy-
ses.

3.4 Paleoclimate

In this study, we use several models for the transient case to
investigate the influences of (i) considering time-varying sur-
face boundary conditions as derived from paleoclimate mod-
els and (ii) a change of the system dynamics from a steady
to a transient state. Figure 6 provides an overview of all tran-
sient models considered.

To include paleotemperature corrections to the steady-
state results presented so far requires to consider a transient
system. Therefore, in a first step, we perform a study to quan-
tify the global influence derived from such a change in the
system dynamics. For this reason, we perform a global sen-
sitivity analysis based on a transient case but without consid-
ering the effects of variation in the surface boundary condi-
tions, i.e. without paleoclimate influence (Fig. 6 branch 1a).

After having quantified the influence of a change in the
driving process itself on the sensitivity of the thermal proper-
ties, we can investigate the effect of incorporating paleotem-
perature information into our models (Fig. 6 branch 1b). In
the following, we explain in detail how we account for pale-
oclimate corrections and which impact such corrections have
on the respective sensitivities of the thermal rock properties.

3.4.1 Short-term transient processes

For determining the impact of considering a transient simu-
lation, we make use of a constant upper boundary condition,
Dirichlet type of 1.6 ◦C (Fig. 6 branch 1a). This value cor-
responds to the average temperature derived from the pale-
otemperature values for our study area (Fig. 7). Such a value
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Figure 6. Schematic overview of the transient models.

should be considered as an average over space and time.
Therefore, we first take the average temperature values in
space (orange curve in Fig. 7), and then we perform an ad-
ditional average of this curve over time. The curve in Fig. 7
displays variations in temperature between−8 and 8 ◦C. The
resulting 1.6 ◦C from our temporal average results from the
nonlinearity of the curve.

We simulate the system under such thermal loading for
26 000 years which is equal to the time frame for which re-
constructed paleotemperatures are available. We adopted a
constant time step size of 200 years. As the quantity of in-
terest, we use, as for all following analyses, the total amount
of heat in the model, that is, a cumulative value over all time
steps.

Figure 8 compares the sensitivities of the thermal prop-
erties for the steady-state and transient system with the re-
spective initial and boundary conditions. Note that we plot
the results of the transient analysis as a line plot despite the
x axis being discontinuous. We chose this representation to
simplify a visual comparison. This said, the continuous line
has no physical meaning, being only a visualization help to
better capture the changes in the indices from parameter to
parameter.

We observe that both the overall differences in the influ-
ence of the individual thermal properties and the parame-
ters correlations increase. The Cenozoic and Cretaceous sed-
imentary layers gain significant importance, while the Tri-
assic sediment maintains an influence similar in magnitudes
as for the steady-state case. The upper crust is less signifi-
cant in terms of both the diffusivity and the radiogenic heat
production defined in Eq. (2). Note that we denote this ra-
diogenic heat production divided by the product of specific
heat capacity and density in the following only as radiogenic
heat production. The most extreme change is observed for the
diffusivity of the lithospheric mantle which, for the steady-
state runs, had the highest influence but for the transient case
one of the lowest. To sum up, we can observe a systematic
change in the system response with the sedimentary layers
gaining importance, whereas the deeper crustal and mantle
becoming less sensitive.

Regarding the correlations, we observe the strongest cor-
relation between the diffusivities of the Cenozoic and Cre-

taceous sediments, followed by the correlation between the
diffusivities of Cretaceous and Triassic sediments, which is
an aspect that is in agreement with the findings described
above.

3.4.2 Data fit

A prerequisite for investigating the influence of paleoclimate
corrections on the thermal properties is a proper quantifica-
tion of the sensitivity of the same thermal properties with re-
spect to changes in the imposed upper boundary conditions.
This is indeed needed to rule out possible sources of uncer-
tainty.

To properly quantify the influence on uncertainties in
adopted paleotemperatures on the thermal properties of the
different layers, we derive a first-order trend in surface tem-
perature over time. Due to the current setup of the construc-
tion of the surrogate model, this trend needs to be in the form
of a smooth piece-wise linear function. Therefore, we cannot
take the average temperature value as obtained from the raw
data at each time step.

Uncertainties in the paleotemperatures arise from both
temporal and spatial effects. Spatial uncertainties are mainly
due to the low resolution of the paleoclimate data set when
compared to the resolution of our input model. To derive the
required trend, we first focus on the past temperature distri-
bution for all computational points of the global ESM analy-
sis lying inside the CEBS area. Figure 7 displays these spa-
tial data points over time, black curves. Additionally, we also
plot the average from all data points over time by the orange
curve. By inspecting Fig. 7, it can be noticed how all consid-
ered points follow a similar trend. Therefore, we can consider
the average of all data points as a good representation and
make use of it in the following to derive the paleotemper-
ature trend to be imposed as a time-varying boundary con-
dition. An overview of all tested fit for the upper boundary
condition is provided in Fig. 9.

We fitted the paleotemperatures by a fourth-order polyno-
mial (black line in Fig. 9), using the SciPy Python library
(Virtanen et al., 2020). The final polynomial fit has the fol-
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Figure 7. Paleotemperature reconstruction for all reconstruction points inside the CEBS model (denoted in black). Furthermore, we plot the
average of all data points in orange.

Figure 8. Global sensitivity indices for the analysis with steady-
state (solid lines) and transient conditions (dashed lines) of the Cen-
tral European Basin System. The first-order indices are denoted in
blue and the total-order indices in orange. For the acronyms, please
refer to Table A1.

lowing form:

Ttop(t)= 4.3× 10−8t4− 2.7× 10−5t3+ 5.4× 10−3t2

− 2.8× 10−1t − 3.6. (3)

Note that the coefficients for the polynomials are normed
to ka. We have tested additional polynomial degrees and used
the L2 norm of the difference between the spatial average
temperature (orange line of Fig. 7) to the fit to assess the
quality. The third-order polynomial (blue line in Fig. 9) can-
not recover the paleotemperature pattern L2 norm of 18.1,
and a fifth-order polynomial (green line in Fig. 9) does not
significantly improve the fit in comparison to the fourth-order
polynomial (L2 norm decreases from 9.8 to 9.6). Further-
more, we tested to approximate the temperature with a se-

Figure 9. Trend for the paleotemperature upper boundary condition
of the CEBS model using (a) single polynomial fits and (b) single
and multiple polynomial fits.

quence of polynomial fits (Fig. 9b) to better capture the min-
imum and maximum temperature values. This fit reduces the
L2 norm to 6.0. However, due to the small influence of the
paleotemperatures (as we will discuss in the following), we
only use the fit with a fourth-order polynomial.

To investigate how sensitive the thermal properties are for
uncertainties of the upper boundary condition, we use a time-
variable scaling factor for the upper boundary condition. The
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lower and upper bounds of the temperature variations arising
from this scaling factor are displayed in Fig. 10. Addition-
ally, the average is denoted by the orange curve and the ac-
tual data points over time are colour coded in light grey. We
add a variation between ±0.05 times the current time to the
temperature fit as derived previously. We adapt the scaling
factor under the assumption that the uncertainties in the re-
constructed temperatures should decrease while approaching
present-day conditions. To derive the magnitude of the scal-
ing parameter, we use the spatial distribution of the surface
temperatures over time. In this way, we allow any physically
plausible surface temperature variation. In a subsequent step,
the trend has been normalized to the present-day surface tem-
perature and applied to each point of the computational grid
separately. This permits us to resolve the spatial distribution
of the surface temperature. The paleotemperature data set
comprises the last 26 kyr. As such, it also contains data from
the latest Weichselian glaciation. The displayed temperature
curves represent, during glaciation times, the temperature at
the top of the ice sheet. Hence, we would normally need to
correct the temperatures to obtain the values at the bottom of
the ice sheet. Note that by applying a fourth-order polyno-
mial fit, we already implicitly account for this. By applying,
in addition, a scaling factor as a function of time, we can also
account for all possibly remaining correction terms.

3.4.3 Transient boundary condition

In Fig. 11, we compare the transient simulation with a con-
stant upper boundary condition (solid lines – Fig. 6 branch
1a) and with a time-dependent (paleoclimate correction)
boundary condition (dashed lines – Fig. 6 branch 1b). We ob-
serve for the first four thermal properties (diffusivity of the
Cenozoic, Cretaceous, Triassic and upper-crust Avalonia) no
significant changes for either the first- or total-order contri-
butions between the two models. All remaining parameters
have insignificant first- and total-order contributions. Note
that we cannot discuss the difference between the two models
for these remaining parameters because the confidence inter-
vals of the sensitivity indices are larger than the indices them-
selves. Furthermore, it is interesting to note that the scale
factor, which we used as a measure of the uncertainty of the
upper boundary condition, has one of the lowest sensitivi-
ties. Although, the transient boundary conditions do not play
a significant role in the current setup, transient physical pro-
cesses do influence the model parameters significantly, as we
will discuss in the next section. In this regard, we should note
that such a low influence of the boundary condition mainly
arises from the fact that we use first-order Dirichlet boundary
conditions. This will be further discussed in the Discussion
section.

3.5 Transient processes

So far, we have limited our analysis to short-term transient
processes (Fig. 6 branch 1) and their sensitivities of the ther-
mal properties. In this section, we focus on the long-term
period (Fig. 6 branch 2). Therefore, we increase the simula-
tion time from 26 kyr to 255.7 Myr. To maintain affordable
computing time, we adopted a different time discretization,
where the initial time step of 2 kyr increases linearly by a
factor of 1.5 upon each successful transient run. We perform
four sensitivity analyses considering the entire time period
and the periods between

– 0 and 22.8 ka (Fig. 6 branch 2a);

– 22.8 ka and 75.8 Ma (Fig. 6 branch 2b); and

– 75.8 and 255.7 Ma (Fig. 6 branch 2c).

This subdivision has been chosen to differentiate between
short-term, mid-term and long-term physical effects. In
Fig. 12, we display at the top the results considering the en-
tire time period. Along the bottom of the same figure, we por-
tray the results of the different analyses done, that is, short-,
mid- and long-term period, from left to right, respectively.

First, we discuss the results considering the whole sim-
ulation time. A second discussion point is on how the sen-
sitivities evolve. By comparing the total-order contributions
among all analyses, we can observe that the diffusivities of
the Cenozoic, Cretaceous, Triassic and upper-crust Avalonia
have a similar contribution despite the time window adopted.
For the remaining parameters, the long-term total-order con-
tributions are between the short-term and steady-state total-
order sensitivities. Except for the diffusivity of the upper-
crust Baltica, all thermal parameters have long-term contri-
butions close to their short-term, but they do differ with re-
spect to the steady-state contributions.

In terms of correlations, we observe a slight decrease in
the correlations concerning the short-term analysis. Still, the
correlations are significantly higher than those observed for
the steady-state scenario. The highest correlations occur be-
tween the diffusivities of the Cenozoic and Cretaceous sedi-
ments and between the diffusivities of Cretaceous and Trias-
sic units.

Overall, the main influences can be noticed for the diffu-
sivities of the sedimentary layers. However, the diffusivities
of the crustal layers are significantly increased with respect
to the short-term analysis. The influence of the diffusivity of
the lithospheric mantle and the radiogenic heat production
remains negligible in all cases.

In addition to the consideration of the entire simulation
time frame, it is interesting to investigate how the sensitivities
evolve throughout the simulation within specified time win-
dows. Therefore, we subdivided the whole time frame into
three different windows. The first period (Fig. 6 branch 2a),
from 0 to 22.8 ka, corresponds to the short-term analysis pre-
sented in Sect. 3.4.1. Here, we observe major differences for
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Figure 10. Trend for the paleotemperature upper boundary condition of the CEBS model.

Figure 11. Global sensitivity indices for the analysis including pa-
leotemperature information for the upper boundary condition. The
first-order indices are denoted in blue and the total-order indices in
orange. For the acronyms, please refer to Table A1.

the changes of the crustal diffusivities. The diffusivity of the
upper-crust Avalonia has lower indices, whereas the upper-
crust Baltica has higher sensitivity indices. Furthermore, we
can notice a drop in all correlations. Again the highest cor-
relations occur between the diffusivities of the Cenozoic and
Cretaceous sediments and between the diffusivities of Creta-
ceous and Triassic.

We observe a significant change from the first to the sec-
ond period (22.8 to 75.8 Ma, Fig. 6 branch 2b). The influence
of the crustal diffusivities and the lithospheric mantle signif-
icantly increases; this is especially the case for the upper-
crust Avalonia. Also, the crustal radiogenic heat production
gains importance. In contrast, no changes can be noticed in
the sensitivity indices of the sedimentary diffusivities. Over-
all, the sensitivity indices still follow the trend of the short-
term analysis. At the same time, the parameter correlations
are also similar to those obtained for the first period. For the
second period considered, we can conclude that while the

crustal layers gain importance, the sedimentary layers do not
show any systematic variations.

Moving to the third and last period (75.8 to 255.7 Ma;
Fig. 6 branch 2c), we again observe some significant
changes. The thermal properties of the upper crust become
more important along with the diffusivity of the lithospheric
mantle, which now has higher sensitivity indices. In con-
trast, the crustal diffusivities resemble those of the steady-
state analysis. The sensitivity indices of the sedimentary lay-
ers remain unchanged. The highest parameter correlation can
be found among the diffusivities of the Cenozoic and Creta-
ceous sediments.

4 Discussion

In the following, we open a discussion on the results obtained
for the steady-state model and those found while considering
a transient system. Note that all results of the sensitivities
analyses presented are highly dependent on the quantity of
interest chosen. Therefore, we must call for caution while
discussing these results and use comparable quantity of in-
terests throughout the entire paper.

4.1 Steady state

The sensitivities of the steady-state model are mainly con-
trolled by a combination of the volumetric contributions of
the individual layers’ thermal properties. Generally, the ther-
mal conductivity has a significantly higher influence on the
total amount of heat than the radiogenic heat production,
which does follow our expectations. The only layers for
which the radiogenic heat production has some significant
influence are the upper-crust layers. For the sediments, the
differences between the relevance of the role of the thermal
conductivity and the radiogenic heat production are higher
than for the crustal layers. This is caused by the higher radio-
genic heat production of the latter rocks.
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Figure 12. Global sensitivity indices for the analysis considering a simulation time of 255.7 Myr. The first-order indices are denoted in
blue and the total-order indices in orange. Additionally, the total-order indices of the short-term (dashed grey line) and steady-state analyses
(dotted grey line) are plotted. For the acronyms, please refer to Table A1 (modified after Degen et al., 2020a).

Lower thermal conductivities yield a higher impact on the
model response since a lower thermal conductivity results in
a larger amount of heat stored within a layer, i.e. blanketing
thermal effect. This is also the reason why the Zechstein lay-
ers have a smaller impact although being relatively thicker
than the other sedimentary units. In contrast, the lithospheric
mantle has a relatively prominent influence although it has a
high thermal conductivity. This is because this layer counts
for most of the total system volume (around 76 %; see Ta-
ble A1).

Higher heat production values yield a higher influence
since they result in a larger amount of generated heat. That is
the reason why the influence of the upper crust is so signifi-
cant.

The steady-state analyses have only negligible higher-
order contributions, as apparent by the not statistically sig-
nificant difference between the first- and total-order contri-
butions. This means that we have no significant parameter
correlations.

4.2 Paleoclimate

In the following, we use the steady-state sensitivities as our
base scenario and discuss the results of the transient case only
in terms of relative changes with respect to the latter scenario.

4.2.1 Short-term transient processes

Considering a simulation time of 26 000 years (short-term
window, Fig. 6 branch 1a), we observe that the model re-
sponse is most sensitive to the diffusivity of the sedimen-
tary layers. Both the diffusivity of the crustal and mantle lay-
ers and their radiogenic heat production do not influence the
model response. This can be related to having considered a
finite temporal extent. Given the thermal properties typical of
crustal and mantle rocks and their respective thickness, ther-
mal equilibrium cannot be reached within the allotted time
of 26 000 years. To better illustrate this, we show in Fig. 13
the difference in the temperature distribution of the simula-
tion after 26 kyr and the initial condition for the upper 30 km.
Heat transfer occurs mainly in the uppermost layers (closer
to the surface boundary conditions), hence their great impact.
As demonstrated by the steady-state analyses, the radiogenic
heat production in these layers does not have a significant
influence. Given the short time window considered, imposed
variations in the surface boundary conditions could not diffu-
sive into the crust. Therefore, the model is relatively insensi-
tive to any variations in either the diffusivities or radiogenic
heat production for those deeper layers.
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4.2.2 Transient boundary conditions

We observe no differences in the sensitivities of the ther-
mal model parameters when considering paleoclimate cor-
rections by means of the adopted transient boundary condi-
tion. Furthermore, the model is insensitive to the scaling fac-
tor for the upper boundary condition, which accounts for pos-
sible uncertainties of the boundary condition. Note that this
scaling factor allows variations of up to 15 ◦C. Hence, we al-
ready allow every physically plausible temperature along the
upper boundary condition. Additionally, we account for in-
creasing uncertainties over time (from the present day back-
ward).

The reason why the model is insensitive to changes in
the upper boundary condition is likely related to the chosen
setting. For both the time-dependent and time-independent
cases, we apply a Dirichlet-type constraint. A Dirichlet con-
straint forces the model to have a defined and prescribed
value of the unknown variable at the respective boundary.
Additionally, we also account for the basal boundary con-
ditions in terms of a prescribed temperature. Consequently,
with this set of constraints, we fix the total amount of heat in
the model that corresponds to our quantity of interest. Al-
though we carried out the investigations based on relative
changes between the different simulations, we observe no
variations. This is because we predefine, through the type of
boundary conditions, the total amount of heat in the system.

At the current stage, this is unavoidable since we can nei-
ther define a different meaningful quantity of interest nor a
different type of boundary condition to be imposed as de-
rived from global ESM models. Classically, the quantity of
interest is defined as the norm of the misfit between sim-
ulated and measured temperature values. However, this is
in our case not possible since we are interested in changes
over the whole model. This is especially relevant while in-
vestigating the sensitivity of parameters for rocks buried at
greater depths (higher than a few kilometres), where we lack
any temperature measurements against which to compare the
obtained results. This would then lead to a bias in the final
estimates, with deeper regions being systematically under-
represented in terms of their plate-like influence. Addition-
ally, it is worth mentioning that we can only rely on direct
measurements for the present time. Hence, the influence of
past time steps would be also underestimated accordingly.

A possible solution to this would be to adopt in future
studies a different upper boundary condition, moving from
a Dirichlet to a more representative Robin-type constraint.
This would improve the global sensitivity analysis also in re-
lation to the physics occurring at the surface interface since it
would enable us to consider proper interactions between the
atmosphere and the Earth’s subsurface. The use of a Robin
boundary condition, however, would require to have detailed
information about the heat influx and outflux across this in-
terface. This is currently not possible and would require a

dedicated effort and closer interactions between the climate
and subsurface communities.

4.3 Transient processes

Although both “short-term” analyses (Fig. 6 branches 1a
and 2a) consider a comparable time frame, their sensitivi-
ties differ significantly for the influences arising from both
the diffusivity and radiogenic heat production of the upper-
crust Avalonia. Note that in this paper, we use the expression
“short-term” for all simulations with a time frame smaller
than 26 000 years.

To investigate the reason for this difference, we compare
the time-stepping approaches of both simulations. The short-
term analysis conducted for the investigation of paleoclimate
effects (Fig. 6 branch 1b) uses a constant time step size of
200 years, resulting in 130 time steps for a simulation time of
26 kyr. In contrast, the other short-term investigation (Fig. 6
branch 2a) uses an initial time step size of 2 kyr that grows
linearly by a factor of 1.5. Due to the different time-stepping
approaches, the paleoclimate short-term analysis has equally
distributed “snapshots” over time. The short-term analysis
that makes use of a non-constant time stepping provides more
snapshots at later periods. Therefore, the thermal properties
that become important later on in the system appear more
pronounced than in the paleoclimate short-term analysis.

The logical consequence would be to use only constant
time step sizes for the sensitivity analyses to avoid any bias
by the time-stepping method. However, this is unfeasible for
long simulation periods since it would result in unafford-
able computational costs. Another possibility is to introduce
a weighting scheme to compensate for the bias introduced
by the time stepping. Since this paper aims to investigate the
influences of transient processes, in general, this is not of
primary concern here. Nonetheless, it would be interesting
to investigate this phenomenon in future studies.

Focusing on how the sensitivities change over time, we ob-
serve that for the short-term period (Fig. 6 branch 2a) mainly
the diffusivities of the sedimentary layers have an impact on
the model response. For the second period (Fig. 6 branch 2b),
the influence of the crustal and mantle diffusivities gains im-
portance, whereas the impact of varying radiogenic heat pro-
duction remains negligible. We consider a conductive heat
transfer problem with the radiogenic heat production as the
source term. Hence, we take a diffusive-dominated process
into account. Additionally, we have a cold upper and a warm
lower boundary condition, resulting in a temperature gradi-
ent that increases with depth. Hence, the heat in the system is
transported from the lower to the upper boundary. Therefore,
the sedimentary layers, which are located at the uppermost
part of the CEBS, have a relatively prominent influence on
the short-term system dynamics.

At longer time, the “heat signal” is transported over longer
distances within the plate. Again, for a better illustration,
we display in Fig. 14 the difference between the simulations
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Figure 13. Difference in the temperature distribution for the upper 30 km between the state at 22.8 ka and the initial condition for the transient
simulation considering a simulation time of 255.7 Myr.

at 10 Ma and 583.9 ka. Consequently, the crustal and man-
tle diffusivities grow in relevance. These observations also
imply that we can use the sensitivity analyses to investigate
specific regions of interest where heat transfer is active and
therefore how any thermal signal (perturbation to a steady
background state) propagates over time.

The radiogenic heat production has the highest impact in
the last period analysed. This indicates that, during the whole
evolution considered, the system could equilibrate by diffu-
sion. This aspect is schematically illustrated in Fig. 15, where
we show the computed differences in the temperature distri-
bution at 75.8 Ma (beginning of the long-term period) and
255.7 Ma (end of the long-term period).

Even for the last period (Fig. 6 branch 2c), the sensitivities
of the diffusivity of the lithospheric mantle and the crustal
radiogenic heat production are not as high as for the steady-
state scenario. This can be partially associated with the fact
that we have not yet reached a full equilibrium, that is, that
we are looking at a dynamic equilibrium in the system evo-
lution. There is an additional reason observed for this dis-
crepancy. For the transient sensitivity analysis, we can face
two options: we consider either the entire simulation period
or only a portion of it. If we take into account the entire
time frame, we never get a sensitivity distribution close to
the steady-state scenario since we incorporate early and late
time steps and hence get a weighted average over the sensi-
tivities, where the weighting depends on the number of time
steps. If, in turn, we consider only a certain time window,
i.e. the very last time steps, we will still not get a representa-
tion of the steady-state system. This is because a steady-state
system does not consider any time dependency in its formu-
lation. This is in contrast to a transient system, where these
effects, even if small, are taken into account. If we compare
the temperature distributions at this final period, we would
observe no significant differences. However, the sensitivity
analysis investigates the relative changes within a certain sys-
tem. Therefore, also small changes in magnitudes can lead
to a higher-than-expected sensitivity. Therefore, our analysis
also brought us to conclude that in any geological system,
we will never reach a final thermal equilibrium, but rather

we will always observe variations from such an equilibrium,
even if they are small in magnitude. Only the consideration
of these variations could enable us to obtain equal sensitivity
distributions for steady-state and transient simulations.

The analysis considering the entire simulation time is al-
most identical to the analysis for the second period.

The subdivision into three time periods has the aim to
identify short-, medium- and long-term transient effects.
Since the diffusion of a thermal signal requires several mil-
lion years to propagate throughout a typical lithospheric
plate, the effects of any spatial distribution of internal heat
sources can only affect the temperature configuration at a
later stage in the evolution of the system. This also enables
us to subdivide the whole time evolution into different stages
following the dominant physics.

The early period (short-term analysis above) is chosen
such that it matches the time frame from the paleoclimate
analysis. The third period contains the very last time steps,
where visual changes due to the radiogenic heat produc-
tion occur. The second period contains all remaining time
steps. Consequently, the different periods comprise a differ-
ent number of time steps. The first consists of eight, the sec-
ond of 19 and the third of four time steps. Since the second
period has significantly more time steps than the other two, it
majorly influences the entire sensitivity distribution (consid-
ering the whole simulation time).

Furthermore, the parameter correlations are significantly
higher for the transient than for the steady-state simulations.
In the transient case, the highest correlations always occur
between the diffusivities of the top geological layers, which
is caused by their overall high impact on the model response.
The parameter correlations are higher for the transient case
since for this latter case we have a propagation of a colder
temperature front towards the bottom of the model due to the
imposed upper Dirichlet boundary condition. Therefore, the
interaction between the layers becomes more important.

Note that we used a stationary geological model through-
out the entire paper. Thus, we do not consider the geological
evolution of the model over time. The reason for this is that
we want to highlight the changes in the sensitivities induced
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Figure 14. Difference in the temperature distribution between the state at 10.0 Ma and 583.9 ka for the transient simulation considering a
simulation time of 255.7 Myr.

Figure 15. Difference in the temperature distribution between the state at 255.7 Ma and 75.8 Ma for the transient simulation considering a
simulation time of 255.7 Myr.

by transient effects. Considering at the same time changes
of the geological model would mask these effects. Indeed,
allowing variations in the input geological model over time
would have increased the parameter space in a rather unpre-
dictable manner, thereby resulting in an over-parameterized
problem. In addition, we would be asked to account for
uncertainties in the backward reconstruction of the model,
which is based on available present-day geological informa-
tion. All these aspects would have hindered a proper assess-
ment of the model outcomes and of the consequences of the
physical processes that we targeted in the study. As pointed
out throughout the paper, this study is methodological. We
use the CEBS model as our case study but the intention is to
provide an ideal setup for the investigation of the stationary
versus a non-stationary case rather than providing an ideal
geological description.

5 Conclusions

We presented in this paper a quantitative framework for de-
termining the impact of transient processes, including pale-
oclimate boundary conditions, on conductive heat transfer
problems for basin-scale models.

Transient processes have a significant influence on the sen-
sitivity distribution, generally leading to higher impacts of
the sedimentary layers. Furthermore, the sensitivities are in-
fluenced by the time-stepping approach and by the simulation

time. Hence, it is important to consider this in the analysis
and carefully chose an appropriate time-stepping method and
simulation time to avoid biased results. It is furthermore ad-
visable to perform separate analyses for portions of the simu-
lation time to investigate how the sensitivities of the thermal
properties evolve.

Furthermore, we have demonstrated how a global sensi-
tivity analysis can be used as a tool for improving our under-
standing of the subsurface. Relying on a chosen quantity of
interest, we are able to design a sensitivity analysis that fo-
cuses on the physical processes instead of the measurements
(as commonly done). With this setup, it is possible to deter-
mine the most influential physical processes acting at a spe-
cific time in the system evolution and its depth and spatial
extent.

Next to illustrating the influence of the transient process it-
self, we also investigated the influence derived from consid-
ering time-varying Dirichlet boundary conditions. We have
been able to demonstrate that such a boundary condition
setup is not advisable to properly incorporate paleotemper-
ature information. We have been able to show that the ther-
mal properties (their sensitivities and correlations) are not
impacted by the changes in the upper boundary condition.
However, this aspect should not drive to the conclusions to
not consider any interaction between the atmosphere and
the Earth’s subsurface. On the contrary, for conductive heat
transfer problems, this would call for additional efforts in
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better integrating these dynamics by a more physically con-
sistent set of boundary conditions (Robin boundary condi-
tion) which would describe the natural process occurring at
this interface in a more quantitative and reliably manner. The
lack of our knowledge about heat influx and outflux and their
variations in space and time asks for ongoing research efforts.

In this paper, we used global sensitivity analyses instead
of local analyses to not only investigate the influence from
the thermal parameters themselves but also their correlations
(Degen et al., 2020b; Wainwright et al., 2014; Sobol, 2001).
Another disadvantage of local sensitivity analyses is that they
tend to overestimate the impact of the individual model pa-
rameters, as shown in previous studies (Degen et al., 2020b).
Global sensitivity analyses have the disadvantage of being
computationally expensive. Thus, we show that we overcome
this issue through the construction of a surrogate model.
Since we are interested in the entire temperature distribution
and not only in the temperatures at predefined measurement
locations, we use the reduced basis method to construct our
surrogate model. In contrast to other surrogate models, it is
not restricted to the observation space (Miao et al., 2019; Mo
et al., 2019).

To showcase the need for a surrogate model, we should
detail the total number of forward simulations required in
our study. In total, we performed 12 000 000 steady-state for-
ward simulations with an average compute time varying be-
tween 1 and 4.2 ms for a single forward simulation of the var-
ious model scenarios. For the transient analyses, we require
560 000 forward simulations with an average duration of 13
to 200 ms for the various model realizations. If we would
have used the finite element method instead, these investi-
gations would have been infeasible, since even on a high-
performance infrastructure we would obtain simulation times
on the order of minutes for the steady-state simulations and
hours in the case of the transient ones.

To conclude, the combination of global sensitivity anal-
ysis and surrogate modelling has helped us to demonstrate
the relevance of considering transient aspects in subsurface
thermal studies, an aspect that has been too often neglected
so far. Transient processes yield significantly differing influ-
ences of the thermal properties compared to steady-state sim-
ulations. To achieve this, it is advisable, if not mandatory, to
simplify the problem on its mathematical level rather than on
the physics at play, as we demonstrated in our study.
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Appendix A: Geological and rock properties of the
CEBS model

Table A1. Geometrical and rock physical properties of the different units integrated in the 3-D structural model. Symbols listed are as
follows: h (av) is average unit thickness, h (max) is maximum unit thickness, λ is thermal conductivity, S is heat production rate, ρ is density,
and cp is rock heat capacity. The unit volume has been computed based on the average thickness of each unit.

Acronym Layer Main lithology h (av) h (max) Volume λ S ρ× cp

– – – (km) (km) (105 km3) (W m−1 K−1) (µWm−3) (MJ m−3 K−1)

CE Tertiary (Cenozoic) sand, silt and clay 0.35 4.7 6.63 1.5a 0.7a 2.95b

CR Cretaceous limestone with marl 0.32 3.5 6.05 1.95a 1.0a 2.80c

J Jurassic claystone with silt- and sandstone 0.2 4.45 4.05 2.1a 1.6a 3.19c

T Triassic silt- and sandstone 0.5 8.9 9.85 2.1a 1.6a 2.90c

Z1 Permian salt rock salt 0.24 8.85 4.61 3.5a 0.3a 1.81c

Z2 Permian carbonates gypsum and carbonate 0.06 2.2 1.13 1.95a 0.8a 2.51c

R Rotliegend sediments claystone with silt- and sandstone 0.13 2.25 2.46 3a 1.5a 2.67d

PCV Permo-Carboniferous volcanics rhyolite and andesite 0.045 2.5 0.85 2.5a 2.4a 2.67d

PPR Pre-Permian rocks strongly compacted clastics 1.8 14.9 34.8 2.9a 1.5a 2.4e,f

BG Bohemian granite granite and diorite 0.056 12.09 1.06 3.1a 2.9a 2.4e,f

VUCC Variscan upper crystalline crust granite and diorite 1.8 36.7 34.4 2.8a 1.3a 2.5e,f

UC,L Upper-crust Laurentia granite and diorite 1.5 33.7 28.9 2.8a 1.2a 2.5e,f

UC, A Upper-crust Avalonia granite and diorite 6.6 34.3 125 2.9a 1.3a 2.5e,f

UC, B Upper-crust Baltica granite and diorite 13.5 40 237 2.75a 0.9a 2.5e,f

LC Lower crust gabbro 8.7 37.2 165 2.7a 0.8a 2.6e,f

LM Lithospheric mantle peridotite 111 182 2100 3.95a 0.03a 3.86e,g

a Scheck-Wenderoth and Maystrenko (2013). b Noack et al. (2013). c Clauser (2009). d Scheck-Wenderoth et al. (2014). e Maystrenko and Scheck-Wenderoth (2013). f Freymark et al. (2019). g Cynn et al. (1996).

Figure A1. Base depth maps of the main geological discontinuity in the 3-D model of the CEBS. From left to right: depth to the basement;
depth to the Moho crust–mantle boundary; and depth to the lithosphere–asthenosphere boundary (LAB); the latter was also used to impose
the bottom boundary isothermal condition. Also shown in all figures are the locations of the profiles shown in Fig. A2.
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Figure A2. Selected geological profiles across the model illustrating the variation in space of the different structural units composing the
final 3-D geological model. Please refer to Fig. A1 for their locations.
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Code availability. For the construction of the reduced models,
we used the DwarfElephant software package (Degen et al.,
2020c, d). The software, which is based on the MOOSE finite el-
ement solver (Alger et al., 2020), is freely available on Zenodo
(https://doi.org/10.5281/zenodo.4074777). The sensitivity analyses
are performed with the SALib Python library (Herman and Usher,
2017).

Data availability. The global paleoclimate data have been gener-
ated with the MPI-ESM model code, which is freely available to
the scientific community and can be accessed with a license on
the MPI-M model distribution website (http://www.mpimet.mpg.
de/en/science/models, last access: 20 June 2020). The global pa-
leoclimate data set is owned by the Max Planck Institute and can
be obtained on request (publications@mpimet.mpg.de). The de-
rived temperature trend used in this study (Sect. 3.4.2) is freely
available together with all information to understand and repro-
duce the results from the paper. The 3-D geological model of the
CEBS is available from https://doi.org/10.1016/j.tecto.2013.04.023
(Maystrenko and Scheck-Wenderoth, 2013). The link to the archive
is automatically generated upon clicking on “Download all supple-
mentary files”. The data for the refined sedimentary sequence with
respect to the above-described model as adopted in this study are
available through the DOI and online materials via the following
link https://doi.org/10.5880/GFZ.4.5.2020.006 (Maystrenko et al.,
2020).
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