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Abstract. Stratospheric ozone affects climate directly as
the predominant heat source in the stratosphere and indi-
rectly through chemical reactions controlling other green-
house gases. The U.S. Department of Energy’s Energy Exas-
cale Earth System Model version 1 (E3SMv1) implemented
a new ozone chemistry module that improves the simula-
tion of the sharp tropopause gradients, replacing a version
based partly on long-term average climatologies that poorly
represented heating rates in the lowermost stratosphere. The
new O3v2 module extends seamlessly into the troposphere
and preserves the naturally sharp cross-tropopause gradi-
ent, with 20 %–40 % less ozone in this region. Additionally,
O3v2 enables the diagnosis of stratosphere–troposphere ex-
change flux of ozone, a key budget term lacking in E3SMv1.
Here, we evaluate key features in ozone abundance and other
closely related quantities in atmosphere-only E3SMv1 simu-
lations driven by observed sea surface temperatures (SSTs,
years 1990–2014), comparing them with satellite observa-
tions of ozone and also with the University of California,
Irvine chemistry transport model (UCI CTM) using the same
stratospheric chemistry scheme but driven by European Cen-
tre forecast fields for the same period. In terms of strato-
spheric column ozone, O3v2 shows reduced mean bias and
improved northern midlatitude variability, but it is not quite
as good as the UCI CTM. As expected, SST-forced E3SMv1
simulations cannot synchronize with observed quasi-biennial
oscillations (QBOs), but they do show the typical QBO pat-
tern seen in column ozone. This new O3v2 E3SMv1 model
mostly retains the same climate state and climate sensitivity
as the previous version, and we recommend its use for other
climate models that still use ozone climatologies.

1 Introduction

Accurate simulation of past climate evolution and projections
of future climate rely on correct representation of the green-
house gases (GHGs), including ozone. Simulating climate
change driven by ozone is challenging for chemistry trans-
port modeling because ozone has two chemically distinct
regions (stratosphere versus troposphere) with a very sharp
interface at the tropopause. The importance of two-way in-
teraction between chemically active GHGs and physical cli-
mate change has been recognized in previous studies as oc-
curring through changes in radiation, temperature, dynamics,
and the hydrological cycle (e.g., Isaksen et al., 2009; Raes
et al., 2010; Dietmüller et al., 2014; Nowack et al., 2015).
These feedbacks through chemically active GHGs can either
dampen or exacerbate CO2-driven warming. Climate change
studies through Coupled Model Intercomparison Projects
(CMIPs) (e.g., Taylor et al., 2012; Eyring et al., 2016) have
generally chosen to prescribe greenhouse gas abundances
based on historical observations or projected emissions with
simple biogeochemistry box models. This approach works
for the well-mixed greenhouse gases but is a poor approxi-
mation for ozone. Ozone is a short-lived reactive gas, is not
directly emitted, has many sources and sinks in the atmo-
sphere, and maintains sharp gradients at dynamical bound-
aries. Running a detailed atmospheric chemistry model for
ozone, including both stratospheric and tropospheric chem-
ical regimes, within a climate model is costly, often pro-
hibitively so, and thus most climate simulations adopt a mean
climatological distribution of ozone based on present-day ob-
servations or some external chemistry–climate model simu-
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lation. The problem with this approach is that the externally
prescribed ozone never aligns with the model’s dynamical
boundaries (i.e., tropopause, Antarctic stratospheric vortex),
and thus heating by ozone is deposited across these bound-
aries, tending to weaken them, altering the climate simula-
tion. Thus, many Earth system models (ESMs) are now in-
corporating some form of interactive ozone chemistry.

The U.S. Department of Energy’s (DOE) Energy Exascale
Earth System Model version 1 (E3SMv1) (Golaz et al., 2019;
Rasch et al., 2019) implemented chemistry–climate interac-
tions through stratospheric ozone by incorporating linearized
chemistry (Linoz v2, Hsu and Prather, 2009), which could
be included with little impact on the computational cost of
climate simulations. Linoz v2 calculates the first-order Tay-
lor expansion terms for the stratospheric ozone production
and loss based on local temperature, local ozone abundance,
and the overhead ozone column and is tabulated for differ-
ent levels of ozone-depleting substances. Linoz has been ap-
plied in various chemistry transport models (CTMs), includ-
ing the University of California, Irvine (UCI) CTM, and pro-
duces a reasonable ozone climatology, including seasonal
and interannual variability (McLinden et al., 2000; Hsu et
al., 2005; Hsu and Prather, 2009). In the first use of Linoz
in E3SMv1, the O3v1 module prescribed tropospheric ozone
based on decadal monthly zonal mean latitude-by-pressure
data from the input4MIPS Ozone data set v1.0 (Hegglin et
al., 2016) and calculated stratospheric ozone interactively
with Linoz v2. O3v1 resulted in unphysical ozone distribu-
tions about the tropopause; i.e., when the tropopause rose
relative to the climatological tropopause, the ozone clima-
tology overwrite would place large stratospheric abundances
into tropospheric air masses and these errors were not sym-
metrical. Similar problems occurred in the vicinity of sub-
tropical and polar jets. Altogether, these errors have an un-
certain climate impact, and thus we implement an improved
O3v2 ozone module in E3SMv1 and perform a more com-
prehensive evaluation of the ozone simulation, comparing it
with satellite observations and with the UCI CTM running
the same O3v2 chemistry. O3v2 also enables ready diagnos-
tics of stratosphere–troposphere exchange flux of ozone. Fur-
thermore, we examine how the O3v2–O3v1 changes in both
mean climate and climate sensitivity of E3SMv1.

Section 2 describes the model, the simulations, and the ob-
servations. The E3SMv1 model performance of stratospheric
ozone against satellite observations and including UCI CTM
simulations is shown in Sect. 3. A detailed look at O3v2 ver-
sus O3v1 including present-day climate simulation and cli-
mate sensitivity is given in Sect. 4. Discussion and conclu-
sions are in Sect. 5.

2 Experimental design

2.1 Model description

The overall description of E3SMv1 is provided in Golaz et
al. (2019). The atmospheric component (EAM version 1)
of E3SMv1 is described in Rasch et al. (2019) and Xie et
al. (2018). All the E3SMv1 simulations in the present study
are performed with EAMv1 forced by monthly mean sea
surface temperatures (SSTs) at the standard 1◦ horizontal
resolution and 72 vertical layers, extending from the sur-
face to 60 km (∼ 0.1 hPa) with a 600 m vertical resolution
near the tropopause (see Fig. 1 of Xie et al., 2018). The
first EAMv1 ozone package (termed O3v1) uses a prescribed
decadal monthly mean climatology from the input4MIPS
ozone data set v1.0 (Hegglin et al., 2016) in the troposphere
but uses the prognostic linearized ozone chemistry scheme
(Linoz v2) (Hsu and Prather, 2009) in the stratosphere. Linoz
calculates the stratospheric ozone net tendency with its first-
order Taylor series expansion as a function of local ozone
mixing ratio, local temperature, and overhead ozone column.
The linearized production and loss coefficients are updated
for E3SMv1 using the greenhouse gas (GHG) concentrations
from the input4MIPS GHG historical data set v1.2.0. Fol-
lowing Cariolle et al. (1990), Linoz uses a parameterization
for chlorine-induced ozone depletion based on temperature
and sunlight thresholds intended to mimic chlorine activa-
tion on polar stratospheric clouds (PSCs) at cold tempera-
tures and the ensuing rapid photochemical loss of ozone. This
model has proven robust and reasonably accurate (Déqué
et al., 1994; McLinden et al., 2000; Eyring et al., 2013).
The combined troposphere-plus-stratosphere ozone profile is
generated by the combined Linoz chemical tendencies and
EAM tracer transport throughout the atmosphere but is then
overwritten below the instantaneous EAM tropopause with
the input4MIPS climatology even when that climatology has
stratospheric values. The ozone profiles are passed to the ra-
diative transfer module for radiative heating calculations.

The O3v1 package has some clear weaknesses. Overwrit-
ing the EAM tropospheric values every model time step with
the monthly climatologies misses the ozone variability as-
sociated with the regular ridge–trough tropopause changes,
obscuring the sharp cross-tropopause gradient in ozone and
ozone heating rates. More importantly, O3v1 assigns strato-
spheric high-O3 concentrations to tropospheric air when the
EAM tropopause rises above the monthly climatology in the
prescribed data set. This systematic overestimation of ozone
near the tropopause has an unknown climate impact. In the
present study, we correct this problematic approach with the
O3v2 chemistry module by replacing the tropospheric over-
writing with a tropospheric tracer that is passive except in
the lowest four layers (below 1 km altitude) where it is re-
moved with a 48 h e-folding decay to 30 ppb (parts per bil-
lion by mole fraction). The choice of 30 ppb gives Linoz a
tropospheric ozone mass similar to full chemistry models and
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observations (Ziemke et al., 2019). Therefore, O3v2 is able
to interact with tropopause changes and maintain the natu-
rally sharp ozone gradient across the tropopause. Linoz v2
was developed for the UCI CTM and shows consistently reli-
able stratospheric ozone simulations (Hsu and Prather, 2009).
It has been implemented in other models such as European
Centre-based CTMs (Aschmann et al., 2009), the CESM-
CAM-Superfast climate model used in ACCMIP (Lamarque
et al., 2013), and current versions of GEOS-Chem (Murray
et al., 2012; Hu et al., 2018).

Additionally, the lower boundary sink of ozone intro-
duced by O3v2 provides a self-consistent diagnostic for the
stratosphere–troposphere exchange (STE) flux of ozone, a
major tropospheric ozone budget term that cannot be diag-
nosed in O3v1. Many of the new chemistry–climate stud-
ies are now including this methodology, i.e., the use of a
stratosphere-only ozone tracer, called StratO3, to calculate
the STE ozone flux (Liu et al., 2020).

The O3v1 module was originally tuned to replicate the
characteristics of the observed Antarctic ozone hole using a
PSC temperature threshold of 193 K in EAMv1. This value
is less than the 195 K threshold in Cariolle et al. (1990) and
the 199 K threshold used in the UCI CTM because EAMv1
with O3v1 had a much colder winter pole than the other mod-
els. When EAMv1 is paired with O3v2, the Antarctic winter
pole is warmer, and we find that a PSC threshold of 197.5 K
represents the best ozone hole performance (see Sect. 3.3).

As a global climate model using observed SSTs as a
lower boundary condition, EAM inevitably has difficulties
in matching the meteorological conditions of the period, es-
pecially in the stratosphere, including the jet positions, inter-
annual winter warmings, and the quasi-biennial oscillation
(QBO). Fortunately, we can use the UCI CTM to provide a
reference because it runs the same O3v2 chemistry package
and uses European Centre (EC) 3-hourly forecast fields from
their T159L60 Integrated Forecast System (1.1◦ horizontal
resolution) over the same time period (Prather et al., 2017).
The UCI CTM does not necessarily have the correct transport
since all reanalysis or forecast wind fields have their own un-
certainties, especially when it comes to residual transport that
controls the ozone distribution.

2.2 Model simulations

The model simulations analyzed in this study are summa-
rized in Table 1. The control simulation uses one of the
three Atmospheric Model Intercomparison Project (AMIP)
type simulations (see Golaz et al., 2019 for more details)
forced with prescribed SSTs and sea ice concentrations (the
Program for Climate Model Diagnosis and Intercompari-
son, PCMDI, v1.1.3; Durack and Taylor, 2017; Taylor et
al., 2000) following the CMIP6 DECK protocol (Eyring et
al., 2016). The control simulation is performed for the years
1870–2014. We configure the EAM O3v2 test run with the
same AMIP-type settings as the control but with the O3v2

modifications described above. We initialize the O3v2 simu-
lation with the beginning of year 1990 conditions of the con-
trol and run it through to the end of 2014. For the analysis
here, we focus on the last 20 years of the EAM O3v2 run and
skip the first 5 years as spin-up. The UCI CTM hindcast sim-
ulation covers the years 1990–2017. The UCI CTM is driven
by 24 h forecasts that were initialized with observationally
assimilated data and spun up for 12 h, and thus it is capable of
simulating time-specific observations, and we compare these
with ozone observations for those simulated years. One ad-
ditional pair of 5-year O3v2 AMIP-type simulations are car-
ried out to diagnose the climate sensitivity (following Cess et
al., 1989). One of the pair prescribes the SST and sea ice con-
centration to represent current climate conditions. The other
simulation is identical, including fixed sea ice, except for in-
creasing the SST uniformly by 4 K. More details about the
E3SMv1 Cess configuration are documented in Caldwell et
al. (2019).

2.3 Evaluating models versus observations

The observational metrics used here are (i) monthly zonal
mean stratospheric column ozone (SCO), (ii) monthly aver-
aged ozone profiles in the stratosphere, and (iii) daily geo-
graphically resolved total column ozone (TCO) following the
evolution of the Antarctic ozone hole. To avoid confounding
potential errors in the stratosphere with those in the tropo-
sphere, we take the uncommon approach of comparing only
SCO. The SCO data (i) are derived from the work of Ziemke
et al. (2006, 2019) that merges total column ozone data from
the Ozone Monitoring Instrument (OMI) with stratospheric
profile data from the Microwave Limb Sounder (MLS) to
calculate a tropospheric column ozone. Both instruments are
on the NASA Aura satellite (Schoeberl et al., 2004). The
Ziemke data set is geographically resolved, but here we use
only the zonal monthly mean. The zonal mean ozone pro-
file data (ii) are provided in the MLS level 3 gridded data
set ML3MBO3 V004 (Schwartz et al., 2020). We linearly
interpolate the model results to the coarser observational
grids when calculating model–observation differences. The
daily TCO data (iii) are collected by the Total Ozone Map-
ping Spectrometer (TOMS) on the NASA/NOAA Nimbus-
7 satellite (McPeters et al., 1996), the OMI instrument on
the Aura satellite, and the Ozone Mapper and Profiler Suite
(OMPS) on NASA’s Suomi National Polar-orbiting Partner-
ship (NPP) satellite (Flynn et al., 2018). The missing daily
TCO data due to bad orbits and polar night are filled with the
assimilated data from the Modern-Era Retrospective anal-
ysis for Research and Applications (MERRA) (Rienecker
et al., 2011). Based on these daily TCO data, the NASA
Ozone Watch website (https://ozonewatch.gsfc.nasa.gov, last
access: 29 May 2020) compiles the daily records of the
Antarctic ozone hole area (defined as TCO< 220 DU) and
minimum TCO in the Southern Hemisphere (SH). In this
study, we use the data obtained from the Ozone Watch web-

https://doi.org/10.5194/gmd-14-1219-2021 Geosci. Model Dev., 14, 1219–1236, 2021

https://ozonewatch.gsfc.nasa.gov


1222 Q. Tang et al.: Interactive stratospheric ozone (O3v2) in E3SM

Table 1. List of simulation configurations and periods and a brief explanation of their purposes.

Setting Years Purpose

O3v1 AMIP-type 1870–2014 Control run from the E3SMv1 DECK

O3v2 AMIP-type 1990–2014 O3v2 test run

UCI CTM 1990–2017 Same as O3v2 but using ECMWF circulation and a 199 K PSC T threshold

O3v2 F2010 0001–0005 Cess control experiment

O3v2 F2010+4K SST 0001–0005 Cess experiment with +4K SST

site to evaluate model simulations. Table 2 lists the details of
the observational data used here.

3 Performance metrics for stratospheric ozone
simulations

One of our goals is to establish a set of standard climate
model metrics that address the simulation of stratospheric
ozone. Thus, it is important to separate the ozone column
data (in DU, Dobson units, milli-cm-amagats) into strato-
sphere and troposphere (see Ziemke et al., 2019, for deriva-
tion and analysis of the tropospheric column). This is not
typically done, but it is important since tropospheric ozone
has its own driving forces for both trends and interannual
variability. In fact the trends in column ozone over the past
decades appear to be driven by tropospheric ozone (Gaudel
et al., 2018). We also develop metrics based on the profiles
of ozone and the evolution of the Antarctic ozone hole (for
which we use total column ozone). The last ozone metric
that we would like to use is the stratosphere–troposphere ex-
change flux since it is an important link between the two
ozone reservoirs. Unfortunately, we have no direct obser-
vations and rely on model–model comparisons. We should
mention that, alongside different ozone, the new O3v2 pa-
rameterization causes unexpected changes to the dynamics
over the southern polar region. We will discuss these dynam-
ics changes in Sect. 4.

3.1 Stratospheric column ozone

The SCO observations are limited to the range 60◦ S to 60◦ N
where the best satellite observations relying on sunlight are
year-round, and our performance metrics follow this limit.
The multi-year average annual cycle of SCO (zonal means,
month by latitude) are shown in Fig. 1 for the observations
(OMI+MLS) and models (UCI CTM and both EAM ver-
sions O3v1 and O3v2). The multi-year averages include the
specific years 2005–2017 for OMI+MLS and UCI CTM and
SST-forced years 1995–2014 for both EAM versions. The
model simulations are reasonable but with obvious biases:
UCI CTM is systematically low everywhere but matches the
pattern; EAM versions have excellent seasonal phase and

Figure 1. Multi-year mean annual cycle of the zonal mean
stratosphere-only column ozone (SCO, in Dobson units). The SCO
from (a) OMI+MLS observations are for the years 2005–2017; that
from (b) UCI CTM are for the years 2005–2017; and those from
E3SM (c) O3v1 and (d) O3v2 are for the years 1995–2014 as forced
by observed SSTs. Comparison with observed SCO is limited to
60◦ S–60◦ N by the better observational data. (e) The difference in
SCO of O3v2 minus O3v1 for 90◦ S–90◦ N.

magnitude in the tropics but too great magnitudes at high
latitudes. The lower overall SCO outside the tropics seen in
O3v2 versus O3v1 is a closer match to the observations but
is still biased high in the SH. In Fig. 1 we also show the dif-
ference plot of EAM O3v2 minus O3v1 (extended to 90◦ S–
90◦ N). Outside the tropics, the O3v2 SCO is consistently
15–30 DU less than that of O3v1, a direct result of the O3v1
error in overwriting O3 in the lower stratosphere and upper
troposphere.

Climate models often capture the mean better than the
variability. Thus, we create a metric based on the interan-
nual anomalies in the annual cycle as a function of latitude
(standard deviation, SD, of the SCO in DU, Fig. 2). This
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Table 2. List of evaluation data sets.

Instrument Years Specifications Reference

Aura OMI and MLS 2005–2017 1◦, 60◦ S–60◦ N, monthly zonal SCO Ziemke et al. (2019)

Aura MLS 2005–2019 4◦, 82◦ S–82◦ N, < 216 hPa, Schwartz et al. (2020)
monthly zonal O3 profile

Nimbus-7 TOMS, Aura OMI, 1979–2019 Daily O3 hole area, SH minimum TCO https://ozonewatch.gsfc.nasa.gov
Suomi NPP OMPS (last access: 29 May 2020)

allows us to focus on interannual variability in the tropics,
which is presumably QBO-related, and in midlatitudes to
high latitudes, which is presumably related to wintertime po-
lar variations. The observed SD and SCO are for 2005–2017
(black solid line), and for the models we present two different
13-year periods to address the uncertainty in calculating SD
from such a short record. EAM versions use the years 1995–
2007 (dashed) and 2002–2014 (solid), while UCI CTM uses
the specific years 1992–2004 (dashed line) and 2005–2017
(solid). All model results reproduce the general pattern in
observations: peak variability (∼ 7 DU) in the core tropics, a
minimum (3 DU) at 15◦ latitude, and then steadily increasing
back to tropical levels by 60◦. The SD and SCO provide a test
of the interannual variability in the stratospheric circulation.
All simulations overestimate the SD of anomalies near the
Equator, while fluctuating around the observation over the
extratropics, especially in the Northern Hemisphere (NH).
UCI CTM greatly (20 %) overestimates SD in the tropics
and is consistently higher at all latitudes. Both EAM versions
match well in the tropics and northern latitudes but underes-
timate variability in the southern latitudes. There is no clear
separation of O3v2 and O3v1 with this metric. The decadal
variability of this QBO-like interannual variability is seen for
different periods of the same model that differ by up to 20 %
in SD. We cannot expect agreement with observations for a
climate simulation to be better, and thus both O3v1 and O3v2
can be considered a match. The large pre-OMI to post-OMI
shift in UCI SDs may be caused by the ECMWF data as-
similation shift in satellite systems (Wargan et al., 2017), as
this has been documented for the MERRA-2 meteorological
fields (Douglass et al., 2017; Stauffer et al., 2019).

We present a Taylor diagram for the mean annual SCO
cycle [1] and the SD/SCO [2] in Fig. 3a. What is being eval-
uated in [1] is the model simulation of the 2D area-weighted
pattern in Fig. 1, and in [2] the 1D (area-weighted) line plots
in Fig. 2 are evaluated (but for 1995–2014 of the EAM ver-
sions and 2005–2017 of the UCI CTM). The observed pattern
is plotted at the (1,0) reference point. For [1], all models sim-
ulate high correlations (> 0.95), suggesting a well-captured
annual cycle. We expect all stratospheric chemistry models
will do very well on this test because – while this specific
metric has not been used before – all modelers have been
using the “eyeball” metric for decades when comparing with

Figure 2. The SD (in Dobson units) of the zonal mean SCO
monthly anomalies relative to the long-term average in Fig. 1. The
OMI+MLS observations are for years 2005–2017. The model re-
sults show long-term interannual variability and are from two differ-
ent 13-year periods: E3SM data for 1995–2007 (dashed lines) and
2002–2014 (solid lines) and UCI CTM data for 1992–2004 (dashed
line) and 2005–2017 (solid line).

total column ozone in figures similar to Fig. 1. The UCI CTM
scores slightly better than EAM versions because of its su-
perior representation of the high-latitude SCO. For [2], the
root-mean-square errors (RMSEs) (represented by the radius
of the arcs centered on the (1,0) point) are similar for UCI
CTM and O3v1 (radius of 0.75 SD) and best for O3v2 (radius
of 0.50). There is no clear explanation of this improvement in
O3v2 except perhaps that the reduction in lower stratospheric
O3 changed the wave propagation and variability seen in the
southern latitudes. These two metrics are clearly independent
and highlight different aspects of the chemistry–climate sys-
tem. For example, case [2] may highlight errors in using a
pieced-forecast meteorology (UCI) as opposed to one from a
continuously solved dynamical core (EAM).

3.2 Stratospheric ozone profiles

The distribution of O3 within the stratosphere is important
not only as a diagnostic of chemistry and transport but also
as the driver of stratospheric heating. We thus choose a met-
ric based on the Aura MLS observations of the monthly zonal
mean cross section (latitude by pressure) of ozone abundance
(ppm, mole fraction in parts per million) as shown in Fig. 4.
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Figure 3. Taylor diagrams of various data sets. (a) The area-weighted multi-year annual cycle of SCO (Fig. 1) and area-weighted year-to-year
SD of the SCO monthly anomalies (as in Fig. 2 but for different periods: E3SM – 1995–2014; UCI CTM – 2005–2017) with the OMI+MLS
observations as the reference point (1,0). (b) The area-weighted multi-year zonal mean stratospheric ozone abundances (Fig. 4) relative to
the MLS observations. Results are shown only for annual and June means (other months are similar). (c) The area-weighted year-to-year
SD of the zonal mean stratospheric ozone abundances relative to the MLS observations. (d) Daily Antarctic ozone hole diagnostics (Fig. 5)
relative to the NASA ozone watch data. Numbers 1 and 3 are for the daily mean time series, while numbers 2 and 4 represent the daily SD
time series. On all Taylor diagrams, the model SDs are normalized by dividing the SDs of the reference (labeled with units).

Our ozone profile metric includes all 12 months plus the an-
nual mean, but only June and October plus the annual mean
are included in Fig. 4. We avoid the lowermost stratosphere
where zonal variability is large and restrict ourselves to a
pressure range of 100 to 0.2 hPa (approximately 16 to 50 km
altitude). The goal in terms of matching the ozone profiles
(not usually quantified) was to get peak ozone above 10 ppm
at 10 hPa in the tropics and the slightly upturned contours
(i.e., at 5 hPa the 6 ppm contours extend over a wider latitude
range than at 20 hPa). Overall the models match the observed
patterns, including the seasonal upward shift of contours in
the winter (60◦ S in June and 60◦ N in October). This test
emphasizes the region where photochemistry is active (sun-

lit latitudes) and ozone is in a quasi-steady state and little
influenced by transport. Since both UCI and EAM are using
the same chemistry module, they should give nearly identical
results in this test. The chemistry depends somewhat on tem-
perature and that can explain the slightly larger peak tropical
O3 in EAM versions. Poleward of 60◦ transport plays a more
important role, and we see the differences between UCI and
EAM.

In terms of Taylor diagrams, this metric collapses to a
small region, indicating excellent performance (Fig. 3b).
Correlations are close to 1.0 for all simulations, indicating
excellent pattern agreement. Variances are underestimated by
the models, implying that the linearized chemistry is based
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Figure 4. Latitude by pressure plots of multi-year zonal mean stratospheric ozone abundances (in parts per million mole fraction, ppm). The
three columns show the annual mean, June values, and October values (left to right). The rows show MLS (years 2005–2019) observations,
E3SM O3v1 (1995–2014), E3SM O3v2 (1995–2014), and UCI CTM (2005–2017) (top to bottom).

on a more uniform set of background conditions than those
occurring in the stratosphere, and this is to be expected. The
20 % O3 differences between O3v2 and O3v1 in the low-
ermost stratosphere have little impact on this metric, as ex-
pected. If all models used Linoz chemistry, this metric would
not be useful, but since many have their own independent
chemistry modules, we expect this to be a useful check.

The interannual variability of these monthly mean pro-
files is more difficult to reproduce. Here we are not trying
to match specific year-to-year changes but are calculating a
monthly latitude-by-pressure map of the 13-year record of
SD of O3 abundance in ppm at each point. The Taylor dia-
gram for these data (Fig. 3c) shows that all models become
worse than they did for the climatological mean, specifically
with smaller correlations and smaller RMSE. The obvious
explanation is that the interannual variations in the middle
stratospheric consist of both temperature (mapped reason-
ably into O3 variations by Linoz) and chemical variations
(not included in Linoz). This metric is driven by the large in-
terannual MLS variations in the tropical middle stratosphere

(not shown). UCI CTM has a closer match to MLS obser-
vations than either EAM versions both in terms of SD and
correlation. This metric is a difficult one for the models to
have high scores for and clearly separates the two models,
but we will need to add some other models to see how well it
works outside of Linoz chemistry.

3.3 Antarctic ozone hole

The statistics of the evolution of the Antarctic ozone hole
since 1990 have been driven primarily by dynamical vari-
ations because the chlorine levels driving ozone depletion
inside the Antarctic winter vortex have evolved slowly but
have always been above the threshold for creating an ozone
hole within the winter vortex. We thus use the daily ozone
hole diagnostics from the NASA Ozone Watch website for
our metric (see Fig. 5). The two quantities are (i) the area (in
millions of square kilometers) with less than 220 DU in total
column ozone and (ii) the minimum total column ozone (in
DU). The thick lines in Fig. 5 represent the multi-year av-
erage of the daily values, and the shaded areas indicate the
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Figure 5. (a, d) Time series of zonal mean SCO by latitude (unit: DU) showing the Antarctic ozone hole over the years 1995–2014 and
(b, e) daily evolution of the ozone hole from 1 July to 31 December as measured by area (106 km2) and (c, f) minimum total column
ozone (DU). Results are shown for the models E3SM O3v1 (a, b, c) and O3v2 (d, e, f). Results for UCI CTM are not shown because daily
diagnostics were not saved. Observations from the NASA ozone watch data for 1990–2019 are also shown in the two right columns. The
lines indicate the multi-year mean (observations in black and models in blue), and shaded area covers±1 SD.

range of ±1 SD about this average. We show results for the
observations and O3v2 and O3v1. The 20-year time series of
SCO for O3v1 (Fig. 5a) clearly shows the regular occurrence
of the ozone hole with suitable variability, e.g., the minimal
ozone hole in 2003. The parallel difference plot of O3v2
minus O3v1 (Fig. 5d) shows the O3v1 errors in the lower-
most stratosphere as large wintertime biases of excess ozone
column. In O3v2 there is more interannual variability in the
ozone hole with more frequent occurrence of extreme ozone
values, as shown in years 1995 and 2001. The UCI CTM did
not record daily ozone values and cannot be assessed here.

The O3v1 ozone hole area is generally about 30 % smaller
than the observation (Fig. 5b) and also about 30 DU less deep
than observed from August through November (Fig. 5c).
O3v2 clearly matches the observations better both in terms of
area and minimum value. The clear improvement with O3v2
is the onset of the hole, where O3v1 shows almost a 2-week
delay but O3v2 matches the observations. We must be careful
in judging O3v1 because its ozone hole performance could
possibly be tuned with a better PSC temperature threshold.

Overall, the onset and duration of the ozone hole seem rel-
atively unchanged with different E3SM configurations. The
Antarctic stratosphere comes out of wintertime with PSC ac-
tivation of chlorine between 14 and 22 km altitude, and the
Taylor metrics for evolution and decay of the ozone hole are
similar for both (Fig. 3d). We infer that the large-scale dy-
namical conditions associated with the winter polar vortex
are similar in both EAM versions and remain relatively iso-
lated from the changes in the ozone chemistry, unlike the
changes in the lower stratospheric dynamics caused by the
O3v1–O3v2 changes near the tropopause discussed below.

3.4 STE ozone flux

With O3v2 the E3SM model is able to diagnose the STE
ozone flux (Tg O3 per year), which is a key budget term
for tropospheric O3. We can place constraints on the global
mean ozone flux based on proxy relationships with other
trace gases, and this approach gives us a broad range of
400–600 Tg O3 yr−1 (Murphy and Fahey, 1994; McLinden et
al., 2000; Olsen et al., 2001, 2004; Hsu et al., 2005). Unfor-
tunately, using satellite data to resolve the STE ozone flux is
difficult. For example, Hsu et al. (2005) identified a large ap-
parently isolated column ozone anomaly (1.7 Tg O3) as seen
by satellite during an STE event in the eastern Pacific; the
UCI CTM was able to match the anomaly, but in following
the stratosphere–troposphere folding event for several days,
they found that most of the O3 mass remained stratospheric
and that only about 20 % was mixed into the troposphere.
Tang and Prather (2012) evaluated the possibility of quanti-
fying the STE ozone flux with independent ozone measure-
ments from the four Aura instruments. They concluded that
it would be challenging to integrate the flux based only on
the satellite observations. Thus, for STE flux as a function of
latitude and month, we compare across models (in this case
with the UCI CTM).

In O3v2 the net STE ozone flux is calculated from the loss
in the near-surface (lowest 4) atmospheric layers. Ozone is
conserved in the rest of the troposphere and thus the STE flux
is taken up by these lowest layers. It is resolved geographi-
cally and monthly but because of the tropospheric transport
from tropopause to lowest layers, the STE ozone flux di-
agnosed this way will differ from the tropopause-crossing
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Figure 6. Mean annual cycle of the stratosphere troposphere ex-
change (STE) ozone fluxes (unit: Tg O3 per year) in the NH (solid
lines) and SH (dashed lines) for O3v2 (red) and UCI CTM (green).
The lines indicate the climatology mean, and the shaded area covers
the mean±1 SD.

flux in location and with a slight time delay of less than a
month (Jacob, 1999). In the UCI CTM, the STE flux is diag-
nosed at the tropopause as defined by an e90 tracer (Prather
et al., 2011) and is able to resolve the STE fluxes across mul-
tiple tropopauses in the same column (Hsu et al., 2005; Tang
et al., 2013; Hsu and Prather, 2014). Near-surface uptake of
O3v2 ozone is minimal in the tropics, and thus we com-
pare these two modeled STE fluxes as monthly hemispheric
means.

Figure 6 illustrates the multi-year seasonal cycle of the
STE ozone flux in each hemisphere for O3v2 (red) and UCI
(green). The annual mean values are similar in both models:
in the NH (solid lines) these are 215 Tg O3 yr−1 for UCI and
215 for O3v2, and in the SH (dashed) these are 190 and 170.
The seasonal amplitude for UCI is, however, twice as large as
that for O3v2. For O3v2 the NH STE flux (solid lines) maxi-
mizes in May and minimizes in December, while for UCI,
the peak extends to June, and the minimum occurs much
earlier in September–October. The SH flux generally has the
opposite phase to the NH flux, but here the two models sep-
arate in phase by about 4 months. None of these phase dif-
ferences can be accounted for by differences in the methods.
The shaded area about each line represents the ±1 SD about
the multi-year daily average, and both models have similar
year-to-year variability. Values here, ∼ 400 Tg O3 yr−1, fall
at the lower end of the constrained global mean flux. E3SM
O3v2 will now be able to contribute STE ozone fluxes to fu-
ture MIPs (Young et al., 2018).

4 Climate changes from O3v1 to O3v2

The seemingly small changes from O3v1 to O3v2 had a sur-
prisingly large impact on the lower stratosphere (Fig. 7), with
O3v2 having about 20 % less ozone in the lower stratosphere
(Fig. A1), but hardly any change in the troposphere and small
changes in the mid-stratosphere (not shown). In this section,

we will examine the ozone changes between O3v1 and O3v2
in greater details.

4.1 Changes in UT–LS

Figure 7 shows the pressure-by-latitude O3v1 ozone, as well
as O3v2-O3v1 differences in the annual mean and June and
October in the upper troposphere–lower stratosphere (UT–
LS) region (50–400 hPa). The tropopause pressure (green
lines) from the O3v1 simulation is overlaid on the con-
tours to facilitate comparisons. Figure 7a–c illustrate the typ-
ical UT–LS ozone pattern: ozone decreases from the middle
stratosphere to the lower stratosphere with a sharp gradient
across the tropopause. Figure. 7c shows the ozone hole de-
pletion at 70 hPa over the South Pole in October. Compared
to O3v1, O3v2 simulates less ozone throughout the UT–LS
region except in the lower stratosphere over SH high lati-
tudes. The reduction of O3v2 ozone is consistent with the
lack of high-frequency tropopause variability in the O3v1
prescribed ozone climatology data as described in Sect. 2.1.
The positive O3v2–O3v1 change at the SH high latitudes is
caused by more wave activity and meridional transportation
from the middle latitudes to the polar region. The mecha-
nism of this ozone increase is further investigated with the
composite data from years when the O3v2 ozone holes are
substantially weaker with the same PSC temperature thresh-
old as O3v1 (Fig. A2). Strong ozone enhancement occurs at
the SH high latitudes (Fig. A2a) along with temperature in-
creases (Fig. A2b) and polar vortex weakening (Fig. A2c).
It appears that the heating changes near the tropopause lead
to changes in its stability, as shown by the squared buoy-
ancy frequency (N2) (Fig. A2e), altering the wave propaga-
tions as a valve: the enhanced vertical gradient of N2 sup-
presses wave propagation from the troposphere to the strato-
sphere over SH high latitudes (Chen and Robinson, 1992;
Simpson et al., 2009), whereas the decreased N2 gradient
at SH middle-latitude tropopause facilitates the wave propa-
gation carrying the poleward heat flux. The mean Eliassen–
Palm (E–P) flux and its differences in divergence (Fig. A2f)
present a consistent picture as the N2 figure. Similar ther-
mal and dynamical responses to the heating changes near the
tropopause are reported by Hsu et al. (2013) when changing
the ozone production from O2 photolysis in the lower tropi-
cal stratosphere.

The radiative transfer code in E3SM takes into account the
ozone changes (Rasch et al., 2019) and thus responds with
different heating profiles. The total net heating (shortwave +
longwave) results from the E3SM simulations are shown in
Fig. 8 for the UT–LS region. The O3v2 causes slight (up to
a few percent) net cooling around the tropopause at all lati-
tudes (except at SH high latitudes in austral spring-summer
time) and net warming in the lowermost stratosphere in the
annual means. When separating the heating profile changes
into shortwave and longwave (not shown), the cooling signal
near the tropopause is a combination of the cooling in both
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Figure 7. Zonal mean ozone profiles from O3v1 (a, b, c) and O3v2 minus O3v1 (d, e, f) at the upper troposphere and lower stratosphere
(UT–LS) region for annual, June, and October means.

shortwave and longwave, whereas the warming in the low-
ermost stratosphere is because the warming in the longwave
dominates the cooling in the shortwave. The warming near
the tropopause at SH high latitudes is mainly caused by the
shortwave absorption.

The cooling near the tropopause and warming above it
generally lead to a higher tropopause defined by the tempera-
ture lapse rate (Fig. 9). The tropopause changes are greater in
the extratropics when compared to the tropics and even larger
poleward of 60◦ where tropopause variability is greater. The
O3v2 tropopause is generally higher by up to 10 hPa than that
of O3v1 except during a few months over the poles (i.e., July
and August in the Antarctic and December in the Arctic).

4.2 Climate impact

4.2.1 Mean climate

Model development often experiences the dilemma of im-
proving some parts of the model performance at the cost of
deterioration of other parts. The more physical representa-
tions of processes do not necessarily lead to better model per-
formance against observations. Therefore, it is critical to en-
sure that the O3v2 scheme does not cause significant degra-
dation of the simulated mean climate or the climate sensitiv-
ity. Here we apply the same diagnostic to examine the overall
climate performance as was used in the E3SMv1 overview
papers (Golaz et al., 2019; Caldwell et al., 2019). In this
diagnostic (Figs. 10 and 11), we compute the uncentered
RMSE relative to observations for the E3SM models and
30 CMIP5 AMIP models with the PCMDI Metrics Package
(PMP) (Gleckler et al., 2016). The E3SM simulations cover
the period of 1995–2014, while the CMIP5 ensemble cov-
ers the years 1981–2005. The spatial RMSE of the annual
and four seasonal averages for nine variables are presented

as boxes and whiskers for the CMIP5 ensemble, blue dots
for O3v1, and red dots for O3v2. Smaller numbers mean bet-
ter simulations.

For the global comparisons (Fig. 10), at the top-of-
atmosphere (TOA) the radiation variables (Fig. 10a–c) are
similar or slightly better for O3v2 than for O3v1. At the sur-
face, the precipitation (Fig. 10d), surface air temperature over
land (Fig. 10e), and zonal wind stress over ocean (Fig. 10f)
remain relatively unchanged, except slight degradations for
surface air temperature over land during March–May and for
ocean zonal wind stress for December–May. At different lev-
els, the 200 and 850 hPa zonal wind and 500 hPa geopotential
height show small changes in both directions.

Since the O3v2 configuration changes the PSC ozone loss
T threshold, it is expected to have larger impact over the SH
high latitudes. We further analyze the climate impact at 50–
90◦ S (Fig. 11). While other TOA radiation fields are alike,
the longwave cloud radiative effect becomes worse during
December–May, suggesting changes in the high clouds or the
phase partitioning of mixed-phase clouds during this period.
The surface precipitation is similar for all seasons, with the
exception of June–August when the O3v2 result is slightly
improved. Greater changes are found in the thermodynamic
fields due to the climate–dynamics interactions related to the
polar vortex and the ozone hole discussed in the previous
section. The changes to these fields are mostly towards dete-
riorating the simulation.

4.2.2 Climate sensitivity

Besides simulating the mean climate state, quantifying the
climate sensitivities to various forcings is another funda-
mental goal of climate models, providing valuable insights
into climate change and especially future climate projec-
tions. Nowack et al. (2015) shows a strong negative cli-
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Figure 8. The same as Fig. 7 but for total net heating.

mate feedback when including the interactive stratospheric
ozone chemistry in an Earth system model. The negative
feedback reduces the climate sensitivity and is mainly caused
by the changes in longwave radiation associated with the
Brewer–Dobson circulation-driven reduction of ozone and
water vapor at the tropical lower stratosphere and cirrus
cloud changes. Since the tropospheric ozone is prescribed in
E3SMv1 with O3v1, undermining the degrees of freedom of
interactive stratospheric chemistry, the tropopause changes
to the quadrupling CO2 peturbation lacks the proper ozone
responses near the tropopause, leading to uncertainties in the
climate sensitivity derived from such a simulation (Golaz et
al., 2019). We are able to quantify this impact by comparing
the climate sensitivity of using O3v1 versus O3v2.

We opt to perform the Cess experiment (Cess et al., 1989)
to compute the net climate feedback parameter (λ) to facili-
tate the comparisons with the published sensitivities of vari-
ous E3SM configurations (Caldwell et al., 2019). The net cli-
mate feedback parameter is defined as the change in the TOA
radiative imbalance caused by 1 K change in the global mean
surface air temperature. The Cess experiment consists of a 5-
year AMIP-type control simulation and a 5-year AMIP-type
test simulation that is identical to the control but with the
SST increased uniformly by 4 K. Table 3 lists the λ numbers
calculated from the Cess experiments from the present study
and from Caldwell et al. (2019). The high-resolution (0.25◦)
and low-resolution with high-resolution parameters config-
urations are denoted as HR and LRtunedHR, respectively.
With more physical representation of ozone interactions near
the tropopause, the O3v2 leads to a slightly greater (in the
magnitude) λ than the O3v1. The O3v1–O3v2 sensitivity
change is much smaller than changes driven by altering the
horizonal resolution or physical parameters. This result sug-
gests that the high E3SMv1 climate sensitivity (defined as be-
ing proportional to the inverse of λ) is not related to the O3v1
deficiencies. Similar to Nowack et al. (2015), our O3v2 sim-
ulations also show ozone decrease around the tropopause and

Table 3. Net climate feedback parameter (λ, unit: watt per square
meter per K) of different E3SM configurations.

O3v1 O3v2 O3v1 HR O3v1 LRtunedHR

λ −1.36 −1.38 −1.29 −1.20

tropopause lifting at the tropics (see Sect. 4.1). These consis-
tent changes likely hint that the same mechanism (Brewer–
Dobson circulation) is responsible for the E3SM sensitivity
change.

In summary, the E3SM climate representation is slightly
altered (some slight improvements but more small degrada-
tions) with the new O3v2 scheme compared to the default
O3v1 scheme. Nevertheless, the changes do not affect the fi-
delity of either the mean climate or the climate sensitivity of
the simulation.

5 Discussion and conclusions

The E3SMv1 model has built capabilities for climate mod-
elling of the water cycle, biogeochemistry, and cryosphere
(Golaz et al., 2019; Rasch et al., 2019). In a next-stage de-
velopment that focuses on atmospheric chemistry, we re-
examined the current model’s treatment of ozone (O3v1) and
found some errors in the design that led to unphysically large
ozone abundances in the lowermost stratosphere. We cor-
rected this with a new ozone module, O3v2, and document
the results here. We also built some performance metrics for
stratospheric ozone that will become a standard part of E3SM
diagnostics. The UCI model, which uses the same O3 chem-
istry as O3v2 but is driven by ECMWF forecast fields, pro-
duced only slightly better results, indicating the stratospheric
transport in E3SMv1 is reasonably represented. This is some-
what surprising given that the stratospheric transport was not
closely evaluated and tuned for. By adjusting the tempera-
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Figure 9. Zonal mean tropopause changes between O3v2 and O3v1
for annual and monthly means.

ture threshold for PSC formation and thus activation of rapid
chlorine-driven ozone depletion, the Antarctic ozone holes
produced in all three models are close to that observed. The
STE ozone flux resolved by month–latitude in O3v2 is no-
tably different from that in the UCI model, but we have no
observations to evaluate the two, except for the global mean
flux where the two models agree. It would be interesting to
run EAM as an offline CTM driven by reanalysis winds, but
the existing EAM nudging capability (Sun et al., 2019; Tang

Figure 10. Comparison of global uncentered RMSE (1981–2005)
of an ensemble of 30 Coupled Model Intercomparison Project Phase
5 (CMIP5) models (box and whiskers showing the 25th and 75th
percentiles and minimum and maximum) with the two E3SM At-
mospheric Model Intercomparison Project (AMIP) type simula-
tions (O3v1: blue dots; O3v2: red dots). Spatial RMSE against ob-
servations is computed for annual and seasonal averages with the
PCMDI Metrics Package (Gleckler et al., 2016). Fields shown in-
clude (a) top-of-atmosphere (TOA) net radiation, TOA (b) short-
wave and (c) longwave cloud radiative effects, (d) precipitation,
(e) surface air temperature over land, (f) zonal wind stress over
ocean, (g) 200 and (h) 850 hPa zonal wind, and (i) 500 hPa geopo-
tential height. CRE stands for cloud radiative effects, DJF stands for
December–February, MAM stands for March–April, JJA stands for
June–August, SON stands for September–November, and RMSE
stands for root-mean-square error.

et al., 2019) does not support this application. More impor-
tantly, our goal here is to test the free-running climate model.

As we have learned, with changes to physics modules in
an ESM there are climate surprises. The reduced heating in
the midlatitude and high-latitude lower stratosphere changed
the stability (N2) of the region and altered the transmis-
sion of waves into the stratosphere, which in turn altered
the residual circulation and stability of the Antarctic spring-
time stratospheric vortex. This new circulation led to early
breakup of stratospheric vortex and weaker ozone holes in
several years. Such phenomena are similar to those seen in
experiments where changing ozone production in the lower
tropical stratosphere caused a dramatic shift in high-latitude
winter variability (Hsu et al., 2013). The temperatures in the
Antarctic winter stratosphere shifted warmer in O3v2, and
thus to maintain the same region of ozone depletion as O3v1
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Figure 11. The same as Fig. 10 but for 50–90◦ S.

we had to adjust the PSC threshold temperature from 193 to
197.5 K.

Beyond just ozone, we reviewed other climate diagnos-
tics from EAMv1 O3v2, applying the same diagnostics as
in the E3SMv1 overview papers (Golaz et al., 2019; Rasch
et al., 2019; and Caldwell et al., 2019). Globally, the O3v2
and O3v1 climate are almost identical. Over the SH high-
latitudes, however, the changes are greater for some climate
variables connected with the ozone hole changes. In terms
of climate sensitivity, the good news is that the O3v2 ver-
sion is within 2 % of the original O3v1, whereas alternate
E3SMv1 configurations with increased resolution or physi-
cal tunings show distinctly different (6 %–12 %) climate sen-
sitivities. We identified and fixed an error in the stratospheric
ozone model: comparison with new ozone metrics show that
model performance has generally improved, but compari-
son with physical climate metrics shows little change. For
E3SMv1 at least, we find that 20 % of the errors in lower
stratospheric ozone affect wave propagation, the tropopause,
and the stability of the Antarctic stratospheric vortex. While
these are readily detectable, they have much less impact on
the fidelity of the climate simulation, or the climate sensitiv-
ity.
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Appendix A

Figure A1. Relative changes in zonal mean ozone profiles (%) from O3v1 to O3v2 at the UT–LS region (50–400 hPa) for (a) annual, (b) June,
and (c) October means.

Figure A2. Pressure (10–1000 hPa) by latitude (90◦ S–90◦ N) October mean differences between the untuned O3v2 and O3v1 for (a) O3,
(b) temperature, (c) zonal wind, (d) PSC ozone loss tendency, (e) buoyancy frequency squared (N2), and (f) E–P flux vector and divergence.
Results are averaged over the 5 years for which the untuned O3v2 had exceedingly weak ozone holes (1998, 2001, 2007, 2011, 2013). The
untuned O3v2 used the PSC T threshold of 193 K from O3v1, but because of its warmer winter poles, the PSC T threshold was increased to
197.5 K.
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