
Geosci. Model Dev., 13, 3731–3768, 2020
https://doi.org/10.5194/gmd-13-3731-2020
© Author(s) 2020. This work is distributed under
the Creative Commons Attribution 4.0 License.

Global aerosol simulations using NICAM.16 on a 14 km grid spacing
for a climate study: improved and remaining issues
relative to a lower-resolution model
Daisuke Goto1, Yousuke Sato2,3, Hisashi Yashiro1,3, Kentaroh Suzuki4, Eiji Oikawa5, Rei Kudo6, Takashi M. Nagao4,
and Teruyuki Nakajima1

1National Institute for Environmental Studies, Tsukuba, Japan
2Faculty of Science, Hokkaido University, Sapporo, Japan
3RIKEN Center for Computational Research, Kobe, Japan
4Atmosphere and Ocean Research Institute, University of Tokyo, Kashiwa, Japan
5Research Institute for Applied Mechanics, Kyushu University, Kasuga, Japan
6Meteorological Research Institute, Tsukuba, Japan

Correspondence: Daisuke Goto (goto.daisuke@nies.go.jp)

Received: 2 February 2020 – Discussion started: 26 February 2020
Revised: 12 June 2020 – Accepted: 15 July 2020 – Published: 25 August 2020

Abstract. High-performance computing resources allow us
to conduct numerical simulations with a horizontal grid spac-
ing that is sufficiently high to resolve cloud systems on a
global scale, and high-resolution models (HRMs) generally
provide better simulation performance than low-resolution
models (LRMs). In this study, we execute a next-generation
model that is capable of simulating global aerosols using
version 16 of the Nonhydrostatic Icosahedral Atmospheric
Model (NICAM.16). The simulated aerosol distributions are
obtained for 3 years with an HRM using a global 14 km grid
spacing, an unprecedentedly high horizontal resolution and
long integration period. For comparison, a NICAM with a
56 km grid spacing is also run as an LRM, although this hor-
izontal resolution is still high among current global aerosol
climate models. The comparison elucidated that the differ-
ences in the various variables of meteorological fields, in-
cluding the wind speed, precipitation, clouds, radiation fluxes
and total aerosols, are generally within 10 % of their annual
averages, but most of the variables related to aerosols sim-
ulated by the HRM are slightly closer to the observations
than are those simulated by the LRM. Upon investigating the
aerosol components, the differences in the water-insoluble
black carbon and sulfate concentrations between the HRM
and LRM are large (up to 32 %), even in the annual averages.
This finding is attributed to the differences in the aerosol
wet deposition flux, which is determined by the conversion

rate of cloud to precipitation, and the difference between the
HRM and LRM is approximately 20 %. Additionally, the dif-
ferences in the simulated aerosol concentrations at polluted
sites during polluted months between the HRM and LRM are
estimated with normalized mean biases of − 19 % for black
carbon (BC),−5 % for sulfate and−3 % for the aerosol opti-
cal thickness (AOT). These findings indicate that the impacts
of higher horizontal grid spacings on model performance for
secondary products such as sulfate, and complex products
such as the AOT, are weaker than those for primary prod-
ucts, such as BC. On a global scale, the subgrid variabili-
ties in the simulated AOT and cloud optical thickness (COT)
in the 1◦× 1◦ domain using 6-hourly data are estimated to
be 28.5 % and 80.0 %, respectively, in the HRM, whereas
the corresponding differences are 16.6 % and 22.9 % in the
LRM. Over the Arctic, both the HRM and the LRM gen-
erally reproduce the observed aerosols, but the largest dif-
ference in the surface BC mass concentrations between the
HRM and LRM reaches 30 % in spring (the HRM-simulated
results are closer to the observations). The vertical distribu-
tions of the HRM- and LRM-simulated aerosols are gener-
ally close to the measurements, but the differences between
the HRM and LRM results are large above a height of ap-
proximately 3 km, mainly due to differences in the wet depo-
sition of aerosols. The global annual averages of the effective
radiative forcings due to aerosol–radiation and aerosol–cloud
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interactions (ERFari and ERFaci) attributed to anthropogenic
aerosols in the HRM are estimated to be−0.293±0.001 and
−0.919± 0.004 W m−2, respectively, whereas those in the
LRM are −0.239± 0.002 and −1.101± 0.013 W m−2. The
differences in the ERFari between the HRM and LRM are
primarily caused by those in the aerosol burden, whereas the
differences in the ERFaci are primarily caused by those in
the cloud expression and performance, which are attributed
to the grid spacing. The analysis of interannual variability
revealed that the difference in reproducibility of both sulfate
and carbonaceous aerosols at different horizontal resolution
is greater than their interannual variability over 3 years, but
those of dust and sea salt AOT and possibly clouds were the
opposite. Because at least 10 times the computer resources
are required for the HRM (14 km grid) compared to the
LRM (56 km grid), these findings in this study help mod-
elers decide whether the objectives can be achieved using
such higher resolution or not under the limitation of avail-
able computational resources.

1 Introduction

High-performance computing resources allow us to conduct
numerical simulations with a horizontal grid spacing that is
sufficiently fine to resolve cloud systems on a global scale.
Suzuki et al. (2008) first performed a high-resolution global
simulation while explicitly treating aerosol–cloud interac-
tions (ACIs) and reproduced the interactions obtained from
satellite measurements. For the past 10 years, various high-
resolution models (HRMs) have been developed to address
the heretofore unresolved mechanisms related to cloud pro-
cesses; one example of a related outcome is the buffered sys-
tem hypothesis (e.g., Stevens and Feingold, 2009; Malavelle
et al., 2017). When modeling atmospheric pollutants, such as
aerosols and short-lived gases, HRMs are believed to provide
a better simulation performance than low-resolution mod-
els (LRMs). For example, Qian et al. (2010) showed that
simulations of the trace gases and aerosols in the vicin-
ity of Mexico City in March with a 3 km horizontal reso-
lution are far more advantageous than simulations with 15
and 75 km horizontal resolutions; this indicates that a high-
resolution horizontal grid can resolve local emissions and
terrain-induced flows along mountain ridges. Similarly, Ma
et al. (2014) identified that the aerosols and clouds simulated
over the Arctic in April at the finest resolution (10 km) are
closer to the observations than those simulated at a coarser
resolution (ranging from 20 to 160 km). In addition, using
a global model with a horizontal resolution varying from
3.5 to 56 km, Sato et al. (2016) showed that fine-resolution
grids can more realistically resolve low-pressure systems
with vortexes at midlatitudes, which result in the realistic
transport of black carbon (BC) to the Arctic in November,
than can coarse-resolution grids. On a global scale, Sekiya et

al. (2018) employed a global chemical transport model with
an integration period of 1 year and provided a more real-
istic distribution of short-lived gaseous NO2, especially in
urban areas, with a horizontal resolution of approximately
60 km (0.56◦×0.56◦) than with horizontal resolutions of ap-
proximately 110 and 300 km (1.1◦× 1.1◦ and 2.8◦× 2.8◦).
Furthermore, Schutgens et al. (2016) investigated the sub-
grid variability of simulated aerosols with a 10 km resolution
in various domains and noted the importance of a fine grid
sizes, and Goto et al. (2016) showed that 10 km grid sim-
ulations around Japan over an integration period of 3 years
require a regional HRM to properly reproduce the concentra-
tions of aerosols because such high concentrations in urban
areas create health concerns for many people (Ezzati et al.,
2002). The studies mentioned above focused on atmospheric
pollutants and discussed the advantages of HRMs at various
scales and among different seasons; nevertheless, with only
a few exceptions, the models were not executed with hori-
zontal grids finer than 50 km for adequately long periods on
a global scale. For instance, Hu et al. (2018) successfully ap-
plied the Goddard Earth Observing System (GEOS)-Chem
model with a 12.5 km horizontal grid to simulate aerosols
and short-lived gases, and Sato et al. (2018) clarified the ad-
vantages of an HRM using a Nonhydrostatic Icosahedral At-
mospheric Model (NICAM) with a 14 km horizontal grid to
resolve ACIs. However, these two studies focused on study
periods of just 1 year. The 1-year calculation cannot provide
yearly variability; thus, clarifying whether the differences in
the simulated results between HRMs and LRMs are caused
by a difference in horizontal resolution or meteorological
fluctuations among years is difficult. The NASA GEOS-5
aerosol forecasting system has been running at these high
resolutions for several years (e.g., Gelaro et al., 2015), but
to our knowledge, the published literature does not explain
the difference in the simulated results between the HRM and
LRM. As such, the merits of using HRMs with horizon-
tal grid resolutions finer than 50 km to simulate aerosols in
global and climatological fields remain ambiguous. Thus, it
is very important to clarify this issue and to provide scientific
evidence for our future; to achieve this goal, global calcula-
tions of air pollutants must be performed with HRMs using
horizontal grids finer than 10 km.

Therefore, in this study, we investigate how much rela-
tively high-resolution grids can improve the simulation re-
sults of aerosols and their interactions with clouds and ra-
diation fluxes for climatological fields. For this purpose, we
executed a NICAM with aerosol components on a 14 km hor-
izontal grid for 3 years. This 14 km horizontal grid boasts
the finest resolution among all global chemistry models and
is generally finer than most regional chemistry models (Gal-
marini et al., 2018). To effectively show the advantages in the
simulated parameters related to aerosols in the HRM with
a 14 km horizontal grid, we also executed an LRM with a
56 km horizontal grid, which is still finer than most global
aerosol climate models (Myhre et al., 2013; Galmarini et al.,
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2018) but coarser than some of those used for operational
global aerosol forecasting (Sessions et al., 2015). Some is-
sues are still under debate in global aerosol models. For ex-
ample, how well are atmospheric pollutants over the Arc-
tic reproduced (e.g., Shindell et al., 2008)? In addition, why
do most global models overestimate BC (and possibly other
species) in the middle and high troposphere over the re-
mote ocean (e.g., Schwarz et al., 2013)? Finally, what are
the aerosol radiative forcing (ARF) values estimated through
aerosol–radiation interactions (ARIs) and ACIs using global
cloud-system resolving models? Furthermore, it is also im-
portant to quantify the differences caused by the horizontal
grid spacing or yearly variability of the meteorological fields.

In this paper, the models and observation datasets are de-
scribed in Sect. 2. Section 3 demonstrates the results of using
the NICAM coupled to an aerosol module and compares the
results with multiple measurements. The first part of Sect. 3
illustrates the global distributions of meteorological fields
such as winds, precipitation, clouds and radiation, while the
second part shows the results of evaluations with the HRM
and LRM using multiple aerosol measurements. In Sect. 4,
the effects of different grid spacings on the aerosol fields,
model evaluations over the Arctic, ARFs, interannual vari-
abilities over 3-year integration and required computational
resources are discussed. Section 5 provides the summary of
this work and the implications for future research on HRMs
in the context of powerful computational resources.

2 Model descriptions and experimental design

2.1 NICAM

Aerosol simulations were performed with NICAM with
a uniform grid system (Tomita and Satoh, 2004; Satoh
et al., 2008, 2014). The NICAM was executed with un-
precedentedly high resolutions, namely, 0.87 km for 1 week
(Miyamoto et al., 2013) and 14 km for 25 years under At-
mospheric Model Intercomparison Project (AMIP)-like ex-
periments (Kodama et al., 2015), although these studies did
not consider aerosols. Subsequently, Suzuki et al. (2008) first
conducted a global 7 km integration of aerosols for 1 week
in July 2006 and validated the simulated ACIs by compar-
ing them with satellite measurements. Sato et al. (2016) per-
formed a global 3.5 km integration of aerosols for 2 weeks in
November 2011 to focus on the transport and deposition of
BC over the Arctic. Jing et al. (2017) and Sato et al. (2018)
analyzed cloud microphysics parameters simulated using a
NICAM with aerosol components and a 14 km grid spac-
ing for 1 year in 2012. Additionally, to analyze the trans-
port of a simulated tracer in an HRM, Ishijima et al. (2018)
calculated a radon tracer that has a long lifetime in the atmo-
sphere using a NICAM with a 14 km horizontal resolution for
3 years. However, these studies did not elucidate the distri-
butions of the aerosol components on a global scale for more

than 1 year. Therefore, the present study extends these stud-
ies by simulating aerosol components for 3 years to discuss
them climatologically.

The NICAM, which corresponds to a dynamic core, sim-
ulates the basic prognostic variable, such as air tempera-
ture, wind, water vapor, cloud, precipitation and radiation
fluxes, by calculating different processes, such as advection
and diffusion, and the corresponding physics. In this study,
the NICAM developed in 2016 was used as NICAM.16.
The options to use modules for these calculations in running
the NICAM with a 14 km resolution are almost similar to
those used in Kodama et al. (2015). The advection module is
based on Miura (2007) and Niwa et al. (2011), and the diffu-
sion module is the level-2 Mellor–Yamada–Nakanishi–Niino
(MYNN) scheme (Mellor and Yamada, 1974; Nakanishi and
Niino, 2004). The module for calculating the land surface
flux is the Minimal Advanced Treatments of Surface Inter-
action and Runoff (MATSIRO) model with boundary condi-
tions, such as the land cover type, soil type, leaf area index
and ground albedo (Takata et al., 2003). The Model Simula-
tion Radiation Transfer code (MSTRN-X), which is based on
the k-distribution scheme, is adopted for the radiation model
to calculate the radiative fluxes by considering the scatter-
ing, absorption and emissivity of aerosols and clouds and
their absorption by gases (Sekiguchi and Nakajima, 2008).
MSTRN-X also calculates the global, direct and diffuse so-
lar fluxes. The cloud microphysics module is the NICAM
Single-Moment Water 6 (NSW6) scheme (Tomita, 2008),
which prognoses the single-moment bulk amounts of six cat-
egorized hydrometeors, i.e., water vapor, cloud water, rain,
cloud ice, hail and graupel. Cloud water and rain are fully
interactive with cloud condensation nuclei (CCN), which are
online calculated by the parameterization of Abdul-Razzak
and Ghan (2000) as an indirect aerosol effect or aerosol–
cloud interaction. The parameterization of aerosol activa-
tion considers the updraft velocity, aerosol sizes and aerosol
chemical compositions. Even in an HRM, the updraft veloc-
ity tends to be small; therefore, the updraft velocity is also
parameterized by the formulation proposed by Lohmann et
al. (1999) using turbulent kinetic energy, and the minimum
value of the updraft velocity is set to 0.1 m s−1 (Ghan et al.,
1997). The minimum number of CCN is set at 25 cm−3, as
defined in the previous studies (Jing et al., 2017; Sato et al.,
2018). Under high-resolution horizontal grid simulations, a
NICAM does not generally adopt a cumulus parameteriza-
tion or define the cloud fraction (e.g., Satoh et al., 2010;
Goto et al., 2015a, 2019). This study defines a cloud fre-
quency, which is set to 1 when (1) the cloud liquid water
content exceeds 10−3 kg m−3, (2) the cloud optical thick-
ness (COT) exceeds 0.2 or (3) the cloud ice water content
exceeds 10−3 kg m−3; otherwise, it is set to zero. Under the
above conditions as well as the condition where the sum of
all hydrometeors except water vapor exceeds 10−4 kg m−3,
the warm cloud frequency is set to 1 (Sato et al., 2018). The
autoconversion rate from cloud to raindrops is parameter-
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ized by Berry (1967). The simulated relationship between
cloud and precipitation with a 14 km grid spacing has al-
ready been thoroughly evaluated in previous studies (Jing et
al., 2017; Sato et al., 2018). In the sensitivity experiments
for a comparison of aerosol mass concentrations over the
Arctic in Sect. 4.2, a cloud macrophysics module contain-
ing both a large-scale cloud condensation (Le Treut and Li,
1991), instead of the NSW6 cloud microphysics scheme, and
a cumulus parameterization (Chikira and Sugiyama, 2010)
are adopted in the NICAM with 56 km and 220 km grid
spacings. Hereafter, the sensitivity experiments are called
low-resolution model (56 km) with the macrophysics mod-
ule (LRM-macro) and very low-resolution model (220 km)
with the macrophysics module (VLRM-macro). The VLRM-
macro results have been evaluated against measurements in
previous studies (Dai et al., 2014; Goto et al., 2015b; Dai et
al., 2018).

2.2 Aerosol module

The aerosol module, based on the Spectral Radiation-
Transport Model for Aerosol Species (SPRINTARS) (Take-
mura et al., 2005), was implemented in NICAM by Suzuki
et al. (2008), and the results have been sufficiently vali-
dated through previous studies on a global scale with low-
resolution (approximately 200 km) horizontal grids (Dai et
al., 2014, 2018; Goto et al., 2015b) and on the regional scale
with high-resolution (10–25 km) horizontal grids (Goto et al.,
2015a, 2016, 2019); moreover, the results have been vali-
dated on a global scale with horizontal grids at high resolu-
tions (ranging from 3.5 to 14 km) but over a relatively short
period of less than 1 month (Suzuki et al., 2008; Sato et al.,
2016; Goto et al., 2017). The use and applications of this
module are summarized in Goto et al. (2018). The aerosol
module considers major tropospheric aerosol species, i.e.,
BC, particulate organic matter (POM), sulfate, dust and sea
salt. BC is a primary particle that is emitted from anthro-
pogenic sources and biomass burning. One-half of all BC
particles emitted from anthropogenic sources are assumed to
be hydrophobic, whereas the remainder are assumed to be
hydrophilic as internally mixed particles with POM without
any atmospheric aging (Takemura et al., 2005). These emit-
ted aerosols are transported, diffused and removed through
wet deposition in and below clouds by precipitation, dry de-
position and gravitational settling, which are described else-
where in the literature (e.g., Goto et al., 2015a, 2019). Es-
pecially, for the wet deposition of aerosols, the previous ver-
sions of the global climate model with a coarse resolution
were updated to adapt to various assumptions to produce sim-
ulations with a finer resolution (Goto et al., 2019). In the
wet deposition, aerosols coexist in both interstitial and in-
side clouds, and the interstitial fractions of aerosols are tun-
ing parameters and, in this study, set at 0.5 for dust, 0.2 for
sea salt, 0.5 for all POM, 0.9 for external BC and 0.5 for
sulfate. The secondary aerosol sulfate (the main secondary

aerosol considered in this study) is formed from chemical
reactions, namely, the oxidation of SO2 by OH, ozone and
H2O2 in the atmosphere. The three-dimensional distribution
of these oxidants is prescribed from the results of a chemical
transport model, namely, the chemical atmospheric general
circulation model (AGCM) for study of atmospheric envi-
ronment and radiative forcing (CHASER), coupled to a con-
ventional GCM named the Model for Interdisciplinary Re-
search on Climate (MIROC) (Sudo et al., 2002). The sizes
of dust and sea salt are divided into 10 bins (the centers are
from 0.13 to 8.02 µm) and four bins (the centers are from
0.178 to 5.62 µm), respectively, whereas those of BC, POM
and sulfate are assumed to be monomodal with single fixed
sizes (the radii are 0.1 µm for internally mixed BC with POM,
0.08 µm for secondary organic aerosol (SOA), 0.054 µm for
external BC and 0.0695 µm for sulfate) and the width (1.8
for internally mixed BC with POM, 1.8 for SOA, 1.53 for
external BC and 2.03 for sulfate). The sizes and widths are
referred from Hess et al. (1998), Moteki et al. (2007) and
Goto et al. (2008). For internally mixed BC with POM, SOA,
sulfate and sea salt, i.e., hygroscopic particles, the sizes are
functions of the relative humidity (RH) (e.g., Table 2 in Goto
et al., 2011). For all aerosols, their optical products, i.e., their
extinction coefficient and aerosol optical thickness (AOT),
are calculated by their mass concentrations and properties,
such as size, RH and refractive index according to Mie scat-
tering (Sekiguchi and Nakajima, 2008). These optical pa-
rameters at a wavelength of 550 nm are evaluated by mea-
surements. The refractive indexes are 1.53–0.0055i for dust,
1.50–10−8i for sea salt, 1.43–10−8i for sulfate, 1.53–0.006i
for pure POM and 1.75–0.44i for pure BC (Dai et al., 2014).
The refractive indexes for internally mixed BC with POM
are calculated by the volume-weight average. All parame-
ters used in the HRM aerosol module also apply to those
used in the LRM aerosol module. To evaluate the aerosol
direct effect in the NICAM, the instantaneous radiative forc-
ing of the ARIs (IRFari) is online calculated by the differ-
ence in the radiative fluxes with/without aerosol species in
MSTRN-X; the effective radiative forcing of the ARIs due
to anthropogenic aerosols (ERFari) is also calculated by the
difference in the radiative fluxes between two different ex-
periments with/without anthropogenic aerosol species (but
the emissions from biomass burning do not change in our
assumption). In these two experiments with/without anthro-
pogenic sources, the effective radiative forcing of the ACIs
due to anthropogenic aerosols (ERFaci) is also calculated
by the difference in the cloud radiative fluxes; the method
for calculating the ERFaci as an ERFari is derived from
Ghan (2013). Unfortunately, the calculations of the ERFaci
under the preindustrial era and the IRFari associated with
each aerosol component under the present era are performed
for only 1 year because of limitations of available computer
resources. Therefore, the ERFaci value and the IRFari value
associated with each aerosol component are calculated using
the 1-year integration.
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2.3 Experimental design

Numerical experiments with the HRM (14 km horizontal
grid) are carried out for 3 years, and experiments are also car-
ried out with the LRM (56 km horizontal grid) for the same
period. In both the HRM and the LRM, the number of verti-
cal layers is set at 38, which is relatively small but has been
used in previous studies (Kodama et al., 2015; Sato et al.,
2016; Sato et al., 2018). The heights of the layers are 80.8 m
at the bottom to 36.7 km at the top of the model domain; 10
layers are used below a height of approximately 2 km. The
time step is set at 1 min in both the HRM and the LRM,
and the initial conditions are prepared by the meteorologi-
cal fields estimated from the National Centers for Environ-
mental Prediction (NCEP) Final (FNL) (Kalnay et al., 1996;
NCEP, 2000) data on November 2011 for the model spinup.
The analysis is initiated at the beginning of January 2012
and terminates at the end of December 2014. The model runs
without nudging the meteorological fields, i.e., in a free run.
The sea surface temperature (SST) and sea ice are nudged by
the results of the NICAM from Kodama et al. (2015).

The emission amounts of total BC were 5.6 Tg yr−1 from
anthropogenic sources in 2010 according to the Hemispheric
Transport of Air Pollution (HTAP) v2.2 emission inventory
(Janssen-Maenhout et al., 2015) and a climatological average
of 1.8 Tg yr−1 from biomass burning over 2005–2014 from
the Global Fire Emission Database version 4 (GFEDv4; van
der Werf et al., 2017). The interannual variabilities of the
emission from the biomass burning are shown in Figs. S1
and S2 in the Supplement to show impacts of the climatolog-
ical averages on the results in a specific year, indicating that
the impacts can be mostly ignored with only a few excep-
tions: AOT over Canada and Siberia in 2012–2014 average
(mainly Sect. 3.2) and BC mass concentrations over the Pa-
cific and over the Arctic in March–April 2008 (Sect. 4.3).
The injection height is set at the surface for anthropogenic
sources and 1 km for biomass burning in this study. Or-
ganic carbon (OC) is composed of both primary and sec-
ondary components; the emission amounts of primary OC
were 20.3 Tg yr−1 for anthropogenic sources (HTAP v2.2)
and 39.7 Tg yr−1 from biomass burning (GFEDv4). These
OC values are converted by multiplying the corresponding
values for particulate organic matter (POM) by 1.6 for an-
thropogenic sources and 2.6 for biomass burning sources,
whose values are used in several global aerosol models (Tsi-
garidis et al., 2014). SOAs are assumed to be particles by
multiplying the emission fluxes of isoprene and terpenes pro-
vided by the Global Emissions Initiative (GEIA) (Guenther
et al., 1995) using scaling factors. As a result, the amount
of emitted SOAs was 22.2 Tg yr−1, which is comparable
to the best estimates from recent studies (Tsigaridis et al.,
2014). Sulfate is a secondary species formed from a precur-
sor of SO2, of which 108.1 Tg yr−1 is emitted from anthro-
pogenic sources (HTAP-v2.2), 2.2 Tg yr−1 is emitted from
biomass burning (GFEDv4), and 3.1 Tg yr−1 is emitted from

volcanic eruptions (Diehl et al., 2012). Some SO2 is formed
from dimethyl sulfide (DMS), which is mainly emitted from
oceans and is calculated as a function of downward solar
fluxes (Bates et al., 1987); it is estimated to be 26.2 Tg yr−1

(HRM) and 24.9 Tg yr−1 (LRM) in this study. Dust and sea
salt are primary particles, which are calculated inside the
model using the wind speed at a height of 10 m. The emission
flux of dust depends on the cube of the wind speed and empir-
ical coefficients, which are determined by the soil moisture,
the land use, snow cover and tuning coefficients depending
on the region (Takemura et al., 2000). The tuning parameters
used in the HRM also apply to those used in the LRM. Over
the sea surface without sea ice, the emission flux of sea salt
depends on a power of 3.41 (Monahan et al., 1986), which is
comparable to the best estimate of 3.5 (Grythe et al., 2014).
The estimated emission fluxes for dust and sea salt are shown
in Sect. 3. In the preindustrial era to estimate both ERFari and
ERFaci, the emission fluxes from anthropogenic sources and
biomass burning for BC, POM and SO2 are set to zero, but
those from other sources, i.e., all natural sources, are identi-
cal to those used in the present era.

2.4 Data description

Table 1 summarizes the measurements used in this study for
the model evaluation. Satellite observations greatly assist in
better understanding the global model performance of opti-
cal properties. The Moderate Resolution Imaging Spectrora-
diometer (MODIS), a sensor aboard the polar-orbiting satel-
lites Terra and Aqua, observes both aerosols and clouds. The
cloud products, i.e., COT only for warm-topped clouds and
cloud fraction (CF) for all types of clouds, and the aerosol
products, i.e., AOT, in Collection 6 are retrieved with a grid
of 1◦× 1◦ by a NASA algorithm (Platnick et al., 2015a,
b). For clouds, the MODIS-retrieved COT has some pos-
itive biases especially in high latitudes, due to high solar
zenith angle (Grosvenor and Wood, 2014; Lebsock and Su,
2014). For the AOT, the combination method of Dark Tar-
get (DT) and Deep Blue (DB) is used and can retrieve AOTs
even over the desert areas (Levy et al., 2013), but it does
not retrieve AOTs over high-albedo areas covered by snow
and some specific areas, which include Caatinga/Cerrado
surfaces over eastern Brazil in June–July–August and over
Australia in all seasons (Sayer et al., 2014). In addition, the
vertical profiles of the aerosol extinction coefficients are de-
rived from Cloud-Aerosol Lidar with Orthogonal Polariza-
tion (CALIOP)/Cloud-Aerosol Lidar and Infrared Pathfinder
Satellite Observations (CALIPSO) version 3 provided by
the NASA Langley Research Center (LaRC) after an av-
eraging operation with a grid of 1◦× 1◦ under clear-sky
conditions (Winker et al., 2013). The top-of-atmosphere
(TOA) radiation fluxes, i.e., outgoing shortwave radiation
(OSR), outgoing longwave radiation (OLR) and shortwave
and longwave cloud radiative forcing (CRF), prepared by the
CERES_EBAF_Ed2.8 level-3 product are obtained from a
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sensor of the Clouds and the Earth’s Radiant Energy System
(CERES) experiment aboard Terra and Aqua using 1◦× 1◦

grids by considering the diurnal variations of clouds (Loeb et
al., 2009). The Baseline Surface Radiation Network (BSRN)
observes surface radiation fluxes at sites worldwide (Ohmura
et al., 1998). The data collected by the BSRN cover the pe-
riod of 2008–2012; these data are climatologically averaged
while considering missing data and are then converted to the
selected 25 sites (surface solar radiation) and 20 sites (direct
and diffuse radiation) in this study. The reanalyzed wind at
a height of 10 m, which is important for analyzing the emis-
sions of dust and sea salt in the NICAM, is prepared in a
product with a grid of 2.5◦×2.5◦ by the NCEP/National Cen-
ter for Atmospheric Research (NCAR) reanalysis 1 (Kalnay
et al., 1996; NCEP, 2000). Precipitation, which directly
causes the wet removal of aerosols, is compared with a prod-
uct provided by the reanalysis data of the Global Precipita-
tion Climatology Project (GPCP) (Adler et al., 2003). The
abovementioned measurements can provide a global map of
the horizontal distributions of these parameters, whereas the
following measurements are performed at ground-based sites
spread around the world (Fig. 1). The Aerosol Robotic Net-
work (AERONET) (Holben et al., 1998) and SKYNET ra-
diometer network (Nakajima et al., 1996) observe the AOT
at sites worldwide, but only 135 AERONET sites and 5
SKYNET sites are used in this study. For the selection of
these data, monthly mean values are calculated using more
than 90 samples in 1 month, and the annual mean values
are averaged using more than 7 months of data at each site.
The China Aerosol Remote Sensing Network (CARSNET)
also observes the AOT at 50 sites in China (Che et al., 2015)
and directly provides climatological values for the period of
2002–2013. The AOT and extinction values are calculated at
the wavelength of 550 nm in the NICAM, whereas these val-
ues are retrieved at the wavelengths of 550 nm in MODIS,
500 nm AERONET and 532 nm in CALIOP. This study ig-
nores the differences in the AOT values among the wave-
lengths of 500, 532 and 550 nm because the magnitude is
small (less than several percent). In addition, we compared
the simulated AOT and aerosol extinction coefficient under
all-sky conditions with the satellite-retrieved AOT and coef-
ficients under clear-sky conditions because the differences in
the simulated AOT between all-sky and clear-sky conditions
are within 0.01 or 10 % at a global scale (Fig. S3), which is
consistent with the previous study (Dai et al., 2015), but it
should be noted that regionally the differences reach up to
0.1 over some regions, such as the North Atlantic (Fig. S3).
The difference would be generally lower than that between
the NICAM and satellite results. Aerosol mass concentra-
tions are observed by multiple networks, namely, the Inter-
agency Monitoring of Protected Visual Environments (IM-
PROVE) program, European Monitoring and Evaluation Pro-
gramme (EMEP), Acid Deposition Monitoring Network in
East Asia (EANET), China Meteorological Administration
Atmosphere Watch Network (CAWNET) and the Univer-

sity of Miami network. The IMPROVE-observed BC, POM
and sulfate over North America are used at approximately
190 sites, whereas the EMEP-observed BC, POM and sul-
fate over Europe are employed at approximately 50 sites.
Over Asia, the EANET-observed sulfate is used at only 35
sites, whereas the CAWNET-observed BC, POM and sulfate
are used at 14 sites but only in China (Zhang et al., 2012).
The network managed by a group at the University of Mi-
ami releases both dust and sea salt mass concentrations at
sites worldwide (e.g., Prospero et al., 1989), but only the
16 sites shown in Liu et al. (2007) are used in this study.
BC measurements, especially over the Arctic, are obtained
by applying an aethalometer or a particle soot absorption
photometer (PSAP), which may include some biases (Sinha
et al., 2017; Sharma et al., 2017); nevertheless, these mea-
surements can still be a good reference for the evaluation of
global models. Aircraft measurements of BC using a single-
particle soot photometer (SP2; Schwarz et al., 2006) are also
used for a 1-year model evaluation (January, March, June,
August and November) in 2009 over the Pacific Ocean un-
der the High-performance Instrumented Airborne Platform
for Environmental Research (HIAPER) Pole-to-Pole Obser-
vations (HIPPO) campaign (Schwarz et al., 2010; Wofsy et
al., 2012), in March–April 2012 under the Aerosol Radia-
tive Forcing in East Asia (A-FORCE) campaign (Oshima et
al., 2012), and in April–May and July–August 2008 under
the Arctic Research of the Composition of the Troposphere
from Aircraft and Satellites (ARCTAS) campaign (Jacob et
al., 2010). The uncertainties in the observed products used in
this study are shown in each reference.

3 Results

First, the meteorological fields relevant to the aerosol dis-
tribution are compared between the satellite and reanalysis
data. Aerosols are transported in the atmosphere by wind
and are removed from the atmosphere mainly by wet depo-
sition associated with precipitation; however, some aerosols,
i.e., dust and sea salt, are emitted through surface friction by
winds. Therefore, the simulated variables of wind, precipita-
tion and clouds are evaluated. Second, the aerosols simulated
by the HRM and LRM are compared with the multiple ob-
servations described in Sect. 2.4. When measurements are
not available in the model evaluation, only the difference be-
tween the HRM and LRM is discussed.

3.1 Meteorological fields

Figure 2 illustrates the annual, January and July averages
of the wind directions and speeds at a height of 10 m using
the HRM-simulated, LRM-simulated and NCEP-reanalyzed
winds. The global distribution of the statistical metrics, i.e.,
Pearson correlation coefficient (PCC), normalized mean bias
(NMB) and root-mean-square error (RMSE), for the an-
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Table 1. Details of the observation datasets.

Name Product Variables Region Period Reference

MODIS/Terra (MOD)
and MODIS/Aqua
(MYD)

Satellite
Cloud optical thickness (COT),
cloud fraction (CF),
aerosol optical thickness (AOT)

Global (1◦×1◦) 2012–2014 Collection 6 for both clouds and
aerosols retrieved from NASA by Plat-
nick et al. (2015a, b)

CALIOP/CALIPSO Vertical extinction coefficient
for aerosols

Global (1◦×1◦) 2012–2014 Version 3 (Winker et al., 2013)

CERES Top-of-atmosphere radiation
fluxes

Global (1◦×1◦) 2012–2014 CERES_EBAF_Ed2.8 provided by
NASA/LaRC (Langley Research Cen-
ter) Hampton by Loeb et al. (2009)

NCEP
Reanalysis

U and V (wind speed compo-
nents) at a height of 10 m

Global (2.5◦×
2.5◦)

2012–2014 NCEP/NCAR Reanalysis 1:
Surface Flux (NCEP, 2000)

GPCP Precipitation Global (2.5◦×
2.5◦)

2012–2014 Version 2.3 by Adler et al. (2003)

AERONET

In situ measurement

AOT Global 2000–2015 Level 2 daily version 2 by Holben et
al. (1998)

SKYNET Asia and New
Zealand

2005–2015∗ Nakajima et al. (1996)

CARSNET China 2002-2013 Che et al. (2015)

BSRN Surface solar radiation (SSR)
and direct and diffuse radiation
fluxes at the surface

Global 2008–2012 Ohmura et al. (1998)

IMPROVE Aerosol mass concentration at
the surface

United States 2006–2015∗ Malm et al. (1994)

EMEP Europe 2007–2015∗ Tørseth et al. (2012)

EANET Asia 2005–2013∗ EANET (Acid Deposition Monitoring
Network in East Asia; http://eanet.asia,
last access: 19 August 2020)

CAWNET China 2006–2007 Zhang et al. (2012)

University of Miami,
USA

Global Some in the 1980s
and others after
2000

Prospero et al. (1989);
Liu et al. (2007)

EMEP BC mass concentrations at the
surface

Alert, Zeppelin,
Utqiaġvik (for-
merly Barrow)

2007–2011 EMEP database (EBAS; http://ebas.
nilu.no/, last access: 19 August 2020)

CAACP/NAtChem Sulfate mass concentrations at
the surface

Alert 2000–2006 Canadian Arctic Aerosol Chemistry
Program (CAACP) in the National
Atmospheric Chemistry (NAtChem)
Database (http://www.msc-smc.ec.gc.
ca/natchem, last access: 18 February
2010).

EMEP Zeppelin 2005–2013 EMEP database (EBAS; http://ebas.
nilu.no/, last access: 19 August 2020)

Eckhardt et al. (2015) Utqiaġvik 2008–2009 Eckhardt et al. (2015)

HIPPO

Aircraft measurement

BC mass concentrations Pacific Ocean January, March,
June, August and
November in 2009

Schwarz et al. (2010); Wofsy et al.
(2012)

AFORCE East Asia March–April 2012 Oshima et al. (2012)

ARCTAS-A Arctic March–April 2008 Jacob et al. (2010)

ARCTAS-B Arctic and
North America

July–August 2008

∗ The period depends on the site.
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Figure 1. Global distribution of observation sites used in the model evaluation. Detailed information on these sites is provided in Tables S1–
S4 in the Supplement.

nually averaged wind speeds between the NICAM simula-
tions and NCEP reanalysis data are illustrated in the Sup-
plement (Fig. S4). The global annual averages of both the
HRM-simulated and LRM-simulated wind speeds (approxi-
mately 4.2; 4.169 m s−1 for HRM and 4.242 m s−1 for LRM)
are slightly lower than those of the NCEP-reanalyzed wind
speeds (4.487 m s−1). The differences in the wind speed be-
tween the models and NCEP over land are smaller than those
over ocean. The correlations between the NICAM (both the
HRM and the LRM) and NCEP are moderate, with a PCC
of approximately 0.58 (0.577–0.580) for the global averages,
whereas the differences in the PCC between land (0.582 for
HRM and 0.590 for LRM) and ocean (0.576 for HRM and
0.577 for LRM) are small. The global annual average RM-
SEs between the NICAM simulations and NCEP are calcu-
lated to be approximately 1.45 m s−1 (1.446 m s−1 for HRM
and 1.461 m s−1 for LRM), approximately one-third of the
global averages. The RMSEs are relatively high over the
Southern Ocean (45–70◦ S), with values of at most 5.0 m s−1.
The NMBs are calculated to be −7.6 % (HRM) and −5.8 %
(LRM) for the global averages. The RMSE and NMB over
land are smaller than those over ocean. In Fig. 2a–c, the
spatial patterns of the HRM-simulated and LRM-simulated
winds are generally in agreement with those obtained from
the NCEP reanalysis data, although there are some differ-
ences between the models and the NCEP reanalysis. The
difference is predominantly caused by an underestimation
over the Southern Ocean (within 45–70◦ S) with lower cor-
relation (PCC), higher uncertainty (RMSE) and more nega-
tive bias (NMB) than other areas (Fig. S4). More negative
NMB values over land are also found in both HRM and
LRM (Fig. S4g and h), even though the NCEP wind speeds
are generally less than 3 m s−1 over land. In January and
July, the global averages of both the HRM-simulated and the
LRM-simulated wind speeds are also lower than those of the

NCEP-reanalyzed wind speeds by at most 10 %. In January,
the differences in the global averages of wind speed between
the models and the NCEP reanalysis over land are larger than
those over ocean, whereas in July those over land are smaller
than those over ocean. In regions where sea salt is dominant
over the Southern Ocean in both January and July and dust is
the dominant over the Sahara in July, the differences in wind
speeds between the HRM and LRM are relatively large. Al-
though we expected the HRM-simulated wind speeds to be
higher than the LRM-simulated wind speeds, our results do
not confirm this behavior because the wind speed can be in-
fluenced by several complex mechanisms, such as clouds and
radiation.

The precipitation simulated with the NICAM (both the
HRM and the LRM) is generally comparable to the GPCP-
reanalyzed precipitation, especially over the midlatitudes and
high latitudes (Fig. 3a). The strongest precipitation is found
at Intertropical Convergence Zone (ITCZ), where the precip-
itation simulated by the NICAM is overestimated compared
to that reanalyzed by the GPCP, and the HRM-simulated pre-
cipitation is closer to the GPCP-reanalyzed precipitation than
the LRM-simulated one. The annual global mean precipita-
tion rates are 2.64 mm d−1 (HRM-simulated), 2.81 mm d−1

(LRM-simulated) and 2.64 mm d−1 (GPCP-reanalyzed); the
difference arise primarily because the LRM occasionally
provides stronger precipitation along some coastlines than
the HRM (Fig. S5a–c in the Supplement). The HRM pre-
cipitation is closer to the GPCP precipitation than that of the
LRM. Due to the coarseness of the horizontal grid spacing,
the LRM tends to reproduce unrealistically strong convec-
tive clouds compared to the HRM. Such convective clouds
can lead to strong precipitation.

The simulated clouds are also evaluated by zonal av-
erages based on a comparison with satellite observations
(MODIS/Terra and MODIS/Aqua). Because the cloud liq-

Geosci. Model Dev., 13, 3731–3768, 2020 https://doi.org/10.5194/gmd-13-3731-2020



D. Goto et al.: Global high-resolution aerosol simulations by NICAM 3739

Figure 2. Global distributions of the annual, January and July averages of the wind speed at a height of 10 m simulated by the HRM and
LRM and reanalyzed by the NCEP. The colors and arrows represent the wind speed and wind direction, respectively. The model results in
both the HRM and the LRM are horizontally interpolated onto the NCEP grids (2.5◦× 2.5◦). The numbers shown in the upper-right corner
in each panel represent the global averages (90◦ S–90◦ N); those in brackets represent the global land and ocean averages. All units are in
m s−1.

uid water path (LWP) retrieved from satellites is highly
uncertain (e.g., Lebsock and Su, 2014) and the simulated
LWP is strongly correlated to precipitation (not shown), the
comparison of the simulated precipitation shown in Fig. 3a
can be considered one of a validation of cloud parameters.
In Fig. 3b, the warm-topped COTs are shown, and their
global averages are estimated to be 7.9 (HRM), 10.2 (LRM),
15.1 (MODIS/Terra) and 15.0 (MODIS/Aqua). The distri-
butions of both the HRM and LRM results are also not
very close to the MODIS retrievals (Figs. 3b and S5d, e,
f). The possible reasons are the underestimation of warm-
topped COT itself in the NICAM and the overestimation of
warm-topped COT in MODIS, especially in high latitudes
(Grosvenor and Wood, 2014; Lebsock and Su, 2014). An-
other possible reason is that a bias of the simulated cloud
height in the NICAM. The differences in warm-topped COT
(Fig. 3b) between the HRM and LRM are consistent with
those of precipitation (Figs. 3a and S5d, e, f). Figure 3c illus-
trates zonal averages of cloud fraction (CF) for all types of

cloud (not just warm-topped clouds). The global averages of
the CF are 0.63 (HRM), 0.59 (LRM), 0.74 (MODIS/Terra)
and 0.75 (MODIS/Aqua). Both simulated CFs are underesti-
mated compared to the MODIS result, but the HRM results
tend to be closer to the MODIS results than the LRM results
over low latitudes from 30◦ S to 30◦ N as well as high lat-
itudes from 60 to 90◦ N, whereas the LRM results tend to
be closer to the MODIS results than the HRM results over
higher latitudes from 90 to 30◦ S. These differences can be
found in the global distribution shown in Fig. S5g, h, i in
the Supplement. Such discrepancy in clouds between global
models, including the NICAM and the observations, can be
found in previous studies (e.g., Nam et al., 2012; Kodama et
al., 2015); therefore, our case also includes some common
problems.

For aerosol wet removal, the ratio of precipitation to cloud
water (RPCW) is one of the important variables, although
this is not a pure ratio of both variables but the conversion
ratio from cloud to precipitation. The RPCW at a height
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Figure 3. Zonal distributions of the annual averages of (a) precipitation, (b) cloud optical thickness (COT) for warm-topped clouds, (c) cloud
fraction (CF) in all types of clouds, (d) ratio of precipitation to total cloud water (RPCW) at a height of 2 km, (e) shortwave cloud radiative
forcing (SWCRF) and (f) outgoing shortwave radiation flux (OSR) simulated by the HRM and LRM, reanalyzed by the GPCP only in
panel (a), retrieved from both MODIS/Terra (MOD) and MODIS/Aqua (MYD) in panels (b) and (c), and estimated by CERES in panels (e)
and (f). The annual averages of these variables except for CF and COT are calculated by a 3-year integration, whereas those in CF and
COT are calculated by a 1-year integration using 6-hourly instantaneous clouds at 12:00 LT (local time) to more exactly compare them with
the MODIS/Terra observation at approximately 10:30 LT and with the MODIS/Aqua observation at approximately 13:30 LT. The numbers
shown in the captions represent the global and annual averages for NICAM (HRM or LRM) and the reference data. The units are described
in each panel.

of 2 km is calculated online using the model and plotted in
Figs. 3d and S5j, k. The global average of the RPCW at a
height of 2 km is calculated to be 0.143 (HRM) and 0.181
(LRM), which can be explained by the tendency that the
LRM reproduces stronger convective clouds and precipita-
tion, thus providing a quicker conversion from cloud to pre-
cipitation in the LRM than in the HRM. Therefore, the wet
removal rate in the HRM is slower than that in the LRM. This
result is very important for determining the aerosol distribu-
tions.

To further evaluate the climatic impacts of clouds on the
radiation field in the models, the TOA shortwave radiative
fluxes and CRF between the NICAM and the satellite-based
results are shown in Fig. 3e and f. Their global distributions
are shown in the Supplement (Fig. S5l–q). The relevant TOA
parameters for aerosols are the OSR and shortwave CRF
(SWCRF) simulated by the HRM and LRM and retrieved
by CERES. As shown in Fig. 3e and f, the global averages of
these variables in the LRM appear closer to those in CERES
than the averages of the HRM, which is caused by the re-
sults over the midlatitudes from 60 to 30◦ S or from 60 to
30◦ N, where the CF in the LRM is close to the MODIS re-
sults shown in both Figs. 3c and S5l–q. Over the low latitudes

from 30◦ S to 30◦ N, where the CF in the HRM is close to
the MODIS results shown in Fig. 3c, the global distributions
of the simulated SWCRF and OSR in the HRM are much
closer to the those in CERES than those in the LRM shown
in Figs. 3e–f and S5g–i. Interestingly, these shortwave ra-
diative fluxes in both the HRM and LRM are closer to the
fluxes retrieved by CERES than those shown in the NICAM
without aerosol components by Kodama et al. (2015). This
finding indicates that aerosols and their interactions with
clouds primarily affect low-level clouds (mainly water-phase
clouds) and provide better results than previous results with-
out aerosols. Such effects were considered in a very recent
study by Kodama et al. (2020). Although there are some dif-
ferences between the NICAM and CERES, these estimates
are generally within multi-model uncertainties (8 W m−2 for
the SWCRF and up to 11 W m−2 for the longwave cloud ra-
diative forcing; LWCRF) derived from the current global cli-
mate models (Lauer and Hamilton, 2013).

To perform a precise validation of radiative fluxes, the sur-
face shortwave radiative fluxes simulated by the NICAM are
evaluated using in situ observations in Fig. 4, which illus-
trates the scatterplots of the surface solar radiation (SSR)
and direct and diffuse radiation between the observations and

Geosci. Model Dev., 13, 3731–3768, 2020 https://doi.org/10.5194/gmd-13-3731-2020



D. Goto et al.: Global high-resolution aerosol simulations by NICAM 3741

NICAM simulations under all-sky conditions at the ground-
based BSRN sites (nearly 20 sites around the world, i.e.,
North America, Europe, north Africa, Asia and Oceania).
The NICAM-simulated SSRs are very similar to the observa-
tions, exhibiting high PCCs (PCC of 0.89 in both the HRM
and the LRM), a low NMB in both models (NMB of 1.1 %
in the HRM and NMB of −0.3 % in the LRM) and low un-
certainties signified by small RMSEs (RMSE of−32 W m−2

in both the HRM and the LRM). When the SSR is decom-
posed into direct and diffuse fluxes, however, the NICAM-
simulated direct radiation fluxes are overestimated compared
to the observations, while the NICAM-simulated diffuse ra-
diation fluxes are underestimated. The correlations of these
decomposed radiation fluxes are still high, except for the dif-
fuse radiation in the LRM (PCC of 0.63, which is still moder-
ate). Moreover, the biases of the decomposed radiation com-
ponents are much larger than the bias of the SSR; the NMBs
in the direct radiation are 28.2 % (HRM) and 26.7 % (LRM),
whereas those in the diffuse radiation are −18.3 % (HRM)
and −20.4 % (LRM). The differences in the SSR between
the HRM and LRM are very small, but the HRM-simulated
direct and diffuse radiation fluxes are slightly better than the
LRM-simulated radiation fluxes. These results at the surface
may not be consistent with the results of the clouds and TOA
radiation fluxes shown in Fig. 3e and f, respectively, which
is likely because the number of samples from the BSRN in
Fig. 4 is smaller than that of the satellites in Fig. 3e and f.
In addition, the BSRN sites do not cover the oceans, which
cover a considerable proportion of the globe, thereby not ex-
actly being consistent with the global average obtained from
the satellites. Nevertheless, considering the model perfor-
mance, the simulated clouds and radiation fluxes are gener-
ally acceptable for use in global aerosol simulations with a
climate model.

3.2 Aerosol fields

Figure 5 shows the global distributions of the annual, January
and July averages of the HRM-simulated, LRM-simulated,
MODIS/Aqua-retrieved and MODIS/Terra-retrieved AOTs.
The global annual averages of the HRM-simulated AOT
(0.175) and the LRM-simulated AOT (0.170) are within
the differences between the MODIS/Aqua-retrieved AOT
(0.163) and MODIS/Terra-retrieved AOT (0.184). The same
tendencies are also found over land (0.157 for HRM,
0.152 for LRM, 0.145 for MODIS/Aqua and 0.166 for
MODIS/Terra) and ocean (0.227 for HRM, 0.221 for LRM,
0.217 for MODIS/Aqua and 0.234 for MODIS/Terra). Re-
gionally, however, the spatial distributions of both the HRM-
simulated and LRM-simulated AOTs are different from those
of the MODIS-retrieved AOTs. In the Southern Ocean, for
example, the NICAM-simulated AOT is overestimated com-
pared to the MODIS-retrieved AOT by at most 0.2. In July,
the NICAM-simulated AOT over the Arabian Sea is largely
overestimated compared to the MODIS-retrieved AOT. Over

land, where the MODIS-retrieved AOT is the most uncer-
tain, the NICAM-simulated AOT is overestimated in the Sa-
haran Desert in July and underestimated in China in January.
As a result, over land, both the HRM-simulated and LRM-
simulated AOTs are underestimated in January and overesti-
mated in July in comparison with the MODIS retrievals. Over
Canada and Siberia where biomass burning often occurs in
summer, the NICAM-simulated AOT tends to be largely un-
derestimated compared to the MODIS retrievals, partly due
to use of climatological emission inventories for the biomass
burning as pointed out in Sect. 2.3 and Fig. S2. The global
distributions of the statistical metrics, i.e., PCC, RMSE and
NMB, for the annually averaged AOTs between the NICAM
simulations and MODIS/Aqua retrievals are shown in the
Supplement (Fig. S6). The correlations between the NICAM
(both the HRM and the LRM) simulations and MODIS/Aqua
data are moderate with a PCC of approximately 0.47 (0.470
for HRM and 0.473 for LRM) for the global averages, PCCs
ranging from 0.463 (LRM) to 0.473 (HRM) for the land aver-
ages and PCCs ranging from 0.480 (HRM) to 0.499 (LRM)
for the ocean averages. The spatial distribution of the PCC
shows mostly positive values but displays negative values in
some regions, such as eastern Europe and oceans, at high
latitudes. The global annual average RMSEs between the
NICAM simulations and MODIS/Aqua retrievals are calcu-
lated to be 0.134 and 0.140 (HRM and LRM, respectively),
which are lower than the global AOT averages (0.175 for
HRM and 0.170 for LRM). The RMSEs are higher than those
in other regions with relatively high AOTs, such as west-
ern Africa and western Asia near the Arabian Sea, over the
oceans within 45–70◦ S, where the NICAM-simulated sea
salt seems to be overestimated, and in eastern China and cen-
tral Russia where the NICAM-simulated AOT is highly un-
derestimated compared to the MODIS-retrieved AOT. The
RMSEs over land (0.210 for HRM and 0.222 for LRM) are
higher than those over the oceans (0.095 for HRM and 0.096
for LRM), primarily because the AOTs over the oceans are
lower than those over land but also because those over deserts
are higher due to the presence of dust. The NMBs are calcu-
lated to be 6.8 % (HRM) and 3.7 % (LRM) for the global
averages, 4.5 % (HRM) and 1.9 % (LRM) for the land aver-
ages and 7.9 % (HRM) and 4.6 % (LRM) for the ocean aver-
ages. High positive biases are found in the same regions with
relatively high RMSEs. In the regions where both the bias
and the uncertainty are high, the differences in the RMSE
and NMB between the HRM and LRM are small; therefore,
the high bias and high uncertainty in western Africa, western
Asia, the North Atlantic and the oceans within 45–70◦ S can-
not be solved by employing finer horizontal resolutions. As
mentioned in Sect. 2.4, because the NICAM-simulated AOT
under the all-sky condition and the MODIS-retrieved AOT
under the clear-sky condition are compared, the differences
in the AOT between the NICAM and MODIS may be partly
explained by the differences in the AOT between under the
all-sky and clear-sky conditions, especially over the North
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Figure 4. Scatterplots of the (a, d) surface solar radiation (SSR), (b, e) direct and (c, f) diffuse radiation fluxes between the BSRN measure-
ments and NICAM simulations (HRM and LRM) for global annual averages. The different colors and marks reflect the sites in the different
regions explained in panel (a). The numbers located in the upper-left corner in each panel represent the statistical metrics: the sampling
number (N ), PCC, RMSE and NMB. All units are in W m−2.

Atlantic where the HRM-simulated AOT under the all-sky
condition is larger than that under the clear-sky condition by
up to 0.1 (Fig. S3). Over the oceans within 45–70◦ S, how-
ever, there are no clear tendency, with a mixture of positive
and negative biases (Fig. S3). The largest difference in the
NMBs between the HRM and LRM is found in the vicinity
of the western Pacific and the northern Indian Ocean, where
the difference in the precipitation between the two is also
large, which is partly shown in Fig. 2a. In these regions, al-
though the AOTs and their RMSEs are lower than those in
other regions, aerosols could be important because they act
as a main trigger for the onset of the monsoon season (e.g.,
Li et al., 2016) and because sporadic biomass burning occurs
throughout the dry season.

Although polar-orbiting satellites cover large areas and
provide global AOT distributions, the accuracy of satellite-
retrieved AOTs is lower than that retrieved from ground-
based measurements. Figure 6 shows scatterplots of the
AOTs between the NICAM simulations and in situ obser-
vations, including AERONET, SKYNET and CARSNET,
whose site locations are shown in Fig. 1. A comparison of
the AOTs between the NICAM simulations and satellite re-
trievals shows almost no differences between the HRM and
LRM, but a comparison with in situ measurements shows dif-
ferences between the HRM and LRM. The HRM-simulated
AOTs have a higher correlation (PCC of 0.471), lower uncer-

tainty (RMSE of 0.21), and lower bias (NMB of −20.2 %)
in the annual averages than the LRM-simulated AOTs with
PCC of 0.356, RMSE of 0.24 and NMB of −26.6 %. Fur-
thermore, the tendencies obtained in the annual averages are
similar to those obtained in the January and July averages.
When the HRM-simulated AOTs with a grid converted to
0.5◦× 0.5◦ by averaging 16 pixels of 0.125◦ grids are eval-
uated using the in situ measurements, the statistical metrics
are worse than those in the original grids, i.e., lower PCC
(−0.014), higher RMSE (0.003) and larger NMB (−0.8 %)
with regard to the annual averages (Table S5), but still higher
than those in the LRM results. This finding suggests that the
0.5◦ grid is not fine enough to correspond to the represen-
tative value at the observation sites and the differences in
AOTs between the HRM and LRM are not due to the grid
conversion but the model resolution itself. More details of
the differences between the HRM and LRM are discussed in
Sect. 4.1.

To further investigate these differences in the aerosol com-
ponents, the mass loadings of the aerosol components are
directly compared between the HRM and LRM in Fig. 7.
For additional references, the differences in the decomposed
AOT components as well as the aerosol surface mass concen-
trations between the HRM and LRM are shown in Figs. S7
and S8 in the Supplement. The global and annual differences
in the dust mass loadings are very small (0.32 mg m−2 or
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Figure 5. Global distributions of the annual, January and July averages of the AOT simulated by the HRM and LRM and retrieved from
MODIS/Aqua (MYD) and MODIS/Terra (MOD). The model results for both the HRM and LRM are horizontally interpolated onto the
MODIS grids (1◦× 1◦). The numbers shown in the upper-right corner in each panel represent the annual and semi-global averages (60◦ S–
60◦ N); those in brackets represent the global land and ocean averages.

0.6 %), although the regional differences are not small in
the outflow regions, such as the Arabian Sea. The differ-
ence in the sea salt mass loadings between the HRM and
LRM is larger than that in the sea salt AOTs (Fig. S7c in
the Supplement) by more than a factor of 2, which prob-
ably cancels the difference in the mass loadings by the
RH difference. The difference in the sulfate mass loadings
(−0.48 mg m−2 or −15.7 %) is larger than that in the sul-
fate AOTs (−11.3 %) shown in Fig. S7d in the Supple-
ment. The carbon components can be decomposed into POM,
water-soluble BC (WSBC) and water-insoluble BC (WIBC).
The global and annual averages of the differences in these
mass loadings between the HRM and LRM are all negative
and are calculated to be −0.20 mg m−2 (−9.9 %) for POM,
−0.01 mg m−2 (−10.4 %) for WSBC and −0.04 mg m−2

(−32.1 %) for WIBC. The regional differences in POM and
WSBC are noticeable near the source regions, whereas those
in WIBC are found to be not only near the source regions
but also largely distributed even throughout the Arctic. These
comparisons of aerosol mass loadings show that the differ-
ences in the components, especially WIBC, sulfate, WSBC
and POM, between the HRM and LRM are remarkable.

The global budgets of these aerosols are summarized in
Table 2, which includes the mass loading or column density,
chemical budget (emissions and deposition through dry pro-
cesses, gravitational settling and wet processes) and atmo-

spheric lifetime. To support the analysis, global distributions
of the differences in these budgets between the HRM and
LRM are shown in the Supplement (Figs. S9–S16). These
values of the global budgets are generally within the vari-
abilities and uncertainties estimated by other global models
(e.g., Textor et al., 2006), except for the lifetimes of some
aerosols. The lifetime is defined as a ratio of column bur-
den to emission or total deposition fluxes in a global aver-
age (e.g., Seinfeld and Pandis, 2006; Textor et al., 2006);
therefore, the differences in the lifetime between the HRM
and LRM are caused by those in the column burden or the
emission flux. The global annual sums of the emission fluxes
are almost identical to those of the total deposition fluxes in
global annual averages for usual global models (e.g., Textor
et al., 2006; Matsui and Mahowald, 2017). While the differ-
ences in the emission fluxes of POM, BC, WSBC and WIBC
between the HRM and LRM are almost zero (relative differ-
ence of less than 1 %, as shown in Table 2 and Fig. S9), those
for dust, sea salt and the sulfate are not zero (relative dif-
ference of more than 3 %, as shown in Table 2 and Fig. S9)
because these emissions are calculated online. This means
that the differences in the lifetimes of POM, BC, WSBC and
WIBC between the HRM and LRM are mainly caused by
the differences in the column burdens, whereas differences
for dust, sea salt and sulfate are caused by differences in both
their column burdens and their emission fluxes.
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Figure 6. Scatterplot of the AOT at a wavelength of 500 nm between satellite measurements (AERONET, SKYNET and CARSNET) and
the NICAM (HRM and LRM) simulations for the annual, January and July averages. The different colors and marks reflect the sites in the
different regions explained in panel (a). The numbers located in the upper-left corner in each panel represent the statistical metrics: N , PCC,
RMSE and NMB. The statistical metrics are also shown in Table S5. The sites used for the comparison are shown in Fig. 1.

Figure 7. Global distribution of the differences in the mass loadings of (a) dust, (b) sea salt, (c) sulfate, (d) POM, (e) WSBC and (f) WIBC
between the HRM and LRM (LRM minus HRM) for the annual averages with a grid of 0.5◦× 0.5◦. The numbers shown in the upper-right
corner in each panel represent the annual and global averages of the difference in units of mg m−2, and the numbers in brackets represent the
annual and global averages of the relative difference in units of %.
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Table 2. Global aerosol budgets simulated by the HRM and LRM.

Species Parameter HRM LRM DIF* Reference

Dust Column (Tg) 27.08 27.01 0 15.8 (6.8–29.5)k, 19.20 (11.5–26.9)a, 28.5b

Emission (Tg yr−1) 1805 1911 6 1123 (514–4313)k,1840 (938–2742)a, 2677b

Dry deposition (Tg yr−1) 342 363 6 396 (37–2791)k

Grav. deposition (Tg yr−1) 634 663 5 314 (22–2475)k

Wet deposition (Tg yr−1) 825 880 7 357 (295–1382)k

Lifetime (d) 5.49 5.17 −6 3.9b, 4.14 (2.36–5.92)a, 4.6 (1.6–7.1)k

Sea salt Column (Tg) 5.60 5.42 −3 5.62l, 6.8c, 7.52 (3.5–11.6)a, 13.6b

Emission (Tg yr−1) 8856 9624 9 805 (378–1233)e, 3529l, 4015.5c, 5039b, 10 200d, 16 600± 199 %a,
Dry deposition (Tg yr−1) 2272 2169 −5 1313l

Grav. deposition (Tg yr−1) 1998 1951 −2 327l

Wet deposition (Tg yr−1) 4586 5504 20 1889l

Lifetime (d) 0.23 0.21 −11 0.03-1.59a, 0.48 (0.20–0.76)a, 0.62c, 0.80l, 0.98b

Sulfate Column (TgS) 0.38 0.32 −16 0.59 (0.34–0.93)j, 0.66 (0.50–0.83)a

Production (TgS yr−1) 58.4 56.7 −3 37.6–61.1m, 44.0b

from the gas phase 16.8 16.1 −4 6.2l–17.4m

from the aqueous phase 41.7 40.6 −3 21.1m–58.8l

Dry deposition (TgS yr−1) 3.9 3.6 −8 5.8–7.6m

Grav. deposition (Tg yr−1) 0.5 0.4 −8 0.0m

Wet deposition (TgS yr−1) 52.0 50.4 −3 31.8–53.5m

Lifetime (d) 2.38 2.05 −14 3.3b, 4.12 (3.4–4.9)a

POM Column (Tg) 1.04 0.94 −10 1.2n, 1.6 (0.8–2.6)i, 1.70 (1.24–2.16)a,
Emission (Tg yr−1) 82.2 81.9 0 96.6 (71.5–121.7)a

Dry deposition (Tg yr−1) 6.3 6.6 4 approximately 15 (0.2–28)i

Grav. deposition (Tg yr−1) 3.7 3.9 5
Wet deposition (Tg yr−1) 72.6 71.4 −2 approximately 90 (approximately 50–140)i

Lifetime (d) 4.60 4.17 −9 5.3n, approximately 6 (approximately 4–8)i, 6.54 (4.77–8.31)a

BC Column (Tg) 0.13 0.10 −23 0.11b, 0.22n, 0.24 (0.14–0.34)a

Emission (Tg yr−1) 7.3 7.3 −1 11.9 (9.2–14.6)a

Dry deposition (Tg yr−1) 0.8 0.8 −1
Grav. deposition (Tg yr−1) 0.2 0.2 1
Wet deposition (Tg yr−1) 6.3 6.3 −1
Lifetime (d) 6.37 4.96 −22 < 5f,g, 5.0b, 6.4n, 7.12 (4.77–9.47)a, 7.4h

WSBC Column (Tg) 0.06 0.05 −11 0.19n

Emission (Tg yr−1) 4.5 4.5 −1
Dry deposition (Tg yr−1) 0.4 0.4 3
Grav. deposition (Tg yr−1) 0.2 0.2 1
Wet deposition (Tg yr−1) 3.9 3.9 −1
Lifetime (d) 4.78 4.29 −10 6.4n

WIBC Column (Tg) 0.07 0.05 −33 0.03n

Emission (Tg yr−1) 2.8 2.8 −1
Dry deposition (Tg yr−1) 0.4 0.4 −4
Grav. deposition (Tg yr−1) 0.0 0.0 −6
Wet deposition (Tg yr−1) 2.4 2.4 0
Lifetime (d) 8.95 6.04 −33 1.0n, 1.0–1.7o, 9.6 (w/o aging)o

∗ DIF is defined as (LRM – HRM)/HRM in percent. a Textor et al. (2006). b Matsui and Mahowald (2017). c Bian et al. (2019). d Grythe et al. (2014). e Partanen et al. (2014). f

Lund et al. (2018). g Samset et al. (2013). h Shindell et al. (2008). i Tsigaridis et al. (2014). j Myhre et al. (2013). k Huneeus et al. (2011). l Takemura et al. (2000). m Goto et
al. (2011). n Chung and Seinfeld (2002). o Goto et al. (2012).
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The lifetime of sea salt is approximately 0.2 d (both the
HRM and the LRM), which is at the lower limit of prior
studies (0.20–0.98 d by Textor et al., 2006; Matsui and Ma-
howald, 2017; Bian et al., 2019). Among the differences in
the budgets between the HRM and LRM, those of the wet de-
position flux of sea salt are large over the most of ocean and
estimated to be 20 % globally (Table 2 and Fig. S11c). This
is mainly due to the larger RPCW values shown in Fig. 3d.
For dust, the differences in the dust column and budgets as
well as the lifetime between HRM and LRM are very small
in a global average (Table 2) but regionally large (Fig. S10).
Because the lifetimes of POM and BC are within the vari-
abilities reported from previous studies, the wet deposition
fluxes, especially over the oceans, seem to be larger (Table 2
and Figs. S13 and S14), which is consistent with the results
of sea salt and mainly due to the larger RPCW values. The
lifetimes of WIBC are comparable to those proposed by a
previous study by Goto et al. (2012) but much longer than
that of the previous studies that considered the atmospheric
aging (Chung and Seinfeld, 2002; Goto et al., 2012). The
differences in the lifetimes between the HRM and LRM are
large and estimated to be −22 % for BC, −10 % for WSBC
and −33 % for WSBC globally. The differences in their life-
times or their column burdens between the HRM and LRM
are mainly caused by wet deposition (Table 2 and Figs. S14,
S15 and S16). The wet deposition fluxes for aerosols in the
HRM are generally smaller than those in the LRM, because
the RPCW values in the HRM are smaller than those in the
LRM. Therefore, over the outflow region, the wet deposition
fluxes for BC, WSBC and WIBC in the HRM are smaller
than those in the LRM. However, over land where the aerosol
concentrations are large, the wet deposition fluxes in the
HRM are larger than those in the LRM because the wet de-
position fluxes are proportional to the aerosol concentrations
(e.g., Seinfeld and Pandis, 2006). Near the source region of
BC, for example, in China, wet deposition in the HRM is
larger than that in the LRM (Fig. S14), mainly due to the
larger concentrations, even though the RPCW values in the
HRM are larger than those in the LRM.

The lifetimes of sulfate are estimated to be 2.38 d (HRM)
and 2.05 d (LRM), which are smaller than those (ranging
from 3.3 to 4.9 d) in the literature (Textor et al., 2006; Matsui
and Mahowald, 2017). Sulfate aerosols are produced through
SO2 oxidation in the gas and aqueous phases. The sulfate
production through both phases in the HRM is generally
larger than in the LRM. The global annual relative differ-
ences through the gas and aqueous phases between the HRM
and LRM are estimated to be −0.5 TgS yr−1 (−3.6 %) and
−1.1 TgS yr−1 (−2.5 %) (Table 2, Fig. S9c and d), but their
differences vary regionally, especially in east Asia. These dif-
ferences between the HRM and LRM can be explained by the
concentrations of both SO2 and clouds, although the HRM-
simulated clouds tend to be smaller than the LRM clouds,
as shown in Fig. 3. Therefore, these differences between the
HRM and LRM are solely due to SO2 concentration. This

is also why the sulfate production rates through both the gas
and aqueous phases in the HRM are greater than those in the
LRM (Fig. S9d and e). As a result, the HRM-simulated sul-
fate concentrations increase, but the wet deposition for sul-
fate in the HRM is larger than that in the LRM (Table 2 and
Fig. S12), as explained for BC that the wet deposition fluxes
are proportional to the aerosol concentrations, even though
the RPCW values in the HRM are larger than those in the
LRM. In the end, the HRM-simulated sulfate in terms of the
column burden is larger than in the LRM by 16 % in a global
average (Table 2), which mainly determines the differences
in the lifetimes for sulfate. Therefore, the impact of the hori-
zontal resolution (14 and 56 km grid spacings), which deter-
mines the meteorological parameters including wind, vertical
mixing, diffusion, clouds and precipitation fluxes, on dust is
very small, but sea salt, sulfate and BC are strongly influ-
enced.

Because almost all aerosols are emitted from the sur-
face, evaluations of the surface mass concentrations of those
aerosols are important. The Supplement (Fig. S8) shows the
global distributions of the differences in the annual aver-
ages of the aerosol surface mass concentrations between the
HRM and LRM. Compared to the differences in the AOTs
(Fig. S7) and mass loadings (Fig. 7), the differences in the
surface mass concentrations are generally smaller but have
different signs for carbonaceous aerosols, i.e., POM, WSBC
and WIBC. This is probably because the NICAM-simulated
biomass burning-emitted aerosols, i.e., parts of carbonaceous
aerosols, are ejected at a height of 1 km (not the surface). For
dust, sea salt and sulfate, the horizontal patterns of the differ-
ences in their surface mass concentrations between the HRM
and LRM are similar to those of the AOTs and mass loadings.
The simulated surface mass concentrations are evaluated by
the measurements described in Sect. 2.4, and the results are
shown in Figs. 8 and 9, which illustrate scatterplots of the
annually averaged surface mass concentrations of the aerosol
species between the satellite measurements and NICAM sim-
ulations. The annual averages of three compounds, i.e., sul-
fate, BC and POM, are compared over North America, Eu-
rope and Asia, whereas not only the annual averages but also
the January and July averages of dust and sea salt are com-
pared at sites worldwide due to their large seasonal variabili-
ties. The statistical metrics for the comparison are also shown
in Tables S6 to S8. The model results in both the HRM and
the LRM exhibit a high correlation, low uncertainty and low
bias, except for the relatively high negative bias for BC and
POM with NMBs ranging from 46 % to 56 %. Although the
differences in the statistical metrics between the HRM and
LRM are very small, the metrics of the HRM are generally
better than those of the LRM. As mentioned in the AOT com-
parison using in situ measurements, although a 0.5◦ grid may
not be fine enough to represent the observation sites, the dif-
ference between the HRM and LRM is not due to the analysis
grid size but the model resolution itself (Table S6). BC and
most POM simulated in the NICAM are primary compounds
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that tend to be localized near the source region; thus, the sim-
ulated BC and POM distributions with finer grid spacing are
expected to be better. The differences in the simulated sul-
fate, which is a secondary component, between the HRM and
LRM are caused both by differences in the transport of SO2
and sulfate and by the cloud distributions related to sulfur
chemistry (Goto et al., 2015b). The lower conversion ratio of
the simulated precipitation to the simulated clouds (Fig. 3d)
in the HRM than that of the LRM results in a longer lifetime
for sulfate (Table 2) and provides larger values for the HRM-
simulated sulfate. Even the HRM provides large underesti-
mations of the simulated BC and POM, which is mainly be-
cause of their underestimation in China. The possible reasons
for this phenomenon are probably the underestimation of BC
and POM emissions and possibly the excessive localization
of measured values. These findings are consistent with the
results of the AOT underestimation in Asia (Fig. 6).

The annual and January averages of both the HRM-
simulated and the LRM-simulated dust mass concentrations
at the available sites are comparable to the measurements.
The correlations are high to moderate (the PCCs of the an-
nual averages are approximately 0.9, and the PCCs of the
January averages are approximately 0.65), the uncertainty is
relatively small (the RMSEs of the annually averaged HRM-
and LRM-simulated concentrations are less than 4 µgm−3,
while the January-averaged HRM-simulated concentration
is 9 µgm−3, and the January-averaged LRM-simulated con-
centration is 4 µgm−3) and the bias is relatively low (the
NMBs range from −22 % to +37 %). However, the uncer-
tainty and bias in the July averages are higher than those in
the annual and January averages, mainly because the emis-
sion fluxes from the Saharan and Arabian deserts are larger
in summer (July). The NMBs are calculated to be −64.8 %
(HRM) and−55.6 % (LRM), the RMSEs are calculated to be
10.6 µgm−3 (HRM) and 10.2 µgm−3 (LRM), and the corre-
lations are high (PCC of 0.75 for the HRM and PCC of 0.68
for the LRM).

For sea salt, the correlation is poor, except for the HRM in
January, where the correlation is moderate with a PCC of
0.62. Because the emission fluxes of sea salt are strongly
correlated with winds (the power of 3.41 mentioned in
Sect. 2.3), the differences in the simulated wind speeds
shown in Fig. 2 strongly affect the reproductivity of sea salt.
The difference at the wind speed of 1.5 m s−1 provides the
error in the sea salt emission flux of approximately 4. There-
fore, a small error in the simulated wind speed can eas-
ily cause biases in the simulated sea salt emissions and its
mass concentrations. Nevertheless, the bias and uncertainty
of the NICAM-simulated sea salt are not large. The RMSE
ranges from 7.7 to 8.2 µgm−3 for the HRM and from 7.9
to 10.6 µgm−3 for the LRM, while the NMB ranges from
−29 % to −18 % for the HRM and from −41 % to −31 %
for the LRM. Therefore, without nudging the meteorological
fields, it is difficult to obtain results similar to the measure-

ments in the sea salt simulation, even with the fine horizontal
grid spacing of 14 km in this study.

In summary, both the HRM-simulated and the LRM-
simulated aerosols are generally close to the MODIS-
retrieved results and in situ measurements, although differ-
ences in the column burden between the HRM and LRM are
found for sulfate (11.3 %), WIBC (32.1 %), POM (9.9 %) and
WSBC (10.4 %). These are mainly caused by the modifica-
tion of aerosol–cloud–precipitation interactions through wet
deposition under the different horizontal grid spacings. The
above verification of the relevant variables suggests that both
the HRM and LRM can be applied for a current global cli-
mate aerosol model. However, several important differences
between the HRM and LRM have not been addressed in de-
tail; therefore, Sect. 4 discusses the remaining issues associ-
ated with using the HRM relative to the LRM.

4 Discussion

In Sect. 3, the modeled results using the HRM and LRM are
shown as annual or monthly averages and/or global distri-
butions of aerosol species using multiple measurements, i.e.,
MODIS, AERONET, IMPROVE, etc., against multiple vari-
ables, i.e., AOT and surface aerosol mass concentration for
each aerosol component. This finding indicates that the re-
sults of both the HRM and LRM are generally within the
uncertainties of the measurements and other global models;
furthermore, the differences in these variables between the
HRM and LRM are not large in terms of the annual and
global averages. However, some remarkable differences are
found at the regional scale and in the results for sulfate and
BC, but these differences and their mechanisms have not
been thoroughly investigated. In Sect. 4, more detailed com-
parisons are carried out to reveal both the differences in the
simulated variables between the HRM and LRM and the ad-
vantages of using the HRM.

4.1 Effects of a fine grid spacing on aerosol fields

A high-resolution horizontal grid spacing has the potential
to provide more realistic values of model subgrid variabil-
ity and possibly more realistic averages, for example, for
aerosol concentrations in highly polluted areas, because most
aerosols are emitted from heterogeneous hotspots on the sur-
face. Figure 10 shows the mass concentrations of both BC
and sulfate and the AOTs at the relevant sites, which are se-
lected from the most polluted sites in the monthly averages
within typical domains such as the United States, Europe and
China. These results are derived from the results shown in
Figs. 6 and 8. In Fig. 10, three sets of results are compared:
the HRM with the original grid of 0.125◦×0.125◦, the HRM
with the grid converted to 0.5◦× 0.5◦ and the LRM with the
original grid of 0.5◦× 0.5◦; hereafter, these models are re-
ferred to simply as HRM, HRM-0.5◦ and LRM, respectively.
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Figure 8. Scatterplots of the surface aerosol mass concentrations (sulfate, BC and POM) between satellite measurements (IMPROVE, EMEP,
EANET and CAWNET) and the NICAM (HRM and LRM) simulations for the annual averages. All units are in µgm−3. The different colors
and marks reflect the sites in the different regions explained in panel (a). The numbers located in the upper-left corner in each panel represent
the statistical metrics: N , PCC, RMSE and NMB. The statistical metrics are also shown in Table S6. The sites employed for the comparison
are shown in Fig. 1.

As already mentioned in Sect. 3, since an exact comparison
using two models requires the same grid size, the HRM-0.5◦

is introduced to clarify the differences caused only by the
grid size. The results show that the HRM-simulated BC con-
centrations are the largest among the simulations because BC
is a primary aerosol and the relevant sites are located near
BC emission sources. The HRM-0.5◦-simulated BC concen-
trations are larger than the LRM-simulated BC concentra-
tions. For example, in April in Chengdu, China, the simu-
lated BC concentrations are 3.3 µgm−3 (HRM), 2.8 µgm−3

(HRM-0.5◦) and 2.2 µgm−3 (LRM), which indicates that
the difference among the simulated BC concentrations is
approximately 35 %. The differences, i.e., the relative ra-
tios of the HRM-0.5◦ or LRM to the HRM results, range
from −63 % (PHOE1, United States, December) to −2.5 %
(ATLA1, United States, September). Because the range rep-
resents the spatiotemporal variability of the selected sites
and months, an estimation of bias, i.e., NMB, is meaning-
ful and is found to be −18.4 %. Compared with the mea-
surements, especially in China, even the HRM-simulated re-
sults tend to be underestimated. This is probably because
the BC emission inventory in China is underestimated (e.g.,
Goto et al., 2015b) or the 14 km grid spacing is not suffi-
cient to resolve such high concentrations in highly dense ur-
ban areas. For sulfate, which can serve as a representative

secondary aerosol, and the AOT, which is highly influenced
by RH, the HRM-simulated results are generally the best
among the simulations, and the HRM-0.5◦-simulated results
are larger than the LRM-simulated results. For example, in
August at BALT1 in the United States, the sulfate concen-
trations simulated by the HRM and HRM-0.5◦ range from
9.6 to 10.0 µgm−3, whereas that simulated by the LRM is
0.9 µgm−3, which is very different from the measurement
(7.6 µgm−3). The differences in the simulated sulfate con-
centrations among the simulations at all sites range from
−91 % (BALT1, United States, August) to +18 % (ATLA1,
United States, May), with an NMB of −5.3 %. Underes-
timated simulated sulfate concentrations are also found in
China and Vietnam, whereas such underestimations are not
generally found in the United States or Europe. At some sites,
the LRM-simulated AOTs are the largest among the simu-
lations. These complex results imply complicated situations
where the AOT depends on not only the aerosol burden but
also the RH, whereas the BC mass concentration near the
surface strongly depends on BC emissions. The differences
in the simulated AOT concentrations among the simulations
at all sites range from −49 % (Nanjing, China, August) to
+223 % (Nanjing, China, August), with an NMB of−2.6 %.
The NMB values of the differences in the AOT among the
simulations are smaller than those in sulfate by 5 % and those
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Figure 9. Scatterplots of the surface aerosol mass concentrations (dust and sea salt) between the measurements (the network managed by
the University of Miami) and NICAM simulations (HRM in orange and LRM in green) for the annual, January and July averages. All units
are in µgm−3. The numbers located in the upper-left corner in each panel represent the statistical metrics: N , PCC, RMSE and NMB. The
statistical metrics are also shown in Tables S7 and S8. The sites employed for the comparison are shown in Fig. 1.

in BC by 18 %. This finding suggests that the primary prod-
uct, i.e., BC, is the most influenced by the grid size, but the
secondary product, i.e., sulfate formed from oxidation of SO2
(this is a primary product) and removal through precipita-
tion, and the complex product, i.e., AOT comprising various
aerosols including primary and secondary particles and being
highly dependent on RH, are less influenced by the grid size.
Therefore, the impacts of higher horizontal grid spacings on
model performance for secondary products, such as sulfate,
and complex products, such as AOT, are weaker than those
for primary products, such as BC.

In addition to the impact of the model grid size on the
monthly averages of the aerosol concentrations at the rele-
vant sites, the temporal variations in the aerosol concentra-
tions are also investigated. Such comparisons were carried
out by Lin et al. (2017), who investigated the marine aerosol
subgrid variability using a regional HRM over the southern
Pacific Ocean. Lin et al. (2017) estimated variabilities in the
aerosol mass concentrations of 15 % near the surface and
50 % in the free troposphere in a 180km× 180km domain
using 3-hourly 3km× 3km original grids for October 2008.
In this study, these variabilities of the AOT, CCN at a height
of 2 km, COT and precipitation are calculated on a 1◦×1◦ do-
main using 6-hourly 14km× 14km original grids for 1 year
(Fig. 11). The global and annual averages of the ratio for the

AOT are calculated to be 28.5 % (HRM) and 16.6 % (LRM).
The value obtained from only the HRM ranges between the
two values obtained by Lin et al. (2017). For the CCN at a
height of 2 km, the values are relatively small (7.6 % for the
HRM and 4.1 % for the LRM), partly because the simulated
CCN may be underestimated compared to the measurements,
which show at least 100 cm−3 even over the oceans (e.g.,
Heintzenberg et al., 2000). Clouds and precipitation are also
strongly influenced by subgrid variability (e.g., Pincus et al.,
1999; Hakuba et al., 2013; Boutle et al., 2014). The global
and annual averages of the ratio for the COT are calculated to
be 80.0 % (HRM) and 22.9 % (LRM), whereas the global and
annual averages of the ratio for precipitation are calculated
to be 216.2 % (HRM) and 77.9 % (LRM). These values for
clouds and precipitation are much larger than those obtained
for aerosols. The relative differences in these parameters be-
tween the HRM and LRM are calculated to be 1.7 (AOT),
1.9 (CCN), 3.5 (COT) and 2.8 (precipitation). These results
clearly indicate the importance of high-resolution simula-
tions, especially for reproducing extreme phenomena related
to aerosol, clouds and precipitation such as in the Amazon
where the subgrid variabilities of both COT and precipitation
in the HRM are high.
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Figure 10. Multiple comparisons of the BC and sulfate surface mass concentrations (µgm−3) and AOTs at the polluted sites using the HRM
with an original grid of 0.125◦×0.125◦, the HRM with an interpolated grid of 0.5◦×0.5◦ (denoted as “HRM with 0.5◦ average”), the LRM
with an original grid of 0.5◦×0.5◦ and the observations. The abscissa shows the selected sites, which were selected by choosing the highest
values at the sites in each domain and month.

4.2 Arctic

Aerosols over the Arctic, especially BC, are very important
due to their impact on climate change (e.g., Willis et al.,
2018). Unfortunately, it is generally difficult for global mod-
els to properly reproduce aerosols over the Arctic (e.g., Shin-
dell et al., 2008; Eckhardt et al., 2015; Sand et al., 2017).
To solve this issue, many improvements to BC models have
been applied by previous studies to microphysics processes,
including aging and wet deposition processes (e.g., Liu et al.,
2011; Lund and Berntsen, 2012; Marelle et al., 2017), and
to the horizontal resolution to resolve the fine structures of
clouds (e.g., Ma et al., 2014; Sato et al., 2016; Raut et al.,
2017). Figure 12 illustrates the monthly variations in the BC
and sulfate concentrations at three sites over the Arctic using
four simulations: the HRM, LRM, LRM-macro (56 km grid
spacing but using a cloud macrophysics module described in
Sect. 2.1) and very-low-resolution NICAM model (220 km
grid spacing using a cloud macrophysics module described
in Sect. 2.1). Similar to previous studies (e.g., Shindell et al.,
2008; Eckhardt et al., 2015; Sand et al., 2017), the LRM-
macro- and VLRM-macro-simulated BC concentrations are
also very different from the measurements. At Alert and
Zeppelin, for example, the LRM-macro- and VLRM-macro-
simulated BC concentrations are highly underestimated, and
the observed variation cannot be reproduced. However, both
the HRM and LRM with the cloud microphysics module suc-
ceed in simulating the observed seasonal variation (with the
maximum in spring and the minimum in summer), but the
HRM results are closer to the observations than the LRM re-
sults as a result of WIBC, as shown in Fig. 7. At Utqiaġvik
(formerly Barrow), the finer grid spacing of the LRM-macro-
simulated BC provides better results than the VLRM-macro-

simulated BC, but the former is still underestimated com-
pared to the measurements, especially in spring. The good
performance of the HRM and even the LRM can be found
in the simulation of sulfate. Between the HRM and LRM,
the largest difference in the surface BC mass concentrations
between the HRM and LRM reaches 30 % in spring. The dif-
ferences in the simulated BC and sulfate concentrations be-
tween the HRM, LRM, LRM-macro and VLRM are mainly
explained by differences in the CF and aerosol wet deposi-
tion, as shown in Sato et al. (2016). Near the aerosol source
region, the simulated aerosol concentrations are strongly af-
fected by their emission fluxes, but in remote areas such as
the Arctic, aerosol wet deposition, which is directly related
to cloud and precipitation processes, becomes important for
their atmospheric lifetimes. In the LRM-macro and VLRM-
macro simulations, the wet deposition process in winter re-
sults in unrealistic seasonal variations over the Arctic. The
importance of wet deposition over the Arctic has also been
noted by previous studies, such as Garrett et al. (2011),
whose findings are consistent with our study. In addition,
our results clearly show the importance of using numerical
models with a cloud microphysics module, which introduces
prognostic precipitation and does not diagnose the assumed
CF used in the macrophysics cloud module. In summary,
these processes related to hydrometeors and thus aerosol wet
deposition strongly affect the aerosol simulations, especially
over the Arctic.

4.3 Vertical distributions of aerosols

Thus far, the horizontal distributions of the aerosols and their
species are compared between the HRM and LRM and are
validated using available measurements, but their vertical
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Figure 11. Global distributions of the ratio of the standard deviation to the average for the (a, b) AOT, (c, d) CCN at a height of approximately
2 km, (e, f) COT and (g, h) precipitation on 1◦×1◦ grids using the 6-hourly output of both the HRM and LRM for a 1-year integration period.
All units are in %. The transparency represents lower absolute values of each parameter: AOTs of < 0.1 in panels (a, b), CCN of < 40 cm−3

in panels (c, d), COTs of < 5 in panels (e, f) and precipitation fluxes of < 1 mm d−1 in panels (g, h).

distributions are important for radiative forcings, especially
BC (e.g., Haywood and Shine, 1997; Samset et al., 2013),
although the model variability of BC is large (e.g., Textor et
al., 2006; Kipling et al., 2016). Figure 13 shows the vertical
profiles of the simulated and CALIPSO-retrieved aerosol ex-
tinction coefficients in 12 different regions, which are gener-
ally based on the definition in Koffi et al. (2016) by compar-

ing Aerosol Comparisons between Observations and Models
(AeroCom) models with CALIOP. The results of the HRM
and LRM are generally comparable to those retrieved from
CALIOP, but remarkable differences between the NICAM
simulations and CALIOP retrievals are found in various re-
gions, such as South America (Fig. 13k) and north Africa
(Fig. 13h). In South America, the plume height is approxi-
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Figure 12. Monthly averages of BC and sulfate concentrations simulated by the HRM, LRM, LRM with a cloud macrophysics module
(LRM-macro, which is defined in Sect. 2.1) and VLRM-macro (NICAM simulations using a horizontal grid spacing of 220 km with the
cloud macrophysics module, which is defined in Sect. 2.1) at three Arctic sites: Alert (62.3◦W, 82.5◦ N), Zeppelin (11.9◦ E, 78.9◦ N) and
Utqiaġvik (157.0◦W, 71.3◦ N). The BC is measured as the equivalent BC at 530 nm by a particle soot absorption photometer (PSAP) for
2007–2011 under the EMEP database. The sulfate concentrations are averaged at Alert for 2000–2006 by the Canadian Arctic Aerosol
Chemistry Program (CAACP) in the National Atmospheric Chemistry (NAtChem) database, at Zeppelin for 2005–2013 by EMEP and at
Utqiaġvik for 2008–2009 by Eckhardt et al. (2015).

mately 4 km in the NICAM simulations but approximately
2 km in the CALIOP measurements. As a result, the aerosol
extinction coefficients of both the HRM and the LRM are un-
derestimated below a height of 3 km. This may be consistent
with the AOT results shown in Figs. 5 and 6, which show the
underestimation of the AOT in the NICAM simulations com-
pared to the MODIS and AERONET retrievals caused by the
underestimation of biomass burning emissions or the overes-
timation of transport to upper-level areas. In northern Africa,
where dust is a major component but the simulations exhibit
large variabilities among the global models (e.g., Kim et al.,
2014), both the HRM-simulated and the LRM-simulated ex-
tinction coefficients are overestimated compared to those re-
trieved from CALIOP, although the vertical profiles simu-
lated by both the HRM and the LRM are comparable to those
retrieved from CALIOP. This is also consistent with the over-
estimation of the AOT shown in Figs. 5 and 6. The reason
for this overestimation is probably attributed to the overesti-
mation of dust emission fluxes in the NICAM simulations,
which can be attributable to several sources: the overesti-
mation of the wind speeds at a height of 10 m (Fig. 2), the
underestimation of soil moisture and the failure to appropri-
ately tune the model for dust emissions, although the global
amount of emitted dust is within the variability estimated by

other global models shown in Table 2. In addition, this find-
ing suggests that the difference in the transport processes be-
tween different horizontal grid spacings is very small. Be-
low a height of 5 km, the differences in the extinction coef-
ficients between the HRM and LRM are small in all regions
except for east China and the northwestern Pacific. It should
be noted that the simulated extinction coefficient may not be
overestimated above a height of 5 km because optically thin
aerosols are often undetected by CALIOP in the upper tropo-
sphere and the CALIOP regionally averaged extinction coef-
ficient tends to be underestimated above 5 km (Watson-Parris
et al., 2018).

Vertical observations of aerosol species are still limited,
but recent measurements of vertical BC by flight campaigns
such as HIPPO are available for a model evaluation (e.g.,
Schwarz et al., 2013, 2017; Samset et al., 2014; Lund et
al., 2018). Figure 14 shows the NICAM-simulated vertical
BC profiles and the measured vertical BC profiles from var-
ious missions in different regions: flights in HIPPO for an-
nual averages over the Pacific, ARCTAS in spring and sum-
mer over the Arctic region where CALIOP does not gen-
erally detect aerosol signals and A-FORCE in spring over
east Asia where anthropogenic BC is likely transported to
the Arctic (and which can be an important source of BC over
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Figure 13. Vertical distributions of the annually averaged aerosol extinction coefficients from the NICAM simulations (HRM in orange and
LRM in green) and from CALIOP/CALIPSO observations (black) in 12 different regions. The definition of the region is based on Koffi et
al. (2016) except for (i) southeast Asia and (j) the coast of central Africa. The CALIOP-retrieved results are shown as bars, which are the
standard deviation of the results from a 3-year integration period.

the Arctic) (e.g., Ikeda et al., 2017). The NICAM-simulated
BC vertical profiles are generally comparable to those ob-
served by the flights and generally closer to the observa-
tions than other global models (Koch et al., 2009; Samset et
al., 2014; Matsui and Mahowald, 2017; Kaiser et al., 2019;
Tegan et al., 2019). Over the majority of the Pacific Ocean
(60◦ S–60◦ N, 160◦ E–150◦W), the NICAM-simulated BC
concentrations show as annual averages below a height of
3 km (approximately 700 hPa) in Fig. 14a to c that are gen-

erally within the uncertainties obtained from the variabil-
ity of the measurements, whereas the differences in the BC
concentrations between the HRM and LRM are very small.
Above approximately 700 hPa, however, the differences be-
tween the HRM and LRM become large, which is consistent
with the results of the comparison with CALIOP in Fig. 13.
Moreover, because the LRM-simulated BC concentrations
are lower than those in the HRM, those in the LRM are
closer to the observations than those in the HRM. As al-
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Figure 14. Vertical distribution of the BC mass concentrations from the NICAM simulations (HRM in orange and LRM in green) and from
flight campaign measurements (the groups by NOAA and the University of Tokyo) in various regions and seasons. The definitions of the target
domain and period in each panel are as follows: (a) 20–60◦ N, 160◦ E–150◦W, (b) 20◦ S–20◦ N, 160◦ E–150◦W, (c) 60–20◦ S, 160–150◦W,
(b) 60–80◦ S, 160–150◦W, and (e) 60–90◦ N, 160◦ E–150◦W, in annual averages of 2009, (f) 32–37◦ N, 122–126◦ E, in March 2012 and
26–32◦ N, 126–132◦ E, in April 2012, (g) 60–80◦ N, 165–70◦W, in March–April 2008 and (h) 45–87◦ N, 135–45◦W, in July–August 2008.
The abscissa shows the mass concentration in units of µgm−3, and the ordinate shows the air pressure in units of hPa.

ready mentioned in Table 2 in Sect. 3.2, the differences in the
BC concentrations between the HRM and LRM are caused
by differences in the BC lifetime, especially for WIBC. In
addition, the HRM-simulated BC concentrations and even
the LRM-simulated BC concentrations around the Equator
(20◦ S–20◦ N) are overestimated compared to the measure-
ments, which has been noted by previous studies as one of the
current problems among global aerosol models (e.g., Koch
et al., 2009; Samset et al., 2014; Schwarz et al., 2017). The
reason for this overestimation is possibly the overestimation
of the BC atmospheric lifetime, which must be smaller than
5 d (Lund et al., 2018) but larger than 5 d in the HRM and
other global models (Table 2). The overestimation of the BC
lifetime may be attributed to the underestimation of the wet
deposition of WIBC in the HRM, overestimation of the con-
vective mass flux above 500 hPa, which may be improved by
increasing the number of vertical layers in the model (Allen
and Landuyt, 2014), possible overestimation of the clima-
tological BC emission from biomass burning (Fig. S1) and
a lack of secondary aerosol activation by convective clouds
and associated removal by precipitation (Yu et al., 2019).

Over the Southern Ocean (60–80◦ S, 160◦ E–150◦W),
where aerosols are transported from other areas, the observed
BC concentrations are 10–50 ng kg−1 near the surface and
more than 1 ng kg−1 at approximately 300 hPa. The surface

BC concentrations are much lower than those in other areas,
but those at 300 hPa are comparable to those in HIPPO-P2
(20–60◦ N) and HIPPO-P4 (60–20◦ S) and higher than those
in HIPPO-P3 (20◦ S–20◦ N). These features of the observa-
tions are generally reproduced by the NICAM simulations,
but the simulated BC concentrations tend to be overestimated
compared to the measurements. Although previous studies
have offered only a limited discussion of BC transport to the
Antarctic, this overestimation may be caused by the under-
estimation of BC wet deposition and possibly the overes-
timation of the horizontal transport of simulated BC to the
Antarctic.

As discussed in Sect. 4.2, both the HRM and the LRM suc-
cessfully reproduce the aerosols over the Arctic. In Fig. 14e,
g and h, where the vertical BC profiles over the Arctic re-
gion (> 60◦ N) are shown, the NICAM-simulated BC con-
centrations near the surface are generally comparable to
the measurements except for the July–August average in
Fig. 14g. The observed BC concentrations in July–August
seem to be inconsistent with the results in Fig. 12, where
BC over the Arctic reaches a maximum concentration in
spring (February–April) and a minimum in summer (June–
October). This may be caused by specific smoke plumes dur-
ing the observation period (Liu et al., 2011; Allen and Lan-
duyt, 2014); however, these disturbances are not considered
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in our simulations because climatological emission fluxes
are employed in this study. In fact, intensive biomass burn-
ing was observed in Russia and North America in the tar-
get year (2008) of the measurement period compared to the
climatological years (Yasunari et al., 2018). In addition, the
simulated BC concentrations in July–August are underesti-
mated not only at the surface but also at all heights com-
pared to the ARCTAS-B flight measurements. In the annual
averages shown in Fig. 14e, the simulated BC concentrations
generally match the measurements, but above approximately
300 hPa, both the HRM and LRM overestimate the BC con-
centrations, which is also the case in other regions (Fig. 14a–
d). In spring (March–April) over the Arctic, both the HRM-
simulated and LRM-simulated BC concentrations are gener-
ally comparable to the measurements, even those obtained by
the field campaign flights (Fig. 14g). In the main source re-
gions of Arctic BC, i.e., east Asia, both the HRM-simulated
and the LRM-simulated BC concentrations exhibit better
agreement in the measurements (Fig. 14f). In the middle tro-
posphere (approximately 400–800 hPa) over the Arctic, how-
ever, both the HRM-simulated and LRM-simulated BC con-
centrations are underestimated compared to the ARCTAS-
A measurements. These findings may suggest that the HRM
with O(10 km) grid spacing cannot resolve the lifting pro-
cess of aerosols along the Arctic front as pointed out by
Quinn et al. (2011). Even when a source-receptor analysis
of BC concentrations is used to identify the sources, the re-
sults remain highly uncertain, and no clear conclusions have
been reached among previous studies. For example, Ikeda et
al. (2017) employed the GEOS-Chem model and concluded
that BC is mainly contributed by east Asian anthropogenic
sources, whereas Matsui et al. (2011) used backward trajec-
tories with both ARCTAS measurements and Weather Re-
search and Forecasting (WRF) simulations and concluded
that BC over the Arctic is mainly contributed by biomass
burning from Russia, North America and Europe. The dif-
ferences between these models and measurements can be
partly caused by a sampling problem without using exact
grids and periods (Schutgens et al., 2016). In conclusion, a
high-resolution grid system resolves one of the major issues
regarding the distribution of BC, namely, the overestimation
in the upper troposphere over the Pacific Ocean, but it does
not solve the issue of its underestimation in the middle to
upper troposphere over the Arctic.

4.4 Aerosol radiative forcing (ARF)

ARFs, which are complicated by various aerosol parameters,
are the most important factors for estimating the impacts of
aerosols on climate. Figure 15 shows the global and annual
average ARFs due to the direct and indirect effects of an-
thropogenic and all aerosols, i.e., IRFari, ERFari and ERFaci,
under all-sky and clear-sky conditions. The values of the ER-
Fari due to anthropogenic aerosols under all-sky conditions
with uncertainties, which represent global confidence inter-

vals with a significance threshold of 95 %, are estimated to be
−0.293± 0.001 W m−2 (HRM) and −0.239± 0.002 W m−2

(LRM), which are within the AeroCom estimates (from
−0.58 to −0.02 W m−2 with a mean of −0.20 W m−2 and
a standard deviation of 0.15 W m−2 by Myhre et al., 2013)
but slightly smaller than the estimation by the Max Planck
Aerosol Climatology version 2 (MACv2) (−0.35 W m−2) by
Kinne (2019). Under clear-sky conditions, the values of the
ERFari due to anthropogenic aerosols are estimated to be
−0.567± 0.001 W m−2 (HRM) and −0.479± 0.004 W m−2

(LRM), which are also within the AeroCom estimates (from
−1.01 to −0.35 W m−2 with a mean of −0.71 W m−2 and
a standard deviation of 0.18 W m−2 by Myhre et al., 2013)
but smaller than the MACv2 estimate (−0.69 W m−2) by
Kinne (2019). The differences in the ERFari values between
the HRM and LRM under both all- and clear-sky condi-
tions are within 0.1 W m−2, which is smaller than the stan-
dard deviation among the AeroCom models. The uncertainty
of the HRM is smaller than that of the LRM because the
number of samplings is 16 times higher (due to different
number of grids). The values of IRFari due to all aerosols,
i.e., anthropogenic and natural aerosols, under all-sky condi-
tions are estimated to be −1.791±0.002 W m−2 (HRM) and
−1.697± 0.010 W m−2 (LRM). For only shortwave fluxes,
the IRFari values are estimated to be−2.019±0.003 W m−2

(HRM) and −1.927± 0.011 W m−2 (LRM), which are com-
parable to the measurement-based estimates using CALIOP
(Oikawa et al., 2018) and MACv2 (Kinne, 2019) within ap-
proximately 0.2 W m−2 but smaller than the assimilated es-
timate of −3.1 W m−2 (Su et al., 2013). Table 3 shows the
TOA and surface components of the IRFari under all-sky and
clear-sky conditions. First, the largest difference in the TOA
IRFari between the HRM and LRM under all-sky conditions
is found for sulfate (−0.048 W m−2), whereas the differences
in the other components between the HRM and LRM are
within 0.020 W m−2. This is also consistent with the differ-
ences in the AOT and column burden shown in Figs. S7 and
7. Second, the largest difference in the surface IRFari be-
tween the HRM and LRM under all-sky conditions is found
for WIBC (−0.061 W m−2), whereas that in the TOA IRFari
is only 0.020 W m−2. Under clear-sky condition, the largest
difference in the IRFari for WIBC is −0.004 W m−2 at the
TOA and −0.074 W m−2 at the surface. The differences in
the IRFari at the surface are consistent with those in the
column burden of WIBC; thus, these differences between
the TOA and surface can be explained by the stratification
of WIBC and clouds (e.g., Haywood and Shine, 1997). Al-
though the differences in the IRFari due to BC between the
HRM and LRM are found, both the HRM and LRM esti-
mated a positive IRFari due to the WIBC and even the WSBC
seems to be underestimated compared to the observation-
based studies by Oikawa et al. (2018) and Kinne (2019). This
is supported by the fact that the differences in the IRFari be-
tween all-sky and clear-sky conditions are lower than those
by Oikawa et al. (2018) and Kinne (2019), which is probably
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Figure 15. Annual global average ARFs for both ARIs and ACIs,
i.e., IRFari, ERFari and ERFaci, against anthropogenic and total
aerosols, i.e., anthropogenic and natural sources, under all-sky and
clear-sky conditions at the TOA using the HRM (orange), the LRM
(green) and the difference (LRM minus HRM in black). All units
are in W m−2. The uncertainties are given as the global confidence
intervals with a significance threshold of 95 %.

because the light-absorption of carbonaceous aerosols is un-
derestimated due to the underestimation of cloud scattering.
Third, the values of the shortwave IRFari due to all aerosols
at the surface under all-sky conditions are estimated to be
−3.330± 0.005 W m−2 (HRM) and −3.272± 0.022 W m−2

(LRM), the absolute values of which are smaller than those in
previous studies based on satellites (−4.23 to −7.79 W m−2,
summarized by Korras-Carraca et al., 2019) and the MACv2
estimate (−4.0 W m−2) by Kinne (2019). This is probably
because the dust shortwave IRFari values in both the HRM
and LRM have larger negative values among the aerosol
species due to the overestimation of the single scattering
albedo (SSA) over desert areas (0.96–0.97 in this study)
than those in other studies based on AERONET retrievals
(0.92 in Giles et al., 2012). Another reason is the under-
estimation of ground surface albedo, which is a tendency
of the NICAM, and our previous study (Dai et al., 2018)
also showed negative IRFari values even over desert areas.
Fourth, the IRFari due to sea salt under all-sky conditions
is estimated to be −0.474± 0.000 W m−2 (in both the HRM
and LRM), which is comparable to the values reported in
previous studies (−0.21 to −2.21 W m−2 in Partanen et al.,
2014; −0.31 W m−2 in Takemura et al., 2002; −0.55 W m−2

in Jacobson, 2001), even though the simulated AOTs over the
oceans tend to be larger than the satellite results. Again, this
gap in the IRFari between the model-based and observation-
based estimates cannot be solved using a finer grid resolution
in global models.

Using the method proposed by Ghan (2013), the values
of the ERFaci due to the anthropogenic aerosols are esti-
mated to be −0.919± 0.004 W m−2 (HRM) and −1.101±

0.013 W m−2 (LRM). These values are comparable to those
in another study (−1.06 W m−2) by Jing and Suzuki (2018)
and slightly larger than the values published in the Fifth
Assessment Report by the Intergovernmental Panel on Cli-
mate Change (IPCC-AR5) (−0.45 W m−2 with a 90 % un-
certainty range from 0 to −1.2 W m−2), albeit within uncer-
tainty. However, it should be noted that our estimates are still
uncertain. First, this is because the biomass burning emis-
sions in this study are assumed to be zero during the prein-
dustrial era. Second, the minimum CCN value in this study is
set at 25 cm−3, which strongly affects the ERFaci (Hoose et
al., 2009). Third, the interannual variability among different
years can influence the results, as discussed in Sect. 4.5. Fur-
thermore, the magnitude of the difference between the HRM
and LRM is estimated to be 0.179 W m−2, which is larger
than that of the IRFari. The HRM-simulated ERFaci is gen-
erally lower than the LRM-simulated ERFaci, which is partly
explained by the following: the HRM-simulated CCN con-
centrations are larger than the LRM-simulated CCN concen-
trations (Fig. 11), and the ERFaci generally becomes smaller
as the aerosol concentrations become larger (e.g., Carslaw et
al., 2013). In the total effect, because some of the ERFari
and ERFaci cancel out, the difference due to both ARIs and
ACIs attributable to forcing in the HRM is calculated to be
−0.125 W m−2.

4.5 Interannual variability

The interannual variabilities of aerosols for 3 years are dis-
cussed and quantified by comparing the differences in the
aerosols between the HRM and LRM. Figure 16 shows the
global annual averages for the relevant parameters (emission
fluxes for dust and sea salt, column aerosol burdens, AOT
and IRFari at the TOA) using the HRM and LRM results.
The annual averages include 3-year averages as well as 1-
year averages in both the HRM and LRM to realize whether
the differences between the HRM and LRM are greater or
less than the maximum and the minimum difference between
each 1-year average of the 3 years. In Fig. 16b, for exam-
ple, the difference in the 3-year averages of the emission
flux for sea salt between the HRM and LRM is estimated
to be approximately 900 Tg yr−1, which is much larger than
the difference in the interannual variability in both the HRM
and LRM (the maximum and the minimum difference is ap-
proximately 160 Tg yr−1 for the HRM and approximately
240 Tg yr−1 for the LRM, respectively). Therefore, the im-
pact of the horizontal grid size on sea salt emissions is larger
than that caused by interannual variability of the meteoro-
logical fields (mainly wind at a height of 10 m) over 3 years.
In contrast, in Fig. 16a, the difference in the 3-year averages
of the emission flux for dust between the HRM and LRM is
smaller than the maximum and the minimum difference be-
tween each 1-year average of the 3 years caused by interan-
nual variabilities over 3 years in the HRM and LRM. These
may be explained by interannual variabilities in the simulated
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Table 3. IRFari1 at the top of atmosphere (TOA) and the surface with the uncertainties2 in units of W m−2.

Wavelength Species All-sky Clear-sky

HRM LRM HRM LRM

TOA

SW and LW Dust −0.708(±0.002) −0.721(±0.009) −0.907(±0.002) −0.947(±0.010)

Sea salt −0.474(±0.000) −0.470(±0.002) −0.735(±0.001) −0.755(±0.003)

Sulfate −0.440(±0.001) −0.392(±0.002) −0.663(±0.001) −0.606(±0.003)

intBC and POM 0.052(±0.000) 0.057(±0.001) 0.010(±0.000) 0.009(±0.001)

SOA −0.227(±0.000) −0.209(±0.002) −0.335(±0.001) −0.312(±0.003)

extBC 0.086(±0.000) 0.066(±0.000) 0.052(±0.000) 0.046(±0.000)

All −1.717(±0.002) −1.670(±0.010) −2.585(±0.003) −2.565(±0.012)

SW Dust −0.843(±0.002) −0.869(±0.010) −1.084(±0.003) −1.134(±0.012)

Sea salt −0.521(±0.000) −0.517(±0.002) −0.851(±0.001) −0.883(±0.003)

Sulfate −0.466(±0.001) −0.415(±0.002) −0.703(±0.001) −0.641(±0.003)

intBC and POM 0.049(±0.000) 0.055(±0.001) 0.006(±0.000) 0.006(±0.001)

SOA −0.231(±0.000) −0.212(±0.002) −0.341(±0.001) −0.318(±0.003)

extBC 0.084(±0.000) 0.065(±0.000) 0.050(±0.000) 0.045(±0.000)

All −1.936(±0.003) −1.895(±0.011) −2.936(±0.003) −2.925(±0.013)

Surface

SW and LW Dust −1.158(±0.003) −1.222(±0.014) −1.336(±0.003) −1.414(±0.015)

Sea salt −0.296(±0.000) −0.306(±0.001) −0.293(±0.000) −0.304(±0.002)

Sulfate −0.380(±0.001) −0.334(±0.002) −0.564(±0.001) −0.510(±0.003)

intBC and POM −0.359(±0.001) −0.335(±0.003) −0.410(±0.001) −0.388(±0.003)

SOA −0.316(±0.001) −0.292(±0.002) −0.415(±0.001) −0.388(±0.003)

extBC −0.205(±0.000) −0.144(±0.001) −0.245(±0.000) −0.171(±0.001)

All −2.715(±0.004) −2.633(±0.017) −3.260(±0.005) −3.176(±0.020)

SW Dust −1.447(±0.004) −1.552(±0.019) −1.668(±0.004) −1.793(±0.021)

Sea salt −0.535(±0.000) −0.530(±0.002) −0.862(±0.001) −0.892(±0.003)

Sulfate −0.450(±0.001) −0.399(±0.002) −0.673(±0.001) −0.613(±0.003)

intBC and POM −0.371(±0.001) −0.342(±0.003) −0.424(±0.001) −0.399(±0.004)

SOA −0.327(±0.001) −0.303(±0.003) −0.433(±0.001) −0.406(±0.003)

extBC −0.208(±0.000) −0.146(±0.001) −0.248(±0.000) −0.173(±0.001)

All −3.330(±0.005) −3.272(±0.022) −4.315(±0.006) −4.277(±0.024)

1 The estimated IRFari are 1-year averages due to the limited computer resource. 2 The uncertainties are given as the global confidence intervals with a
significance threshold of 95 %.

winds, which are strongly affected by the simulated surface
temperature; the SST is fixed, but the temperature over land
is a diagnostic variable. Therefore, the differences in the col-
umn burden and AOT for dust between the HRM and LRM
are smaller than the interannual variabilities. The difference
in the column burden for sea salt is slightly larger than that
for dust, but the difference in the AOT for sea salt is smaller
than the interannual variabilities over 3 years. In Fig. 16e and
k, the differences in the 3-year averages of the column bur-
den and AOT for sulfate between the HRM and LRM are
larger than interannual variabilities, indicating that the dif-
ference in the clouds and precipitation between the different
horizontal grid spacings (14 km versus 56 km) is larger than
that among the interannual variabilities with the same hori-
zontal grid spacings. This conclusion is also applicable to the

carbonaceous parameters (Fig. 16l). As a result, because the
contribution of dust and sea salt to the total AOT is larger
than that of sulfate and carbonaceous aerosols, the difference
in the 3-year averages of the total AOT between the HRM and
LRM is smaller than that among the interannual variabilities
(Fig. 16m). For the IRFari, the differences in the 3-year av-
erages of the shortwave and total (shortwave and longwave)
IRFari under all-sky conditions between the HRM and LRM
are slightly larger than those among the interannual variabil-
ities in the HRM and LRM (Fig. 16n and r), whereas the
differences in the longwave or shortwave IRFari under clear-
sky conditions, which are strongly related to dust, are gen-
erally smaller than those among the interannual variabilities
in the HRM and LRM. This suggests that the clouds are also
significantly modulated by the interannual variabilities, af-
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Figure 16. Global annual averages of the emission fluxes (for dust and sea salt), column burdens (for dust, sea salt, sulfate, OC, WSBC and
WIBC), AOTs (for dust, sea salt, sulfate, carbon and total amount) and direct ARF (IRFari) at the TOA (shortwave (SW), longwave (LW)
and total (SW and LW) under all-sky and clear-sky conditions) by the 3-year averages as well as each 1-year average in both the HRM and
LRM.

fecting the dust-induced changes in IRFari and diminishing
changes in appearance. In summary, the interannual variabil-
ity is mainly present in the winds over land and RH, which
cause relatively larger variabilities in dust (emission flux, col-
umn burden and AOT) and sea salt (mainly AOT). As a result,
the total AOT and IRFari under clear-sky conditions and for
longwave are more influenced by the interannual variabilities
than those by the horizontal resolution. However, the other
relevant parameters shown in Fig. 16, i.e., the sea salt emis-
sion flux, column burdens for sulfate and carbon, including
POM and BC, and total IRFari under all-sky conditions, are
influenced by the horizontal resolution, and discussions of
the impacts of different horizontal grid spacings on these pa-
rameters can be facilitated using only a 1-year integration.

5 Summary

What is the advantage of an actual HRM with aerosols? To
address this question, we developed a global aerosol trans-

port model using NICAM.16 with a 14 km horizontal grid
spacing. Previous studies have spent considerable amounts
of resources to find the answer, but almost all of these stud-
ies were limited in terms of the domain (regional or urban
scale) and period (several days to 1 month). Although pre-
vious studies have focused on the global scale, the horizon-
tal grid spacing has been still coarse, i.e., more than 50 km.
In this study, we execute a global cloud-system resolving
model, NICAM, coupled to aerosol components with a 14 km
grid spacing and evaluate the simulated aerosol distributions,
their budgets and their interactions with clouds against mul-
tiple measurements and other models. For comparison, we
also execute the NICAM simulations with a 56 km grid spac-
ing as an LRM, which still boasts a high resolution among
the current global aerosol climate models but coarser than
some of those used for operational global aerosol forecasting
(Sessions et al., 2015). The integration time is 3 years, which
is very long with such an HRM.

The relevant variables, i.e., wind, clouds and precipitation,
that strongly determine the aerosol distributions are evalu-
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ated using reanalysis data, satellite and in situ measurements.
The differences in the global and annual averages between
the HRM and LRM are generally within 10 %, and both dif-
ferences generally range within the uncertainties of the mea-
surements and other global models. Our specific conclusions
are described below.

– We expected the HRM-simulated wind speeds to be
higher than the LRM-simulated wind speeds, but this
is not always the case.

– The HRM-simulated precipitation is smaller than that
simulated by the LRM because the LRM tends to repro-
duce unrealistically strong convective clouds compared
to the HRM. Such convective clouds can provide strong
precipitation due to the coarseness of the horizontal
grid spacing. The warm-topped COTs simulated by the
HRM are also smaller than the LRM results, but both
simulated results are underestimated compared to the
MODIS retrievals. In contrast, the HRM-simulated CF
for all types of clouds is larger than the LRM-simulated
results and closer to the MODIS retrievals.

– The HRM-simulated RPCW, which is very important
for determining the aerosol wet removal rate, is smaller
than that simulated by the LRM by approximately
20 %, which means that the LRM-simulated aerosols
are more quickly scavenged by precipitation than the
HRM-simulated aerosols.

– Both the HRM-simulated and LRM-simulated TOA
shortwave radiative fluxes are closer to the satellite mea-
surements by CERES than are the results of a pre-
vious study using NICAM simulations with a 14 km
grid spacing but without aerosol components (Kodama
et al., 2015). The bias is less than 8 W m−2, which
is within the uncertainty among global models. How-
ever, the LRM reproduces the CERES-estimated radia-
tive fluxes better than the HRM due to the larger clouds
in the LRM.

– At the surface, the BSRN-observed SSR is sufficiently
reproduced by both the HRM and LRM (PCC of 0.9,
NMB < 1 %, RMSE of −32 W m−2), although diffuse
and direct radiation fluxes have higher biases and uncer-
tainties (reaching up to 30 % for the NMB).

The conclusions for the simulated aerosol evaluations are de-
scribed below.

– Both the HRM-simulated and LRM-simulated AOTs
are generally close to the MODIS-retrieved AOTs
with PCC > 0.47, RMSE < 0.14 and NMB < 7 % in
global averages. A comparison using in situ measure-
ments shows that the HRM-simulated AOTs are slightly
closer to the measurements than are the LRM-simulated
AOTs, as the former have a higher correlation (PCC of

0.47), lower uncertainty (RMSE of 0.21) and lower bias
(−20 %).

– The analysis of the chemical components of the AOTs
and column burdens shows that the largest differ-
ence in the AOTs between the HRM and LRM is
found for sulfate (15.7 %), followed by all carbona-
ceous aerosols (5.2 %). Large differences in the column
burden are found for sulfate (11.3 %), WIBC (32.1 %),
POM (9.9 %) and WSBC (10.4 %). Differences in sul-
fate and WIBC occur over a large area.

– The global budgets of aerosol species in both the HRM
and LRM generally range within those obtained from
other global models, except for the atmospheric life-
time of sulfate, whose lifetime is estimated to be 2.4 d
(HRM) and 2.1 d (LRM), whereas it ranges from 3.3
to 4.9 d in other global models. This tendency is also
found for sea salt, whose lifetime is 0.23 d (HRM)
and 0.21 d (LRM), whereas it ranges from 0.2 to 1.0 d
in other global models. Between the HRM and LRM,
some remarkable differences in the wet deposition flux
of sea salt and the lifetime of BC of more than 20 %
are observed. These results suggest that aerosol–cloud–
precipitation interactions through wet deposition are
modified in the models with different horizontal reso-
lutions.

– The simulated surface aerosols for fine-mode particles,
such as sulfate, POM and BC, are generally in agree-
ment with the measurements except in China, where the
simulated results are underestimated. This suggests that
the emission inventory in China is underestimated or the
14 km grid spacing is not sufficient to resolve such high
concentrations in highly dense urban areas.

– The simulated surface aerosols for dust are generally
in agreement in the measurements but not for sea salt.
This is probably because the slight bias in the wind
causes considerable bias in the sea salt emission flux;
the 1.5 m s−1 difference in the wind speed at a height of
10 m provides a 4-fold difference in the sea salt emis-
sion flux.

The verification of the relevant variables suggests that both
the HRM and LRM can be applicable for a current global
aerosol climate model. However, several important differ-
ences between the HRM and LRM have not been addressed
in detail; therefore, Sect. 4 discusses the following six issues
to clarify the remaining issues relative to the LRM.

What is the impact of the high-resolution grid on the
coarse-grid average used in global aerosol models
(Sect. 4.1)?

At the polluted sites during polluted months, the differences
in the simulated aerosol concentrations between the HRM
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and LRM are estimated with NMBs of −19 % for surface
BC,−5 % for surface sulfate and−3 % for AOT. On a global
scale, the variabilities in the AOT are calculated to be 28.5 %
(HRM) and 16.6 % (LRM); the ratio between the HRM and
LRM is 1.7. For CCN, COT and precipitation, the ratios are
calculated to be 1.9, 3.5 and 2.8, respectively. This clearly
shows how the HRM reproduces such variability in relation
to extreme weather phenomena.

What is the impact of the high-resolution grid on the
reproducibility of BC and sulfate over the Arctic
(Sect. 4.2)?

Unlike previous global models and our model with a lower
grid spacing and a cloud macrophysics module, both the
HRM and LRM succeed in reproducing the observed BC and
sulfate over the Arctic. Between the HRM and LRM, the dif-
ference in the BC concentration reaches 30 % in spring, and
the HRM results are better than the LRM results. Our sensi-
tivity experiments show the importance of considering cloud
microphysics processes, including prognostic precipitation,
which is one of the processes related to the wet deposition of
aerosols, as suggested by previous studies.

What is the impact of the high-resolution grid on the
vertical distribution of aerosols (Sect. 4.3)?

The differences in the column burdens influence sulfate
and carbonaceous aerosols, but the corresponding changes
in the vertical distribution are not discussed in Sect. 3.
Using CALIOP/CALIPSO satellite observations, both the
HRM and LRM generally reproduce the vertical profiles of
the CALIOP-retrieved aerosol extinction coefficients world-
wide. The issue regarding the overestimation of aerosols in
the mid-troposphere among the current global aerosol mod-
els is not found extensively in this study. However, the use
of a high-resolution grid does not resolve one of the ma-
jor issues pertaining to the BC distribution – the underesti-
mation in the middle to upper troposphere over the Arctic.
In the middle and upper troposphere, especially above 3 km,
the HRM-simulated aerosol concentrations tend to be higher
than the LRM-simulated concentrations, and the HRM re-
sults are overestimated compared to the CALIOP measure-
ments. The analysis of the column burden indicates that this
difference is caused by WIBC and sulfate. This and the find-
ing that the differences in the vertical profiles over dusty re-
gions are very small suggest that wet deposition processes
rather than the transport characteristics cause the differences
in the vertical profiles between the HRM and LRM. This is
also suggested by the validation of the vertical BC profile,
which shows better performance of the LRM, whose lifetime
of BC (4.97 d) is smaller than that in the HRM (6.37 d) and
closer to the reference value (less than 5 d) from previous
studies (Lund et al., 2018).

How are the ARFs modified using the HRM (Sect. 4.4)?

The ARFs, i.e., IRFari, ERFari and ERFaci, estimated from
both the HRM and LRM are within the uncertainties ob-
tained from the observations and other global models. The
largest difference in the IRFari between the HRM and LRM
is 0.05 W m−2 at TOA for sulfate and 0.06 W m−2 at the
surface for WIBC. Although the differences in the IRFari
due to BC between the HRM and LRM are found, both the
HRM and LRM estimated positive IRFari due to WIBC and
even WSBC seems to be underestimated compared to the
observation-based studies by Oikawa et al. (2018) and Kinne
(2019). Both the HRM-estimated and LRM-estimated IRFari
values due to dust are more negative than those in other mod-
els because of the overestimation of the SSA and the under-
estimation of the surface albedo over desert areas. The large
negative dust-related IRFari is responsible for the underesti-
mation of the surface IRFari compared to the satellite results.
For the ERFaci due to anthropogenic aerosols, the difference
between the HRM and LRM is 0.18 W m−2, which is larger
than that obtained for the ERFari. This study indicates that
a higher-resolution model provides a lower ERFaci that is
closer to the reference value shown in the IPCC-AR5. How-
ever, it should be noted that several important assumptions
used in this study can affect the ERFaci values, so this pro-
cess must be further developed and refined to properly esti-
mate the ERFaci.

Is the difference between the HRM and LRM larger
than the interannual variability obtained by the 3-year
integration (Sect. 4.5)?

The interannual variability is mainly reflect in the winds over
land and RH, which cause relatively larger variabilities in
dust (emission flux, column burden and AOT) and sea salt
(mainly AOT). As a result, the total AOT and IRFari under
clear-sky conditions and for longwave are more influenced
by the interannual variabilities than those by the horizon-
tal resolution. This suggests that the clouds are also signif-
icantly modulated by the interannual variabilities rather than
the horizontal resolution. However, the results related to sul-
fate, POM and BC are strongly influenced by the horizontal
resolution compared to the interannual variability, and dis-
cussions of the impacts of different horizontal grid spacings
on these parameters can be facilitated using only a 1-year
integration.

Finally, the question of how high the calculation cost is
when using the HRM is considered. This answer is balanced
by the precision of the aerosol simulation. As the computa-
tional cost is shown in Table S9 in the Supplement, the com-
puter resources required by the HRM are more than 10 times
higher (theoretically 16 times but approximately 10 times us-
ing the K computer, which is a high-performance comput-
ing resource with relatively high memory performance) than
that required by the LRM when using the same supercom-
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puter with the same number of processers. When focusing on
extreme phenomena related to clouds and precipitation and
ACIs, a 14 km grid spacing (or finer) is needed to clearly re-
solve the scientific questions addressed in this study. In this
case, various tuning parameters associated with the aerosol
distributions using the LRM (56 km grid) can be directly ap-
plied to the HRM (14 km grid) simulations, as we did in this
study. In contrast, when focusing on the general circulations
of aerosols and related gases, a 56 km grid spacing with a
cloud microphysics module is sufficient, and the results are
generally similar to those with a 14 km grid spacing (with a
difference of 10 % on a global average), but apparent differ-
ences are found in aerosol wet deposition between the dif-
ferent resolutions. If the available computational resources
greatly increase in the near future, we hope these suggestions
will become helpful for all modelers.
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be obtained upon request under the general terms and conditions
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