
Data: �lelist containing �les with observation data
yi = (µψi

, σ2
ψi
) indexed by location xi, input

variables from Table 2.
Result: Optimized β parameters for mean

function and θ parameters for covariance
kernel, gridded Gaussian process marginal
means and variances or a sample from the
Gaussian process evaluated in a grid.

1 Initialization: Create grid according to area and ω,
de�ne k(x, x′) and m(x, t), initialize state;

2 if learn_m = 1 or learn_k = 2 then

3 for �le in �lelist do
4 D ← ReadData (�le);
5 for (xi, yi) ∈ D do

6 if Bernoulli(ηitrain) then

7 AddToState(state, xi, yi);

8 end

9 end

10 end

11 if learn_m then FindLocalMeanfunCoeffs (state);
12 if learn_k = 1 then

13 ReInitializeState (state, fulldomain);
14 for i← 1 to nsynthetic do

15 (xi, yi)← SampleFromPrior ( );
16 AddToState(state, xi, yi);

17 end

18 end

19 if learn_k 6= 0 then

20 FindCovfunCoeffs (nref)
21 end

22 if not sampling then

23 (nsd, (sdi)
nsd
i=1) ← Decompose(nmax

dom, area, ω);
24 else

25 assert (ngp < nmax
dom);

26 end

27 if sampling then for i← 1 to nsd do

28 ReInitializeState (state, sdi);
29 AddSubdomainData (state, �lelist, sdi, ηsample);
30 for x∗ ∈ sdi do
31 Aobs

∗ ←SelectObservations(state, x∗);
32 µ∗, σ2

∗ ← ComputeMarginal(x∗, Aobs
∗ );

33 if sampling = 2 then

34 ψ̂∗ ← Normal(µ∗, σ2
∗);

35 AddToState(state, x∗,(ψ̂∗, σ2
synthetic))

36 end

37 end

38 end

39 ;


