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Abstract. The added value of global simulations on the
convection-permitting (CP) scale is a subject of extensive re-
search in the earth system science community. An increase
in predictive skill can be expected due to advanced represen-
tations of feedbacks and teleconnections in the ocean–land–
atmosphere system. However, the proof of this hypothesis
by corresponding simulations is computationally and scien-
tifically extremely demanding. We present a novel latitude-
belt simulation from 57◦ S to 65◦ N using the Weather Re-
search and Forecasting (WRF)-Noah-MP model system with
a grid increment of 0.03◦ over a period of 5 months forced
by sea surface temperature observations. In comparison to
a latitude-belt simulation with 45 km resolution, at CP reso-
lution the representation of the spatial-temporal scales and
the organization of tropical convection are improved con-
siderably. The teleconnection pattern is very close to that of
the operational European Centre for Medium Range Weather
Forecasting (ECMWF) analyses. The CP simulation is asso-
ciated with an improvement of the precipitation forecast over
South America, Africa, and the Indian Ocean and consider-
ably improves the representation of cloud coverage along the
tropics. Our results demonstrate a significant added value of
future simulations on the CP scale up to the seasonal forecast
range.

1 Introduction

The answer to whether global simulations on the convection-
permitting (CP) scale are computational overkill or not will
have substantial consequences not only for the future direc-
tion of earth system sciences but also with respect to the real-

ization and distribution of huge resources of supercomputers.
This requires the involvement of decision makers, funding
organizations, and the public.

Extensive research is ongoing concerning the added value
of global extended-range simulations on the CP scale. These
simulations are considered for next-generation climate pro-
jections (Eyring et al., 2016), seasonal forecasting (Vitart,
2014), and numerical weather prediction (NWP). We hypoth-
esize that the skill for simulating extremes such as droughts
and extreme precipitation (Bauer et al., 2015) is improved,
which is critical for decision makers, disaster and water man-
agement, and food and water security. However, the huge
investment in the required computational resources is chal-
lenging.

So far, global CP simulations have been limited to a fore-
cast range of a few days or weeks (Miyamoto et al., 2013;
Miyakawa and Miura, 2019; Satoh et al., 2019), which is
usually too short for agricultural applications and thus en-
hancing, for example, food security. On longer timescales,
CP simulations are only available using limited-area models
(LAMs) (Hagelin et al., 2017). However, LAMs are strongly
affected by the lateral boundaries. For instance, regional cli-
mate projections, which are still operated with grid incre-
ments of approximately 10–20 km, show a strong influence
of the driving global model on regional surface tempera-
ture statistics (Kotlarski et al., 2014), while the precipita-
tion statistics are mainly influenced by the parameterization
of deep convection (Prein et al., 2013, 2015) in the regional
models.

Downscaling of global climate projections as well as sea-
sonal forecast and NWP model ensembles on the CP scale
(Bouttier et al., 2016; Fosser et al., 2015; Kendon et al., 2014;
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Figure 1. Applied model domain for both the CP and NCP simulations.

Stratton et al., 2018; Warrach-Sagi et al., 2013) indicated an
added value with respect to extreme-precipitation statistics.
However, these efforts did not allow for studying the added
value of global CP ensembles without zonal lateral bound-
aries avoiding additional errors by the global driving models
(Žagar et al., 2013).

In this study, the added value of a CP resolution Weather
Research and Forecasting (WRF) simulation is compared to
a 0.45◦ resolution simulation by means of European Centre
for Medium Range Weather Forecasting (ECMWF) analyses
and satellite observations. The simulation period of 5 months
allows for studying the simulation of the organization and
lifetime of tropical precipitation as well as for investigating
teleconnection patterns.

This study can be considered as an extension of the work
of Schwitalla et al. (2017), who performed a convection-
permitting latitude-belt simulation on a shorter timescale and
smaller domain.

The paper is organized as follows: Section 2 provides de-
tails about the experimental set-up, technical details, and the
validation strategy. Section 3.1 and 3.2 describe the results
with respect to tropical convection, followed by analysing
global cloud, precipitation, and teleconnection patterns. Sec-
tion 4 summarizes our results.

2 Experimental set-up

2.1 Model set-up

For the experiment, two simulations with a 5-month forecast
range from February to June 2015 were carried out using ver-
sion 3.8.1 of the WRF-Noah-MP model system (Skamarock
et al., 2008). This period was a strong El Niño year (Newman
et al., 2018) with large sea surface temperature (SST) anoma-

lies along the El Niño 3.4 region. The simulations covered
a latitude belt between 57◦ S and 65◦ N with a grid incre-
ment of 0.03◦ (CP run) and 0.45◦ convection parameteriza-
tion (NCP run) (Fig. 1).

The reasons to choose this particular region are mani-
fold: (1) the main focus of our work is on tropical convec-
tion, (2) applying the WRF model in polar regions requires a
special set-up of the physical parameterizations (Bromwich
et al., 2018; Hines and Bromwich, 2017), and (3) the ap-
plied regular latitude–longitude grid leads to very high map-
scale factors beyond 65◦ latitude, thus enforcing a very short
model integration time step.

The WRF model is based on an Arakawa-C grid and uti-
lizes a terrain-following vertical coordinate system with 57
levels up to 10 hPa in our simulations. Fifteen out of 57 lev-
els represented the lowest 1500 m above ground level (a.g.l.).
Both resolutions shared a common physics package. The ap-
plied physics schemes are the Noah multi-physics (MP) land
surface model (Niu et al., 2011), which predicts soil mois-
ture and temperature at four different depths and includes
a three-layer snow model and the Jarvis scheme for vege-
tation (Jarvis, 1976). For the WRF physics, we chose the re-
vised MM5 similarity surface layer scheme based on Monin–
Obukhov similarity theory (MOST) (Jiménez et al., 2012),
the YSU boundary layer parametrization (Hong, 2010), the
Global and Regional Integrated Model system (GRIMS)
shallow cumulus scheme (Hong et al., 2013), and the Rapid
Radiative Transfer Model for GCMs (RRTMG) for short-
wave and long-wave radiation (Iacono et al., 2008). In or-
der to improve the radiative transfer calculations, aerosol op-
tical depth (AOD) data from the Monitoring Atmospheric
Composition and Climate (MACC) analysis (Inness et al.,
2013) were used. The AOD interacts with the RRTMG short-
wave radiation scheme so that an improvement in the sim-
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ulation of surface temperatures can be expected. For cloud
and precipitation microphysics, the Thompson two-moment
scheme (Thompson et al., 2008) with five categories of hy-
drometeors was applied. The prescribed value of the cloud
droplet number concentration in the Thompson microphysics
scheme was changed from the default value of 100×106 m−3

for maritime cases to 200×106 m−3. This describes an inter-
mediate aerosol loading which appears to be more realistic in
the case of continental convection (Heikenfeld et al., 2019).
In this set-up, no direct aerosol interaction of radiation and
cloud microphysics takes place, and the cloud droplet num-
ber concentrations remains constant throughout the model
domain. Deep convection was parameterized by the Grell–
Freitas scheme (Grell and Freitas, 2014) and is only applied
in the NCP simulation. The model integration time step was
set to 10 s for the CP and 150 s for the NCP simulation. Out-
put of the most important surface variables is available every
30 min.

For the land use maps, a combined product of IGBP-
MODIS and CORINE databases was applied which pro-
vided an advanced representation of land cover. Instead of
the coarse FAO soil texture data available in the WRF pack-
age, data from the Harmonized World Soil Database were
used with a resolution of 1 km (Milovac et al., 2014). Terrain
information was provided by the more recent Global Multi-
resolution Terrain Elevation Data 2010 (GMTED2010) data
set.

The initial conditions and forcing data at the meridional
boundaries were taken from the operational ECMWF analy-
sis every 6 h at a resolution of 0.125◦, as obtained from the
Meteorological Archival and Retrieval System (MARS).

Although, for example, Mogensen et al. (2017) found su-
perior tropical cyclone forecasting performance when the
Nucleus for European Modelling of the Ocean (NEMO)
model (Madec, 2008) was applied in the ECMWF opera-
tional model, we decided to apply updated observed SSTs in
our simulation to obtain a surface forcing over water surfaces
to investigate the added value of the CP resolution.

SST data were provided by combining the operational
ECMWF SST analysis with the Operational Sea Surface
Temperature and Sea Ice Analysis (OSTIA) system of the
UK Met Office (Donlon et al., 2012), available at a horizon-
tal resolution of 0.05◦. In order to match the 6-hourly atmo-
spheric boundary conditions, the SST data were interpolated
in time. This approach still provided reasonable feedback to-
wards the atmosphere via coupling with the applied surface
layer scheme. This scheme updates the surface fluxes, the
exchange coefficients for heat and moisture, and the friction
velocity depending on the environmental conditions as input
for the planetary boundary layer parametrization.

As both SST data sets have different land–sea masks, cer-
tain inland lakes are resolved only in the ECMWF or the
OSTIA data sets. In order to combine their information,
changes of the WRF code were necessary. Firstly, we im-
plemented a check for water points to find whether an SST

from OSTIA was available due to its higher resolution. If this
was true, the ECMWF SST was discarded at the correspond-
ing grid cell. In case SST was not available from OSTIA but
was available from ECMWF, the latter was considered. In
case SST was available from neither ECMWF nor OSTIA,
the ECMWF surface temperature was considered instead and
the lake SST was limited between 34 and −2 ◦C in order
to avoid unrealistic surface fluxes over inland lakes. As the
WRF pre-processing system (WPS) cannot handle gridded
binary (GRIB) files larger than 2 GB, which was the case for
the ECMWF analysis GRIB files, it was necessary to split
all three-dimensional variables from the ECMWF analysis
into separate GRIB files. WPS supports parallelism utiliz-
ing Message Passing Interface (MPI), but currently parallel
NetCDF is not supported during the horizontal interpolation
step. This implies that the array size per variables is limited
to 4 GB. As the CP grid comprises 12 000× 4060 cells and
ECMWF offers 137 vertical levels, one variable would have
a size of approximately 25 GB, which is far beyond the se-
rial NetCDF capabilities. Therefore, the file format option
io_form_metgrid in the namelist.wps file had to be set to 102
so that each MPI task would write its own met_em NetCDF
file. Due to the large domain and memory requirements, at
least 35 compute nodes with 4480 GB memory were neces-
sary for this task, resulting in approximately 500 000 files of
100 MB file size each to successfully perform the horizontal
interpolation step.

The CP simulation was performed using 4096 nodes of
the Hazel Hen system of the High-Performance Computing
Center Stuttgart (HLRS; Bönisch et al., 2017). This super-
computer comprises 7712 compute nodes with two Intel 12-
core CPUs at 2.5 GHz clock frequency. Due to limitations
in the I/O data rates, even when parallel NetCDF is applied,
the CP simulation was performed on 4096 nodes with six
OpenMP threads per node. Approximately 17 forecast days
can be simulated within 24 h wall clock time when a fixed
model time step of 10 s is applied at the CP scale.

Currently, the WRF model source code is not ready
yet to create very large NetCDF files by default. As
such a large domain requires more than 232-4 bytes for
each three-dimensional variable array, changes to the code
were necessary to follow the CDF-5 standard, which al-
lows for data arrays larger than 232 bytes (Schwitalla et
al., 2017). The complete namelist settings are provided as
a supplement and, alternatively, can be downloaded from
https://doi.org/10.5281/zenodo.3550622.

2.2 Validation data sets

The evaluation of precipitation was performed against the
Global Precipitation Mission (GPM) level 3 V06B data set
(Huffman et al., 2019). The data are available from 60◦ S to
60◦ N from 30 min time intervals to monthly aggregated val-
ues. In our study, the hourly product and the monthly sum
are applied. The regridding of the simulated precipitation of
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Figure 2. Time–longitude cross section of the simulated precipitation per day (mm) for the region between 10◦ S and 10◦ N. (a) displays the
GPM precipitation, (b) denotes the CP simulation, and (c) denotes the NCP simulation. The colour bar applies to all plots.

the NCP and CP simulations was performed by applying the
Earth System Modelling Framework (ESMF) as part of the
NCAR Command Language (NCL) script. The WRF curvi-
linear grid was interpolated to the GPM rectilinear grid by
applying the conservative remapping method, which gives
better results in the case of discontinuous variables (Kotlarski
et al., 2014). The ESMF regridding routines were compiled
to fully exploit the MPI capabilities, resulting in a consider-
able speed-up of the interpolation procedure.

The Wheeler–Kiladis spectra (Wheeler and Kiladis, 1999)
were derived by adopting the “wkSpaceTime_3” example
from NCL to the NASA Clouds and the Earth’s Radiant En-
ergy System (CERES) top-of-the-atmosphere outgoing long-
wave radiation (TOA OLR) satellite data set (Loeb et al.,
2018) and both WRF simulations in 3 h intervals between
15◦ S and 15◦ N. The data were kept on their original grids in
order not to lose any high-resolution information. The spec-
tral analyses took about 61 h on a single core and required
280 GB of memory.

To validate the behaviour of the simulated downward sur-
face short-wave flux (SWDOWN), we applied monthly mean
data from the Land Surface Analysis Satellite Application
Facility (LSA SAF) (Geiger et al., 2008). This data set is de-
rived from Meteosat Second Generation (MSG) satellite data
and is available in 30 min time intervals on a 0.05◦× 0.05◦

grid. This data strongly depends on cloud coverage and thus
complements the TOA OLR evaluation.

For the empirical orthogonal function (EOF) decomposi-
tion, the following procedure was applied: first, the 6-hourly
raw sea level pressure output and a monthly average be-
tween 55◦ S and 64◦ N were computed. Then, the EOF al-
gorithm provided by the NCL was applied. The data were
weighted by

√
cosθ (θ being the latitude) to compensate for

the grid box area and to avoid a weighting overemphasis in
the Tropics. The reference data set is the 6-hourly ECMWF
operational analysis. The evaluation of 2 m temperatures and
precipitable water (PW) was performed using the 6-hourly
ECMWF operational analysis as a reference.

3 Results

3.1 Organization and lifetime of tropical convection

In order to investigate the lifetime and propagation of trop-
ical precipitating systems, we utilized Hovmöller diagrams
(time–longitude diagrams) (Hovmöller, 1949) between 10◦ S
and 10◦ N for the observed precipitation (GPM data set) as
well as for the CP and NCP simulations. The results are pre-
sented in Fig. 2.
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Figure 3. Wheeler–Kiladis diagrams of the TOA OLR averaged over the latitude belt of ±15◦ around the Equator and sampled with a
temporal resolution of 3 h over April–June 2015. (a, d) Results achieved with the CERES data, (b, e) CP simulations, and (c, f) NCP
resolution. (a–c) Anti-symmetric spectra and (d–f) symmetric spectra.

Over the entire period, the observations show several co-
herent propagating systems with a lifetime of 3–4 weeks
(Fig. 2a), demonstrating the importance of simulations be-
yond a month. The GPM data show that the eastward-
propagation speed is typically 1100 km d−1. The main ori-
gins of significant amounts of precipitation along this belt
are the tropical warm pools in the western Pacific around
158–174◦ E and the eastern Indian Ocean around 90◦ E as
well as the tropical rainforest over South America around
69◦W. The NCP experiment (Fig. 2c) also shows precipita-
tion maxima over the Tropical warm pools, but their ampli-
tudes are strongly overestimated. At the precipitation max-
imum over South America, a dry zone in precipitation is
simulated, and a second one appears around 20–25◦ E in
strong disagreement with the observations. The precipita-
tion maximum over South America was shifted to approx-
imately 35◦W, corresponding to an eastward displacement
of approximately 3800 km. Furthermore, the NCP simulation
did not reproduce any of the eastward-propagating structures
but only westward-propagating precipitating systems, which
were almost not present in reality.

In contrast, the CP simulation (Fig. 2b) reproduced very
well the location of the longitudinal precipitation max-

ima and a dry zone at approximately 45◦ E, which corre-
sponds to the Horn of Africa. The propagating speed of the
eastward-moving system was overestimated (approximately
1500 km d−1). The precipitation maxima of the propagating
systems were slightly underestimated except over the west-
ern Pacific warm pool, where an excellent agreement was
achieved. Although larger differences between the CP sim-
ulation and GPM observations are still visible between 45
and 90◦W, the correspondence between the longitudinal and
temporal structures between the GPM and the CP Hovmöller
diagrams is improved compared to the NCP simulation.

3.2 Spectra of tropical convection

Another instructive way to study the behaviour of tropical
convection is based on wave number–frequency spectrum
analyses of the TOA OLR. This methodology is explained in
Wheeler and Kiladis (1999). In order to optimize the signal-
to-noise ratio of the spectrum and to adapt to the high tem-
poral resolution of our model output, we used the TOA OLR
fields provided by the CERES project (Loeb et al., 2018).
Both the observations and the model outputs are available
with 1 h time resolution. However, we derived the spectra
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with 3 h resolution due to the huge amount of data to be pro-
cessed and our main interest in an analysis of convectively
coupled waves with frequencies below 1 month.

Figure 3 displays the results for the anti-symmetric (pan-
els a–c) and the symmetric spectra (panels d–f) for a lati-
tude range of ±15◦ around the Equator. In the asymmetric
spectra of the CERES data, no strong evidence for the n= 2
western or eastern inertio-gravity waves (WIGs or EIGs, re-
spectively) was found, but the spectra show a weak signal
of the n= 0 westward mixed Rossby–gravity wave (MRG)
and a particularly strong signal of the n= 0 EIG, the lat-
ter between shallow water-equivalent depths in the range of
12–50 m (Lindzen, 1967). These structures are absent in the
NCP simulations (Fig. 3c), whereas a signal of the n= 0
EIG is also found in the CP simulations, albeit weaker than
in the observations. The symmetric spectra derived with the
CERES data may reveal some signal of the n= 1 equato-
rial Rossby wave (ER). The spectral power of the n= 1
WIG is significant, and the n= 1 Kelvin wave is particularly
strong for shallow water-equivalent depths in the range of
12–50 m for periods between 3 and 30 days and wave num-
bers 1–10. Again, the NCP simulations do not reproduce
any of these wave structures. In contrast, albeit somewhat
weaker in power, the CP simulation reveals the n= 1 WIG
from approximately −15 to −5 zonal wave numbers. Par-
ticularly significant is the signal of the n= 1 Kelvin wave
in the CP wave-number–frequency spectrum, although the
slope is somewhat steeper and tends more towards effective
depths between 25 and 50 m. This finding may be related to
the overestimation of the eastward propagation of precipi-
tation found in the CP Hovmöller diagrams. Despite these
deviations, only the CP simulations are able to recover the
observation of IGs, MRGs, and Kelvin waves. This is an-
other strong indication of the added value of nearly global
CP simulations on the seasonal scale.

3.3 Spatial distribution of clouds and precipitation

It is clear that the combination of resolution and the omission
of the parameterization on the CP scale has significant impli-
cations on the structure of deep convective clouds and precip-
itation. Exemplarily we show this for the monthly averages
for May 2015 in order to reduce the spatial-temporal aver-
aging of critical structures. The other months show a similar
trend to that in May 2015 (not shown).

During May 2015, the CERES OLR observation (Fig. 4a)
shows strong convection along the tropics between 10◦ S and
10◦ N over the Atlantic, Africa, the Indian Ocean, and the
Pacific Ocean as indicated by the low values of less than
200 W m−2. Over Africa, the CP simulation (Fig. 4b) shows
a better agreement with the observations as compared to the
NCP simulation (Fig. 4c) with a bias reduction of 10 W m−2

to a total bias of 10 W m−2. The same applies to the Indian
Ocean basin, where the NCP simulation shows, on average,
16 W m−2 less OLR than observed. Over the Atlantic and

South America, the cloud coverage is considerably overesti-
mated inside the intertropical convergence zone (ITCZ), re-
sulting in an OLR bias of 15 W m−2 and a strong precipita-
tion bias in this area. It is also worth noting that the width of
the precipitation bands over the tropical Atlantic is a lot nar-
rower than observed, indicating more localized convection.
To complement the results obtained by the OLR analysis, we
also investigated the surface short-wave downward radiation.

Figure 5 displays the monthly mean SWDOWN flux dur-
ing May 2015 over the South American continent. Compared
to the LSA SAF observations (Fig. 5a), the NCP simulation
(Fig. 5c) shows very low SWDOWN fluxes over the Ama-
zon rainforest with minimum values of less than 30 W m−2,
while the minimum observed SWDOWN flux over this par-
ticular area is ≈ 180 W m−2. Apart from the southern part
of Brazil, the CP simulation (Fig. 5b) shows a good agree-
ment with the LSA SAF observations with an overall bias
of only 10 W m−2, while the bias of the NCP simulation is
52 W m−2. As the NCP simulation does not show an over-
estimation of precipitation during this particular month over
South America, the strong SWDOWN bias could be related
to the simulation of shallow clouds inside the Grell–Freitas
cumulus parametrization and its interaction with the RRTMG
radiation scheme. Apparently, this interaction is much better
resolved in the case of the CP resolution.

Figure 6 presents the corresponding accumulated precipi-
tation during May 2015 from the GPM level 3 V06B precip-
itation data set (Huffman et al., 2019) and the CP and NCP
simulations. The differences between the model simulations
and the GPM retrieval are presented in Fig. 7.

The GPM observations (Fig. 6a) reveal high precipitation
amounts over the ITCZ at around 5◦ N over the eastern Pa-
cific and the Atlantic Ocean. Large precipitation fields over
the tropical western Pacific were also observed. The dry sub-
tropical regions range from 10 to 35◦ N and 0 to 30◦ S. The
CP simulation (Fig. 6b) corresponds well with the structures
of dry and moist regions in the GPM data set. Except for an
underestimation of the dryness in the subtropical regions and
an overestimation of the precipitation in the ITCZ over the
eastern Pacific, a promising agreement is achieved in spite of
the lack of any data assimilation efforts (see also Fig. 7a).

In contrast, the NCP simulation (Fig. 6c) strongly over-
estimates the precipitation over the entire Pacific including
the ITCZ and along the northeast coast of South America.
Furthermore, the NCP simulation shows a strong wet bias
over the Indian Ocean. In addition, the dry zone extending
from Africa towards Asia is not well reproduced, and the
subtropical dry zone over the southeast Pacific is underes-
timated. Over South America and from India towards East
Asia a strong dry bias is detected (Fig. 7b).

In summary, with respect to the spatial structure of the
accumulated precipitation during May 2015, the CP simu-
lation clearly outperforms the NCP simulation. Particularly,
the precipitation amounts along the ITCZ, over South Amer-
ica, and over the Indian Ocean are much closer to reality.

Geosci. Model Dev., 13, 1959–1974, 2020 www.geosci-model-dev.net/13/1959/2020/



T. Schwitalla et al.: Seasonal simulations with WRF 1965

Figure 4. Monthly averaged TOA OLR (W m−2) during May 2015 together with the corresponding zonal mean. (a) displays the Clouds
and the Earth’s Radiant Energy System (CERES) OLR, (b) displays the monthly mean OLR from the CP simulation, and (c) displays the
monthly mean from the NCP simulation.
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Figure 5. Monthly averaged surface short-wave downward radiation (W m−2) over South America during May 2015. (a) denotes the LSA
SAF satellite observation, (b) denotes the CP simulation, and (c) denotes the NCP simulation. No data are available over the ocean, and water
areas are masked in the CP and NCP simulations.

A clear reduction in precipitation bias of the CP simulations
with respect to the NCP simulation was found. Whereas the
bias of the NCP simulation in the tropics is 28 mm, it is 45 %
lower in the CP simulation. The root mean square error of
the CP simulation in the tropics is 181 mm, while it increases
to 217 mm in the NCP simulation. The pattern correlation
is 0.53 in the CP simulation, whereas it is 0.44 in the NCP
simulation. These results confirm an added value of global

simulations on the CP scale with respect to precipitation on
the seasonal scale.

Furthermore, in almost all regions, we found an improve-
ment of the simulation of the diurnal cycle of convection and
precipitation (not shown). This is a well-known feature of CP
over NCP simulations (Schwitalla et al., 2008; Warrach-Sagi
et al., 2013; Ban et al., 2014; Fosser et al., 2015; Prein et al.,
2015).
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Figure 6. Accumulated precipitation (mm) during May 2015: (a) Global Precipitation Mission (GPM) level 3 data set, (b) CP simulation,
and (c) NCP simulation. Grey shaded areas indicate a lack of coverage in the GPM data or the simulations. The model data are interpolated
to the GPM mesh.

3.4 Spatial distribution of 2 m temperatures and
precipitable water

To investigate the large-scale situation throughout the model
simulation, the spatial distribution of PW and 2 m tem-
peratures was investigated. Figure 8 shows the mean
temperature bias averaged between April and June 2015
for the 12:00 UTC (panels a and c – CP simulation)

and 18:00 UTC time steps (panels b and d – NCP
simulation). The reference data set is the operational
ECMWF analysis with its sophisticated four-dimensional
variational data assimilation system (https://www.ecmwf.
int/en/elibrary/9209-part-ii-data-assimilation, last access:
14 April 2020).

At 12:00 UTC, the NCP simulation shows a strong neg-
ative temperature bias over Russia, Mongolia, and China,
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Figure 7. Precipitation difference (mm) between CP and GPM (a) and difference between NCP and GPM (b) during May 2015.

Figure 8. Mean 2 m temperature bias (K) against the operational ECMWF analysis for the 12:00 UTC time steps (a, c) and the 18:00 UTC
time steps (b, d) averaged between April and June 2015. Panels (a) and (c) show the CP simulation and panels (b) and (d) denote the NCP
simulation. On the right side of each panel, the zonal mean bias is shown.
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Figure 9. Mean precipitable water (PW) (mm) averaged between April and June 2015. (a) shows the operational ECMWF analysis, (b) the
CP simulation, and (c) the NCP simulation. Data are averaged in 6 h intervals to match the ECMWF analysis times. On the right, the zonal
mean is shown.

Table 1. Mean precipitable water (PW) content (mm) averaged over
different regions. Column one denotes the averaging region, fol-
lowed by the NCP, CP, and ECMWF values.

Area/region NCP CP ECMWF

10– 55◦ N, 180◦W–180◦ E 24.6 24.3 24.1
50–10◦ S, 180◦W–180◦ E 25.7 23.1 22.6
10◦ S–10◦ N, 180◦W–180◦ E 45.3 45.2 48.3
South America 38.4 37.1 40.3
North Africa 15.4 14.9 14
Australia 26.7 21.5 22.2
Tropical western Pacific 46.1 48.3 51.8

while a strong positive-temperature bias is present over India
and North Africa. This bias is considerably reduced in the
CP simulation except over the eastern part of North Africa,
while, on average, hardly any bias is present over the South-
ern Hemisphere. At 18:00 UTC, the NCP simulation shows a
warm bias over the Southern Hemisphere, while the cold bias
over Central Asia remains. The strong negative bias over the
Sahara and the Arabian Peninsula is probably related to a too-
strong cooling effect in the WRF model over sand surfaces at
higher resolution. This effect was also observed in a study of
Schwitalla et al. (2019), who investigated the behaviour of a
different WRF physics combination over the Arabian Penin-
sula. It is also interesting to note here that, although both
simulations are forced by the same SST data set, a constant
temperature bias over the Indian and topical Pacific Ocean
is present. One reason for this might be the strong overesti-
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mation of precipitation in the NCP simulation (see later in
Sect. 3.5).

Figure 9 shows the mean PW content averaged between
April and June 2015. The ECMWF analysis (Fig. 9a) shows
high amounts of PW along the ITCZ over the Atlantic and
eastern Pacific Ocean as well as over the Indian Ocean and
the tropical western Pacific. On average, both WRF simu-
lations tend to underestimate the amount of water vapour
throughout the model domain. As this can be inconclusive,
the mean values were calculated for different regions and are
shown in Table 1.

The Northern Hemisphere, North Africa, and the tropi-
cal region show only minor differences with respect to the
PW content, while larger differences between the simula-
tions occur over South America, Australia, and the tropical
western Pacific. Over the Southern Hemisphere, the average
PW content of the CP simulation (Fig. 9b) is close to the
analysed value by ECMWF, while a bias of 3 mm is present
for the NCP simulation (Fig. 9c). Over South America, the
NCP simulation shows lower PW values as compared to the
ECMWF analysis. Here, the CP simulation shows an even
lower PW content, which is also reflected in the dry bias in
the Amazon Rainforest (Fig. 6). Over Australia, the strong
positive PW bias of the NCP simulation turns into a small
negative PW bias on the convection-permitting scale with-
out any reflection in the precipitation fields. The amount of
precipitable water in the tropical western Pacific is under-
estimated in both WRF simulations with the CP simulation
having a smaller dry bias as compared to the NCP simulation.

3.5 Teleconnection

In order to study a teleconnection pattern, an EOF decompo-
sition of the monthly averaged sea level pressure fields was
performed. The reference data set was the ECMWF opera-
tional analysis. Figure 8 shows the result of the first EOF of
the 6-hourly monthly mean sea level pressure.

Figure 10a demonstrates that ≈ 65 % of the sea surface
pressure fluctuations in the ECMWF analyses can be ex-
plained by the correlation pattern shown in the first EOF.
Correlation maxima are found in the northeastern Pacific, in
the Labrador Sea around the southern tip of Greenland, and
along the southern subtropical belt. A correlation minimum
covers large areas of Asia. The agreement with the first EOF
of the CP simulation is excellent (Fig. 10b). Despite a slight
underestimation of the strength of the correlations, the spatial
structure is very similar and ≈ 61 % of the variance are con-
tained in the first EOF. In contrast, the first EOF of the NCP
simulation (Fig. 10c) shows a completely different pattern. A
similar structure shows up only in the second EOF, explain-
ing just ≈ 37 % of the variance (not shown). Additionally, a
test for eigenvalue separation (North et al., 1982) was per-
formed to ensure that eigenvalues are significantly separated,
which is true for EOF1 and EOF2. Consequently, these EOF
analyses provide strong evidence of the added value of sea-

sonal CP simulations with respect to the representation of a
teleconnection pattern and an increase in the quality of nearly
global forecasts on the CP scale.

4 Summary

Two 5-month-long latitude-belt simulations with the WRF
model version 3.8.1 were evaluated at 3 and 45 km resolu-
tion. The model encompasses a domain between 57◦ S and
65◦ N. Meridional boundaries are provided by the opera-
tional ECMWF analysis, and the lower boundary forcing is
provided by combining ECMWF and OSTIA SST data. Al-
though meridional boundary conditions are still applied, the
model simulation is undisturbed in the west–east direction,
i.e. the main large-scale flow direction on the globe.

Different analyses were applied to demonstrate the added
value of nearly global CP simulations. Firstly, the orga-
nization of tropical convection was studied by means of
Hovmöller diagrams. The strong improvement of spatial-
temporal patterns as well as the lifetime and propagation
speed of tropical convection systems became evident in
the CP simulation. Whereas the NCP simulation predicted
mainly a westward propagation in strong disagreement with
the observations, the CP simulation produced eastward-
propagating patterns, which were in striking agreement with
the GPM data.

Secondly, wave-number–frequency spectra of the tropical
convection and the detection of various wave patterns were
derived by the 3 h TOA OLR fields and revealed by Wheeler–
Kiladis diagrams. The CP simulations turned out to be much
closer to the observations showing the spectral signatures of
eastward-propagating EIGs and Kelvin waves, whereas these
signatures were absent in the NCP simulations. According to
studies of Yang and Ingersoll (2013, 2014), who analysed the
Madden–Julian Oscillation (MJO; Madden and Julian, 1972)
by applying a shallow-water model, a WRF model resolu-
tion in the range of 5 km or higher is necessary to be able to
represent MJO features assuming an effective WRF model
resolution of 7 times the horizontal resolution (Skamarock,
2004).

Thirdly, the cloud coverage of convective clouds along the
tropics was better represented in the CP simulation. The NCP
simulation considerably overestimated cloud cover along the
tropical Atlantic, Africa, and the Indian Ocean. Fourthly, the
spatial precipitation fields integrated during May 2015 were
compared with observations based on the GPM level 3 data
set. The spatial patterns of tropical precipitation and the sub-
tropical dry regions were much better represented in the CP
simulation. While Fowler et al. (2016) found superior per-
formance of the Grell–Freitas (GF) cumulus parametriza-
tion when compared to the Tiedtke scheme (Tiedtke, 1989)
at 50 km resolution, the application of a different cumu-
lus parametrization can lead to a reduction of the precipi-
tation bias while the weakness of an incorrect spatial dis-
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Figure 10. First EOF analyses of the monthly mean sea level pressure for the ECMWF operational analysis (a), the CP simulation (b), and
the NCP simulation (c) over the whole forecast period. Normalized values are shown, and the averaging time steps are 00:00, 06:00, 12:00,
and 18:00 UTC to match the ECMWF analysis time steps.

tribution still remains (e.g. Gbode et al., 2019). As comput-
ing resources were limited, an additional experiment with the
new Tiedtke scheme (Zhang et al., 2011) was performed for
February 2015 (not shown). Depending on the region, the
precipitation bias is reduced, but the OLR values are too high,
indicating an improper interaction with the applied RRTMG
scheme.

Finally, the spatial structure of a teleconnection pattern
and the explained variances as studied by the EOF of the
surface pressure fields was in close agreement between
ECMWF analyses and the CP simulations.

Consequently, our results confirm a significant added
value of nearly global CP simulation from the sub-seasonal to
the seasonal forecast range. We attribute these improvements
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mainly to the elimination of the lateral forcing by coarse
global models, the advanced representation of ocean–land–
atmosphere feedbacks and heterogeneities, and the elimina-
tion of the parameterization of deep convection in the CP run.
Obviously, the spatio-temporal structure, the lifetime, and
even the teleconnections in the global circulation and their
interaction with the development and organization of clouds
and precipitation are much better maintained in the CP sim-
ulations. These coherent structures are destroyed in the NCP
simulation by the amplification of errors induced by deficien-
cies of parameterizations, e.g., the parameterization of deep
convection.

The new CP simulation presented in this work strongly
supports the development and application of global,
kilometre-scale earth system models, which are envisioned
for future climate projections; land–atmosphere feedback
studies, for instance within the CORDEX Flagship Pilot
Studies; seasonal simulations; and global NWP ensemble
forecasts.

Code and data availability. As some of the simulation data sets
are very large, they can be made available by request from the
corresponding author. ECMWF analysis data can be obtained
from http://apps.ecmwf.int/archive-catalogue/?class=od&stream=
oper&expver=1 (last access: 14 April 2020). Aerosol optical depth
data for optimizing the radiative transfer calculations can be
obtained from http://apps.ecmwf.int/datasets/data/macc-reanalysis/
levtype=sfc/ (last access: 14 April 2020, Inness et al., 2013). The
user’s affiliation must belong to a member state in order to bene-
fit from these data sets. Radiation data from the LSA SAF project
are available after registration from https://landsaf.ipma.pt/en/ (last
access: 14 April 2020, Geiger, 2008).

The GPM precipitation data sets are available from
https://pmm.nasa.gov/data-access/downloads/gpm (last ac-
cess: 14 April 2020, Huffman et al., 2019), after registration.
High-resolution SST data from the OSTIA project can be ac-
cessed at ftp://ftp.nodc.noaa.gov/pub/data.nodc/ghrsst/GDS2/L4/
GLOB/UKMO/OSTIA/v2 (last access: 14 April 2020, Donlon
et al., 2012) and soil texture data used in this study can be
downloaded from https://cera-www.dkrz.de/WDCC/ui/cerasearch/
entry?acronym=WRF_NOAH_HWSD_world_TOP_SOILTYP
(last access: 14 April 2020, Milovac et al., 2014). Satellite TOA
OLR data from the CERES project can be obtained from https:
//doi.org/10.5067/Terra+Aqua/CERES/SYN1deg-1Hour_L3.004A
(Doelling, 2017).

The WRF source code can be obtained from http://www2.
mmm.ucar.edu/wrf/users/download/get_source.html (last access:
14 April 2020, NCAR, 2019) after registration. Parallel NetCDF
with version higher than 1.6.0 is required and can be downloaded
from https://trac.mcs.anl.gov/projects/parallel-netcdf (last access:
16 April 2020, Latham et al., 2003). The applied WRF code
changes, NCL scripts, and namelist.input file can be downloaded
from https://doi.org/10.5281/zenodo.3550622 (Schwitalla, 2019).

Supplement. The supplement related to this article is available on-
line at: https://doi.org/10.5194/gmd-13-1959-2020-supplement.
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